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Abstract and contributions

Reliability, testability, and security belong to the most significant digital design challenges.
Notable testability and security problems originate at the physical level, while the solutions
may be implemented at higher levels.

This dissertation thesis deals with low-level approaches addressing the high-level design
problems, namely the problem of the offline test length and fault coverage, and the problem
of the physical security. The proposed solutions are based on enhanced CMOS structures.
This dissertation thesis includes also a vulnerability analysis of the conventional CMOS
circuit static power and established dynamic power countermeasures such as WDDL or
SecLib. A particular contribution touches also on the security-reliability interplay.

In particular, the main contributions of the dissertation thesis are as follows:

1. Conceptual design of the short-duration offline test. The proposed fast offline test
may be incorporated into the normal computation flow and potentially replace the
online test in many cases while reducing delay and area penalty at the same time.

2. A method for designing a system with increased reliability incorporating the proposed
approach is described and its efficiency is shown.

3. A novel CMOS design thereat is described, its severity is proved by simulation,
and feasible physical attack scenarios are described. The threat arises especially in
redundant structures like voters.

4. The described threat endangers also the dynamic power balancing countermeasures
like SecLib and other conventional dual-rail-based countermeasures in general.

5. CMOS circuit-level (standard-cell level) attack countermeasures are proposed and
evaluated. The proposed standard cells may be used as a direct replacement of
conventional CMOS cells in a standard design process.
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Chapter 1

Introduction

This dissertation thesis represents a contribution to the testability and security aspects
of CMOS circuits design. Several notable testability and security problems originate at
the physical level, while the solutions might be addressed on higher levels. Higher-level
modeling introduces a certain level of simplification, often enabling an elegant design.
On the other hand, the low-level approach allows addressing the root of the problem
leading to a precise and compact design. This dissertation thesis addresses the CMOS
circuit basic building blocks and continues down to the circuit and technology levels.

1.1 Motivation

There are many challenges in digital design today. To the most significant challenges
belongs the reliable, safe, and secure design of digital systems supported by threat and
reliability analysis [66, 70, 131]. Different approaches may be employed at each level of
abstraction separately or combined to enhance security or reliability of the digital device.
Similarly, unintended side-effects of high-level design decisions or even algorithm properties
may corrupt security or reliability of the digital device [69, 92, 135]. Several levels of
abstraction may be addressed starting at the algorithm level, through the architecture
level, down to the microarchitecture and circuit levels.

The high-level design of today’s digital design is enabled by a careful design of the
basic building blocks – CMOS standard cells. CMOS cells are conventionally designed
according to functional, power, and delay or area requirements [131]. Less conventionally,
system-level reliability, testability, or security requirements are propagated down to the
circuit level. It is advantageous to have a compact and universal library of standard cells.
Therefore, approaches using standard cells are often preferred [121]. However, some of the
security challenges are hard to overcome without the circuit level optimization leading to
CMOS cell library extension.

This dissertation thesis represents a contribution to the low-level design for testability
and design for security methods and vulnerability analysis. The method enabling a short-
duration offline test of a combinational circuit was developed. The method is enabled

1



1. Introduction

by a proposed CMOS cell-level design. Secondly, a new static-power-related vulnerability
was identified and analyzed. This vulnerability potentially endangers the vast majority of
today digital circuits, including the side-channel protected ones. At the same time, new
CMOS cell-level approaches were developed to face the threat.

Some of the approaches presented in this dissertation thesis follow the known ap-
proaches, which experienced historically several times a great success in the digital design
area. Successful examples of a strategy closely connected to the topic of this dissertation
thesis are described below.

In the 1980s, the domino logic circuit design style was introduced to enhance high-
performance CMOS circuits. In domino logic, system performance was increased by signi-
ficant paradigm change at the lower design level(s). The domino logic optimizes the circuit
delay by decreasing the in-circuit parasitic capacitances. In such a circuit, special – two-
phase – dynamic logic gates with a footprint smaller than conventional CMOS gates are
employed in connection with the dual-rail circuit style and the precharge clock in combin-
ational logic. Naturally, the domino logic suffers also from several disadvantages and due
to them it was not widely adopted in the design mainstream, however, it was a relatively
popular design method of high-performance circuits in the 1980s.

Dynamic logic in general and domino-logic in particular, is a design style dedicated to
high-performance circuit design [131]. It offers many nice properties and challenges [113].
Since its introduction, domino-logic attracts many improvement efforts [71, 85, 109, 120].
The nature of the domino logic was also one of the inspirations of the first part of this
dissertation thesis, as the proposed domino-like structures are used to achieve increased
circuit (pseudo-online) testability and therefore reliability.

In the 1990s, Kocher et al. introduced the implementation attacks [92, 93]. Since their
introduction, implementation attacks remain a significant threat for digital circuits: many
efforts have been made to increase digital circuit attack resistance and novel attacks and
attack countermeasures are constantly under development [15, 42, 52, 84, 98, 111, 121].
The implementation attacks use the properties of the implementation technology to break
the secret stored in the circuit instead of breaking the (mathematical) principle of the
implemented algorithm. The attacks on CMOS dynamic power, including Differential
Power Analysis (DPA) or Correlation Power Analysis (CPA), are the most cited and well
addressed in the literature. The probably most widely used approach to fight against the
dynamic power data dependency is called hiding. Hiding mechanisms are incorporated into
many real designs [53, 61, 88]. Many hiding approaches are based on dual-rail encoding [52,
111, 121] introducing almost constant (data-independent) dynamic power consumption, at
least at the cycle level. As the dynamic power data dependency is closely connected with
gate parasitics, delays, or even hazards [52], the CMOS gate, or even cell-level hiding
approaches were proposed. In the security area, the low-level design is conventionally used
to increase system security [52, 121].

One of the less discovered aspects of implementation attacks are attacks on static power
consumption [84]. Recently, we described a similar class of attacks on photoinduced static
current [A.5, A.6, A.7]. As the challenges connected to static power in general, and pho-
toinduced static current in particular, are originated in the nature of CMOS technology,

2



1.2. Problem Statement

it is convenient to use the CMOS cell-level optimization to increase the system security.
This dissertation thesis deals with design for testability and design for security. Novel

CMOS structures employed to increase system security and reliability are presented and
the CMOS vulnerability is presented and analyzed.

1.2 Problem Statement

Two challenges distinct at the system/device level are the subject of this dissertation thesis.
Although the challenges are distinct at the system level, both are addressed at the circuit
level in general and the CMOS cell-level in particular.

The first addressed problem is the on-line/off-line testability interplay problem. Online
testing is employed in systems with an increased level of resilience to achieve a certain
level of system reliability. The online test allows to detect system error and take action
to mitigate error consequences or even mask the erroneous system output, while offline
testing is applied to detect faults and identify faulty parts.

Online testing has two requirements: high error coverage and high test speed. This
can be naturally achieved by a design employing area redundancy and checkers. Unfor-
tunately, employing redundancy brings high area and/or delay overhead. Offline testing
is conventionally less constrained by test time (compared to online testing) and involves
smaller area overhead. On the other hand, it is conventionally not possible to guarantee
the functional correctness of the device even when the test fault coverage is high.

The second addressed problem is related to the research of the security threat originat-
ing in the CMOS circuits first described by the author in [A.6]: the secret value processed
by the CMOS combinational logic may be compromised by a combined attack employ-
ing power measurement and Photoelectric Laser Stimulation (PLS) of the target device.
The severity of this vulnerability is significant, as it may be used to compromise even the
trusted circuits with state-of-the-art attack protections. This is caused by the fact that
the state-of-the-art physical attacks on CMOS devices are targeted on the circuit dynamic
power, but the attack exploiting data-dependency of the PLS allows to overcome many
industry-standard dynamic-power attack countermeasures.

3



1. Introduction

1.3 Goals of the Dissertation Thesis

This dissertation thesis deals with reliability and security challenges. The CMOS-based
design properties are enhanced by the tunning performed at the CMOS cell-level:

1. A fast short-duration offline test, enabled by special CMOS cell design, is proposed.
The fast offline test may be incorporated into normal computation flow and poten-
tially replace the online test in many cases while reducing delay and area penalty
at the same time.

2. The method for designing a system with increased reliability incorporating the pro-
posed approach is described and its efficiency is shown.

3. A novel CMOS threat is described, its severity is proved by simulation, and feasible
physical attack scenarios are described.

4. CMOS circuit-level (standard-cell level) attack countermeasures are proposed and
evaluated. The proposed standard-cells may be used as a direct replacement of con-
ventional CMOS cells in the common design process.

1.4 Structure of the Dissertation Thesis

This dissertation thesis is organized into six chapters as follows:

1. Introduction: Describes the motivation and goals of the dissertation thesis.

2. Background and State-of-the-Art : Introduces the reader to the theoretical back-
ground and terminology, and surveys the fundamental state-of-the-art and related
work.

3. Design for Testability : Provides an overview of the state-of-the-art related to the con-
tribution of this dissertation thesis in the DFT area, and continues with its presenta-
tion: the principal explanation of the proposed DFT method enabling a really short
offline test is provided.

4. Side-Channel Attacks : Provides an overview of side-channel attacks, summarizes the
related work, and continues with the contribution of this dissertation thesis: the
chapter describes how the proposed approach discloses processed data in a static
power channel in a particular case.

5. Balanced Standard Cells : Describes the proposed standard cell structure and provides
a case study on the AES SBOX block.

6. Conclusions : Summarizes the results of the dissertation thesis and suggests the pos-
sible directions in further work.

4



Chapter 2

Background and State-of-the-Art

Transistor is not an Ice-Cream-Bar . . .

Prof. Pinker, Introduction to Digital Systems

This dissertation thesis deals with CMOS combinational circuits, their structure, and
circuit-level structure consequences on testability, side-channel vulnerability, and attack
resistance. A bit of distinct language is used by security and testing communities, even
though obvious analogies exist: interestingly, both testing and (physical) security have
a common playground – the aim is to extract information from within the circuit. The
design of the CMOS circuit basic building blocks – standard cells – may be exploited to
simplify or complicate the extraction process according to the context and design require-
ments. This chapter summarizes the current state-of-the-art in both testing and security
areas and provides the necessary introduction.

Section 2.1 gives a summary of the theory related to CMOS technology and static
and dynamic power channels, Section 2.2 provides a short introduction to the CMOS
Photoelectric Laser Stimulation (PLS), Section 2.3 summarizes the state-of-the-art in the
diagnostics, testing and design for test.

2.1 VLSI CMOS Technology

The early integrated circuits in the 1950s were realized exclusively in the bipolar tran-
sistor technology introduced by Bell Labs. Later, in 1960s, started the success story of
the unipolar Metal Oxide Semiconductor Field Effect Transistors (MOSFETs) [131]. The
predominant advantage of MOSFETs lies in their low power consumption in the idle state
compared to bipolar transistors. The MOSFETs require (almost) no current to keep the
device in the ON state compared to a bipolar transistor, where the transistor is controlled
by its base current.
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2. Background and State-of-the-Art

The MOSFET transistor comes in two types distinguished by the majority carrier :
P-type (PMOS) where the majority of carriers are holes and N-type (NMOS) where the
majority of carriers are electrons. The early commercially available processes utilizing
MOSFETs to create integrated circuits manufactured by the planar process were pMOS
and later nMOS processes [131].

The pMOS process allows the implementation of pull-up function (transistor structure
connected to the supply rail) only1, while nMOS allows pull-down function only (transistor
structure connected to the ground rail). In the circuit implemented using pMOS or nMOS,
the complementary function is implemented by a pull-down or pull-up resistance introdu-
cing idle current. Thus the nMOS and the pMOS process still introduce a significant power
consumption in the idle state.

The growing size of integrated circuits and unacceptable power consumption and speed
limitations of devices manufactured by mainstream processes caused the wide adoption
of the more complex and more expensive Complementary Metal–Oxide–Semiconductor
(CMOS) in the 1980s. The CMOS uses both flavors of MOSFET transistors on a single
substrate. It allows implementing complementary pull-up and pull-down functions simul-
taneously, cutting the idle current drastically, while allowing higher circuit performance at
the same time [131].

The degree of integration in the semiconductor industry is traditionally indicated by
SSI, MSI, LSI, and VLSI acronyms. The small ICs, including first integrated circuits, are
denoted as Small-Scale Integration (SSI), the term Medium-Scale Integration (MSI) denotes
later circuits with hundreds of on-chip transistor, while the term Large-Scale Integration
(LSI) denotes CMOS circuits with tens of thousands transistors. The LSI circuits were first
produced during the 1970s. Since hundreds of thousands of transistors are integrated on
a chip since the 1980s, the term Very Large-Scale Integration (VLSI) is used for advanced
circuits up today [119].

Today digital devices are almost exclusively manufactured using a CMOS planar pro-
cess. Nowadays, however, the importance of the idle consumption of the integrated circuits
has araised. As the size of CMOS devices shrinks down, the channel leakage rises. When
hundreds of thousands or even millions or billions of transistors are integrated on a single
chip manufactured in a recent process, its idle or static power consumption becomes high.

1Negative supply voltage was also commonly used in pMOS, in this case, pMOS implements the
topological pull-down function
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2.1. VLSI CMOS Technology

2.1.1 CMOS Technology and Planar Process

The Metal-Oxide Semiconductor (MOS) devices are built on single crystals of silicon (Si)
available as thin circular wafers of 15 – 30 cm diameter. As silicon is a group IV element
with low conductivity, the group III and V dopants are used to increase silicon conductivity.
The conductivity of doped silicon is given by missing (P-type) or added (N-type) valence
electrons [131].
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Figure 2.1: Conventional bulk CMOS inverter cross-section

The MOS structure is a sandwich-like semiconductor structure formed by conducting
and insulating layers. The conventional planar process involves several chemical processing
steps, including the introduction of dopants, oxidation of the silicon, and deposition and
etching of metal layers [131].

The Complementary MOS (CMOS) process combines complementary P-type and N-
type MOS devices on a single substrate (bulk). The complementary arrangement ensures
that the idle current is conventionally negligible [131].

Figure 2.1 shows the CMOS device cross-section. The NMOS transistor is built on a P-
type body with N-type source and drain regions, the body is conventionally grounded. The
PMOS transistor is conventionally built on a N-type body in a speciall well with P-type
source and drain regions, while its body is conventionally connected to the supply voltage.
The control gates are insulated by the silicon dioxide (SiO2) and are built of polysilicon or
metal [131].

The voltage between the control electrode (gate) and transistor body affects the charge
concentration in the thin body region under the gate. If the voltage is high enough, the
channel is formed between the source and drain and the transistor becomes closed (ON)
[131].

Materials used to manufacture the conventional CMOS transistors, the manufacturing
processes, and the CMOS planar structure incorporating many PN-junctions enabled the
great success of this technology in the past 50 years. The technology, however, determines
also hidden properties of CMOS, influencing not only further technology scaling, but also
typical manufacturing defect nature, or static and dynamic power data dependency, or the
environment sensitivity in general and the light sensitivity in particular.
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2. Background and State-of-the-Art

2.1.2 Static and Dynamic CMOS

Conventional CMOS circuits are static. Static CMOS gates use complementary PMOS and
NMOS networks to compute output. The advantage of the static CMOS is namely the
straightforward design, energy efficiency, and robustness. [131]. Alternative circuit families
were developed to address speed, power, or area constraints. The approaches employed in
CMOS dynamic logic influenced this dissertation thesis.

A dynamic gate works in two alternating phases: precharge and evaluation. In the first
phase, the gate is forced to a defined state (by a dedicated control) and in the second
phase, the gate inputs are evaluated.

Assume that the control signal, called clock, forces the gate output to 1 during pre-
charge. In the evaluation phase, the output remains 1 or switches to 0, depending on the
input values, as shown in Figure 2.2a. This design style significantly reduces the load at
the gate inputs and also the gate size compared to static CMOS, because the gate inputs
drive NMOS transistors only.

Dynamic gates exist in two flavours distinguished by a presence of the NMOS foot
transistor [131]: an unfooted gate is shown in Figure 2.2a, and a footed gate in Figure 2.2b.

NMOS

C

I0
In

O

NMOS

C

I0
In

O

precharge

foot

... ...

a) b)

Figure 2.2: a) dynamic-logic gate and b) footed dynamic-logic gate

The disadvantage of the dynamic logic is that it employs a high fan-out clock signal.
This disadvantage is much lower than one would expect, because:

◦ the clock controls only one (a single PMOS for unfooted) or two (one PMOS and one
NMOS for footed gates) transistors per gate,

◦ clock-controlled transistors may be relatively small because the design tolerates longer
rising delays (up to half of the computational cycle for 50% clock duty cycle),

thus the load caused by transistor gates is relatively low. The main issue is that there is
the need for additional (balanced) metal wires to distribute the clock signal.
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2.1. VLSI CMOS Technology

The main issue with the dynamic gates described above is that they require monoton-
ically rising inputs during evaluation. The outputs of gates described above are mono-
tonically falling (during evaluation) – this implies that those gates cannot be simply con-
catenated to form deeper circuits. Other notable issues connected with dynamic logic in
general are charge leakage and charge sharing [131].

2.1.3 Domino Logic

The concatenation of dynamic gates is enabled by inserting a static CMOS inverter at
the dynamic gate output – the design style employing static inverters is called domino
logic. Domino logic gate outputs are monotonically rising during evaluation [131] – see
Figure 2.3.

Domino logic is a dedicated logic family belonging to dynamic logic [131], recently
popular for high-performance chip design [131].

The precharge function can be realized by a single PMOS transistor only. If it is not
guaranteed that the gate inputs are always 0 during precharge, it may be necessary to add
an additional NMOS foot transistor, as shown in Figure 2.2b.

NMOS

C

I0
In

...

O

Figure 2.3: Domino-logic gate

The overall advantage of domino logic is the gate size and speed. The mobility ratio
for holes/electrons is 2 – 3. This causes that PMOS transistors have to be bigger than
the NMOS ones to achieve the same conductivity [131]. When the dynamic domino AND
and OR gates with precharge to zero are used, the number of PMOS transistors is reduced
significantly, compared to the number of NMOS transistors.

Domino logic thus represents a trade-off by providing faster and smaller gates with
reduced static power and increased dynamic power.

Note that in domino logic, monotonicity is required, thus the circuit design convention-
ally employs dual-rail encoding to assure monotonicity.
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2. Background and State-of-the-Art

2.1.4 Static and Dynamic Power

A static CMOS logic gate in general has an NMOS pull-down transistor network (N) and
a PMOS pull-up transistor network (P) [131], as illustrated in Figure 2.4. The P/N parts
arrangement ensures that only one of both parts is ON and the other is OFF in idle state
for any combination of input values.

Figure 2.4: Generalized (2-input) CMOS gate structure

The static CMOS gate requires a significant amount of energy to change its output –
it is called dynamic power. The dynamic power has a pulsed nature and it is composed
mainly of the load capacitance charge/discharge and also by the short current. The short
current is a short-duration part of the dynamic power arising from the simultaneously open
PMOS and NMOS networks while switching. The dynamic power is commonly expressed
by the following simplified (integral) equation [131]:

Pd = α · C · V 2
dd · f, (2.1)

where Vdd is the supply voltage, f is the switching frequency, C is the load capacitance
being charged/discharged and α is the activity factor expressing the average frequency of
the gate output change. In static CMOS, the activity factor for the datapath is in most
cases up to 0.5 (one transition per cycle), while conventionally it is close to 0.1 [131]. The
load capacitance of a single gate is only charged/discharged when the output of the gate
changes from 0→ 1 or 1→ 0.

The other component of CMOS gate power consumption is called static power or leak-
age. The static power represents the CMOS power in case of no switching activity. Static
power is technology-dependent, and ideally, it should be minimized. Static power can be
expressed by the following simplified (integral) equation [131]:

Ps = Is · Vdd, (2.2)

where Vdd is the supply voltage and Is is the static current. It is not surprising that Is for
a particular gate depends on many variables including manufacturing process parameters
and variability, logic gate geometry (parallel vs. serial connection of transistors), and size.
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2.1. VLSI CMOS Technology

The static curent is composed of several components:

Is = Isub + Igate + Ijunct, (2.3)

where Isub is the subthreshold leakage, which is the most important source of leakage in
technologies with thicker gate oxide layer; Igate is the gate leakage experienced by transistors
with gate oxide thinner than 2nm [131] – in recent technology nodes, this type of leakage
may overcome Isub; and Ijunct is the junction leakage.

The Igate is a minority leakage source compared to the subthreshold leakage in technolo-
gies above 100nm [58], but it increases significantly faster than the Isub in recent technology
nodes [72]. In a typical low-power CMOS process, care is taken to minimize Igate, therefore
the Isub is dominant.

The junction leakage depends on the device geometry and junction biasing. The diodes
formed on P-N junctions between diffusion and substrate or well might be sources of
leakage if forward biased. But commonly, the substate is connected to VSS and well to
VDD, ensuring that all junctions are reverse biased. The Ijunct is normally below 0.1 fA,
which is negligible compared to Isub and Igate.

Subthreshold Leakage

Subthreshold leakage is the dominant source of leakage in the majority of technologies.
Subthreshold leakage represents the channel current between drain and source of the MOS-
FET when the transistor is in the OFF state (gate-to-source voltage is below the threshold
voltage). For conservative technology nodes (above 100nm), subthreshold leakage is the
dominant leakage source in CMOS devices. The subthreshold leakage depends on envir-
onmental parameters such as temperature and interestingly, it is also input-dependent.
Figure 2.5 gives an idea about the impact of the subthreshold leakage to a 100k gate
circuit in a conservative 180nm technology node under rising temperature.

The subthreshold leakage model and main parameters are described e.g. in [130, 131].
The following equation expresses the subthreshold leakage:

Isub = Ids0 · exp(
Vgs − Vt0 + ηVds − kγVsb

nvT
) · (1− exp(−Vds

vT
)), (2.4)

where Ids0 is a process parameter defining the drain current at the threshold voltage
Vgs = Vt and the given temperature; the term Vt0 + ηVds − kγVsb expresses the threshold
voltage dependency on Vds and Vsb – see Figure 2.6; η is the Drain-Induced Barrier Lowering
(DIBL) coefficient expressing the threshold voltage dependency on Vds affecting strongly
the short-channel transistors; kγ is the body effect coefficient; vT is the thermal voltage
expressing the dependency on temperature. The vT value is 26mV at room temperature and
it is rising with rising temperature – Figure 2.7 illustartes the Isub temperature dependency.

Gate Leakage

The gate leakage is caused by the direct tunneling effect experienced by transistors with
gate oxide thinner than 2nm (20Å). PMOS transistors with the same gate thickness nor-
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Figure 2.5: Temperature dependency for circuit composed of 100k gates in TSMC180nm
– a simplified model based on a single inverter bahaviour where transistors are perfectly
closed (NMOS Vgs = 0 and Vds = VDD)
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Figure 2.6: Subthreshold leakage current model for TSMC180nm at the room temperature:
falling Vsb causes increase in the leakage as well as rising Vgs and Vds

mally experience a significantly lower gate leakage, as the electrons tunnel from the con-
duction band but holes in PMOS tunnel from the valence band over a higher barrier [131].
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2.1. VLSI CMOS Technology
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Figure 2.7: Temperature dependency subthreshold leakage current model for TSMC180nm;
Vds = VDD = 1.8V ; Channel area = 0.2× 2.0 µm

In a conservative or low-power process, the PMOS gate leakage is typically negligible.

The gate leakage is strongly dependent on the insulator thickness and permittivity
and loosely dependent on the supply voltage. The leakage current density depends on the
supply voltage and the technology node for the most common insulator, which is the silicon
dioxide (SiO2), is depicted in Figure 2.8. For processes where the gate dielectric is thin,
materials with higher permittivity must be used in place of silicon dioxide [67].
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thickness (tox), and the technology generation [9, 131]
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2. Background and State-of-the-Art

The gate leakage is also strongly connected with the state of the transistor – the area
of the open channel region is extremely important – see Figure 2.9.

VSSVDD

Igs

Igd
VDDVSS Idg

a) b)

Figure 2.9: a) the closed NMOS transistor experiences a full gate leakage – tunneling to the
channel region is signifficant; b) the open NMOS transistor experiences negligible reverse
gate leakage, as the drain/gate overlap is small [72]
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2.2. CMOS Photoelectric Laser Stimulation

2.2 CMOS Photoelectric Laser Stimulation

The laser beam passing through silicon creates, as a result of energy absorption, electron-
hole pairs along its path. In Space Charge Regions (SCR) of PN junctions, the generated
electron-hole pairs are separated by the internal electric field, generating the Optical Beam
Induced Current [56, 73, 107]. The principle behind OBIC is called a photoelectric effect –
see Figure 2.10.
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Figure 2.10: In the reverse-biased PN junction, the electron-hole pairs are seperated by
the electric field in the depletion layer: OBIC is induced

The photoelectric effect is in the context of CMOS often used for diagnostics [54, 56]
or fault injection with precise location control [66, 100].

Sarafianos et al. published a series of papers related to Photoelectric Laser Stimula-
tion (PLS), incrementally describing the electrical model of the pulsed photoelectric laser
stimulation of an NMOS and PMOS respectively, e.g., [104, 105, 107].

The Sarafianos et al. model includes photocurrents induced at the bulk CMOS PN
junctions: p+/n-well, n+/p-sub and p-sub/n-well, as shown in Figure 2.1.

The photocurrent induced by a laser beam in any PN junction is modeled primarily by
a voltage controlled current source – see Figure 2.11. The current amplitude is expressed
by the following equation:

Ilaser = (a · V + b) · ρ · S, (2.5)

where S is the surface of the sensitive zone ([µm2]), a and b are fitting parameters
expressing the laser power and technology parameters, V is the reversed bias voltage of
the PN junction under laser illumination. Parameters a and b express the dependency on
the laser power ([mW ]) by using fitting parameters [107]:

a = p · P 2
laser + q · Plaser (2.6)

b = s · Plaser (2.7)
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Figure 2.11: Voltage-controlled current sources representing photocurrent induced in
certain PN junctions (see Equation 2.5) as used in SPICE models [104, 105, 107].
Laser trigger signal is used to turn the laser in the simulation environment ON

The parameter s is speciffic for PMOS and NMOS. The parameter ρ is used to take
into account the distance between the PN junction and the laser spot, as expressed in the
following equation:

ρ = β · exp(−d
2

c1
) + γ · exp(−d

2

c2
), (2.8)

where β and γ are the fitting parameters [107] and c1 and c2 express the influence of
optical lens – a part of the measurement setup influencing the illuminated area and the
energy density per square area.

Note that the equations above contain parameters specific for each PN junction: the p-
sub/n-well junction uses different parameters to express the photocurrent than p+/n-well
or p-sub/n+. The parameter values are reported in the referenced papers and are included
in our models available online [20].

The equations 2.5, 2.6 and 2.7 disclose that the induced photocurrent is proportional
to the PN junction areas – to the transistor size, to the reversed bias voltage, and to the
energy density represented by the laser power.

In addition to the OBIC generated in each PN junction, the parasitic bipolar transistor
might be activated. The NPN parasitic transistor in NMOS is activated when the transistor
body voltage is increased enough. The simple bipolar model for NMOS transistor [106, 107]
is in Figure 2.12. Similarly, the PNP parasitic bipolar transistor may be activated in PMOS.
For lower laser powers, the PNP parasitic bipolar transistor was not observed [106] and
thus we do not include it in our models [20].

When the described PN-junction models are combined and complemented by the MOS
transistor model, the current dependency on the laser power may be obtained for both
PMOS and NMOS – see Figure 2.13. The dependency of the laser-induced current on the
laser power is analogous to the dependency of the subthreshold leakage on temperature,
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Figure 2.12: Parasitic bipolar transistor as modelled in SPICE model [105, 107]. f1 and
f2 were fitted according to the measurements by Sarafianos et al. [105, 107]

while the induced current is several orders of magnitude higher – compare Figure 2.13 to
Figures 2.7 and 2.5.
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2.3 Digital Circuit Diagnostics

Circuit diagnostics aims at faulty parts detection. A fault in a digital circuit is the con-
sequence of a physical defect or enviromental effect causing an unwanted logic level behavior
possibly leading to error : the unintended change of the circuit output or the device state.

We can divide the error-correcting and detecting methods by the impact to the device
performance to online and offline methods. Online methods do not affect the device
latency significantly, while offline methods suspend the device.

Tests may deal with faults and/or errors. The offline tests – both manufacturing tests or
in-the-field – commonly deal with faults (and output errors). The online tests commonly
deal with errors only, as they are conventionally used to identify (and possibly induce
a reaction to) errors.

The devices intended for operation in high-risk environments or in critical systems, such
as flight control or Anti-lock Brake System (ABS), must be able to deal with errors arising
during the device operation. For diagnostics in such systems, different approaches may
be used depending on the device’s needs. The in-the-field offline test could be performed
periodically while the device is not loaded, if it is in the maintenance mode, or temporarily
shut down. The other option is to employ the in-the-field online test. The online test is
performed without the interruption of the device’s normal operation, in the background.

The erroneous device output is caused by a fault at the physical level. From this
perspective, both offline and online methods can detect fault presence. The main aspects
determining the suitability of a given method are fault coverage, error coverage, latency,
and area, delay, and power overhead.

In the literature, faults are often categorized according to their duration [70]. The
faults, which occur and disappear are denoted as the transient faults. When a transient
fault disappears, the function of the affected device is fully restored. The faults affecting the
device permanently are denoted as permanent faults. These are often caused by physical
defects [70].

A different fault classification is based on the fault nature. The stuck-at faults and
bridging faults are those caused by a short; open faults are caused by a wire interruption
and delay faults may be caused by transistor ageing, voltage drop, or by process variations
(capacity or resistance). A high-energy particle may cause a single-event-upset (SEU) or
a bit-flip.

2.3.1 Physical Defects and Fault Detection

The traditional approach for permanent fault detection in digital circuit diagnostics em-
ploys the Automated Test Pattern Generator (ATPG) to generate a huge amount of test
vectors used for a complete circuit test [49]. A test vector is used to excite a fault and
to propagate the possible fault symptom to the circuit’s primary outputs, where it can be
observed. If the fault symptom is observed at the circuit’s primary output, the fault in
the circuit is detected (and partially localized). Such a test is conventionally applied right
after device manufacturing before packaging to discover defective parts as soon as possible.

18



2.3. Digital Circuit Diagnostics

The traditional yet widely used digital circuit testing approach is based on fault simu-
lation using fault models. The fault simulation is a technique employing the fault model to
derive the excitation input vector – the test vector – and its corresponding output set under
the given fault. The test vector job is to excite a fault and propagate the fault symptom
to the circuit outputs while ensuring that the fault symptom will be distinguishable.

Behavioral Level

Functional Level

Logical Level

Switch Level

Physical Level

Figure 2.14: Circuit model abstraction level hierarchy

The fault simulation may operate on the several levels of abstraction [13] – see Figure
2.14. The ability to represent a real CMOS defect defects differs level-by-level [57, 60].

It has been shown that most defects are – at the physical level – caused by bridging
faults [45, 76]. It is relatively hard to model bridging faults, thus the time and input
invariant logical level models are widely used [2]. In both academy [70] and industry [13],
the logical level stuck-at fault model or the switch level stuck-open/stuck-on fault models
are widelly used.

The mentioned models are preferred due to their simplicity [2, 13]. Both models are
conventionally used to model a single fault case. The reason behind considering a single
fault only is natural, as if more than a single fault are considered, the simulation, the
test time, and mainly the test generation time rise. Here testing becomes impractical and
unusable in practice.

Naturally, the test generation process employs methods for making the test set compact.
The natural property is that the excitation vector may cover multiple modeled (single)
faults at the same time. Another method employs fault collapsing: a fault dominate over
the other fault when the test vectors of the dominating fault are the superset of the test
vectors detecting the other fault. The dominant fault is detected by implication. These
facts lead to the natural reduction of the test length. The test quality metric is the fault
coverage expressing the share of modeled faults covered by the test:

cf =
# faults detected

# faults modeled
(2.9)

A principal problem of the current approaches is that a simplified expectation that only
a single fault may occur, may lead to uncovered real circuit defects. The problem is that in
reality, more faults might be excited by using a single vector, while their fault symptoms
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2. Background and State-of-the-Art

can eliminate each other while propagating to the circuit inputs. Although the single fault
models oversimplify the true nature of the faults in today’s CMOS processes, it has been
shown that if the single stuck-at fault coverage is high, the case where the circuit is marked
as fault-free while it is faulty is rare [74] but natural due to model inaccuracy [57].

2.3.2 Fault Models

Stuck-At-Fault Model

The stuck-at-fault model is a gate-level model. It comes from the deep history of digital
systems when the main source of faults was the interconnection between logic gates [2].
This model considers two types of permanent faults – permanent logic one (s@1) and
permanent logic zero (s@0) at the gate input or output. Today, the stuck-at-fault coverage
is still widely used as a metric for the test quality even in industry [13].

It has been shown that the stuck-at-fault model may be used to detect some of the
bridging faults [77, 81], and that a high stuck-at-fault coverage implies high bridging fault
coverage [74].

Stuck-Open/Stuck-On Model

A more detailed model is the stuck-open/stuck-on fault model. It is a transistor-level
model. It considers two types of faults – one corresponds to a permanently open transistor
and the second corresponds to a permanently closed transistor. This model may also be
defined as an extension of the stuck-at-fault model, where s@1 and s@0 are considered at
every transistor gate [2, 18]. Thus, the set of modeled faults includes all faults from the
stuck-at-fault, while additional faults are modeled [2].

Other Models

The most commonly used fault model for the bridging faults is the Wired-AND/Wired-
OR fault model [2]. A single fault is represented as the AND/OR logic function. As
the Wired-AND/Wired-OR fault model [77] does not reflect the behavior of all types of
bridging faults, several models reflecting this behavior have been proposed [40, 74].

In [2], the voting model related to the Byzantine generals problem for bridging faults
has been presented. It is based on the transistor-level comparison of pull-up and pull-down
path conductivity.

Transient and Intermittent Faults

For the offline methods, the most problematic faults are those appearing randomly. A fault
which occurs and disappears is denoted as the transient fault (sometimes called soft-error).
When a transient fault disappears, the function of the affected device is fully restored. Some
authors also distinguish short-duration transient and long-duration transient faults [99].
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An example of a transient fault is a change in a memory cell caused by electromag-
netic interference. Sometimes, the transient fault removal may require device reset or
re-initialization; correction of a bit-flip in the configuration memory of an FPGA device
may require the FPGA reconfiguration [16].

Sometimes, intermittent faults are mentioned. The intermittent fault never goes away
entirely, but it sometimes affects the system function and sometimes is hidden. The in-
termittent faults are commonly connected with defects and they often tend to become
permanent [70].

Delay Faults

Some defects do not change the logic function of the circuit but affect its timing. Some
of the delay defects are covered by time-invariant models, while many delay faults are not
[57, 60].

2.3.3 Error Detection And Correction

In applications where error resilience is required, some kind of redundancy has to be
involved to enable in-the-field test. In most cases, the time (temporal) or area (spatial)
redundancy is considered.

The quality metric for error detection and correction method is the error coverage:

ce =
# errors detected

# errors occured
(2.10)

The full error detection is conditioned by the self-checking property. The system is self-
checking if an occurrence of a fault leads to a faulty output. The important sub-class of the
self-checking circuits set are the Totally Self-Checking circuits (TSC). The TSC property
means that any fault in the circuit may not cause an undetectable faulty output [95]. Thus,
any architecture offering full error detection must be TSC to provide full error coverage.

The problem with the error coverage is that it is not possible to compute error cov-
erage from the fault coverage (see equation (2.9)), as any fault model is a simplification
and it does not reflect all defects and their consequences. It has been shown that if the
fault coverage is high and the test passes, the device is most probably not defective [74].
However, using an offline test for error detection or correction is principally limited by
the discrepancy between equations (2.9) and (2.10), and thus it cannot be employed in
safety-critical systems.

Offline testing can be used to correct errors only if the test has significant and realistic
fault coverage. If the offline test passes, the output of the device may be correct or not,
depending on the test coverage and the fault model accuracy. On the other side, if the test
does not pass, it is clear that for the set of input vectors, the device produces an erroneous
output (but it can still produce correct outputs for another set of input vectors).

Offline testing can still be employed to detect faults appearing during the device mission.
The in-the-field offline test is represented by the Built-In-Self-Test (BIST) approach. BIST
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can be executed during device startup or periodically. BIST is characterized by both spatial
and temporal redundancy. The BIST approach is widely used for startup diagnostics.

However, BIST can only be used if the device alternates between operational states and
states when it is not loaded: the maintenance mode, or temporarily shut down. If an unin-
terrupted operation is required, offline testing cannot be used. Additionally, offline testing
is proactive; it can be used to identify only long-duration transient or permanent faults
before entering the functional mode, not during the computation [70]. Short-duration
transient faults are not covered along with hard-to-catch defects [57].

On the other hand, online testing can be used to detect or correct errors reactively
during the computation without interruption for a cost of significant area and/or time
redundancy.

The redundancy employed by the online test serves to detect or tolerate malfunctions in
computational units, storages, or communication channels. Different types of redundancy
may be employed, such as information (error detecting and correcting codes), software (N-
version programming), time (recomputation, offline test), or area (concurrent computation
in independent units – e.g. N-modular redundancy). Involving any type of redundancy
brings additional design, manufacturing, and operating costs [59], thus the balance between
costs and benefits has to be targeted. From the hardware point of view, all types of
redundancy affect the time (latency and throughput) and/or the area domain.

From the physical fault point of view, the online area redundancy-based methods are
well suitable for mitigation of errors caused by both transient and permanent faults. Com-
putation repetition (i.e., time redundancy) can be efficiently used for mitigating errors
caused by transient faults.

2.3.4 Area Redundancy Overview

A well-adopted approach employing the area redundancy for error detection and correction
is the N-modular redundancy (NMR). The redundancy of NMR is in the area domain and
the error detection (and correction) is performed online, while only a small delay penalty
is caused by the voter circuit.

The simplest way to achieve online error detection is by duplicating the original mod-
ule and thus creating the duplex. The joint output of two identical modules allows to
distinguish a correct (outputs match – both outputs are correct) and an erroneous output
(outputs are different – one of the outputs is faulty) in case when at least one of the du-
plex parts is fault-free, the TSC property holds. Duplex is also the simplest example of
a self-checking system.

In the NMR family, the online error correction can be achieved by (at least) triplicating
the original module. This is called a Triple modular redundancy (TMR) – see Figure 2.15.
TMR can produce correct output if at least two of three identical modules are fault-free.

From another point of view, self-checking (error detecting) modules, in general, can
be used to construct an error-correcting system – see Figure 2.16. A simple example is
the bi-duplex system. It is an error-correcting system consisted of two self-checking duplex
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voter

decision

Figure 2.15: Conceptual scheme of an error-correcting TMR

modules [70]. The disadvantage of self-checking circuits is their size. The self-checking
circuit size is typically close to the size of the duplex [70, 102].

M

M*
decision

error

decision

=
cmp.

Figure 2.16: Conceptual scheme of an error-correcting duplex system with a self-checking
module M*

The duplex system is not the only example of a self-checking circuit. Self-checking
circuits are the subject of deep research in the area of asynchronous circuits [112]. The
traditional asynchronous approach is based on dual-rail logic [29, 30, 102].

2.3.5 Time Redundancy Overview

Time domain methods can be used to eliminate programming errors and transient faults.
The N-version programming offers immunity to errors caused by developers. Here the code
– software or hardware description and test – is developed N-times by different teams.
The software can be executed simultaneously in production, while the distinct hardware
descriptions and tests are used for verification. It is supposed that the different teams do
not make the same mistakes [26]

The straightforward computation repetition offers immunity to transient faults (some of
them) but it is unable to overcome permanent faults, while specialized techniques employ-
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ing coders might also detect permanent faults [86]. If the computation is repeated several
times, both error detection and correction may be provided [70].

2.3.6 Time and Area Redundancy Combinations Overview

The online methods increase the costs (mainly) in the area domain and the offline methods
in the time domain. Sometimes, it may be advantageous to combine both approaches. As
applying the offline methods disables the system function for some time, it is efficient to
use an online method for error detection and when an error is detected, then use an offline
method for error correction. Thus, the online error detection is a trigger for the offline
error correction.

M***

M***

reconfig.
decision & reconfiguration

=
trigg.

wait

Figure 2.17: Conceptual scheme of an error-correcting duplex employing the reconfigurable
modules M***

Works combining time and area redundancy often deal only with transient or soft faults
like single-event upsets (SEU), e.g., [103]. The usability of presented solutions where not
only transient faults are considered is problematical due to a delayed fault detection [14, 68].
The following paragraphs contain a list of approaches combining time and area redundancy
for error correction.

The approach proposed for handling bit-flips in the configuration memory of FPGA
devices uses a kind of duplex system to detect errors online and then reconfiguration is
performed to repair the faulty parts [16, 43] – see Figure 2.17.

The approach presented in [27] relies on parts, which are not backed up and are con-
sidered to be reliable enough, while the unreliable part of the system is reconfigurable
and thus allows fault recovery. The system was designed as radiation tolerant, and the
approach is efficient for the given application. But this approach deals only with transient
faults in the reprogrammable part. Additionally, it is not general and the system contains
parts which may be denoted as a single point of failure.

The approach employing backup units may be used for periodical checking of the func-
tional unit. In case of a fault, the functional unit is replaced by a backup unit [14, 68].
The significant disadvantages of this approach are that the fault detection is delayed signi-
ficantly and that the unit output is not checked in every cycle. Some of the input vectors
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may disclose present faults but other vectors may produce correct results. Thus, the fault
needs not be identified while the incorrect output is produced. This is why the practical
usage of this approach is problematic.

To introduce some level of reliability into high-performance chips, the problem with an
additional delay caused by checkers was studied years ago [118]. Although fast checkers
are used, some delay is still introduced and additionally, the area overhead caused by high-
performance checkers is large. To allow to use of lower performance checkers and mask the
introduced delay, pipeline micro rollback was introduced in [118]. Similar approaches were
presented later, e.g. in [11, 23, 129]. The presented pipeline rollback-based approaches are
suitable for handling soft-errors.

The approach called dynamic implementation verification architecture (DIVA) presen-
ted in [11] is similar to the pipeline rollback. It is based on the concatenation of two
pipelines. The first pipeline is more complicated and performs a speculative computation.
It is implemented to be as fast as possible, and thus it is less reliable. The second pipeline
checks the results of the first pipeline. Because in the second pipeline there are no slow
inter-instruction dependencies, it is fast enough, although it is implemented in a robust
technology.
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Chapter 3

Design for Testability

Combinational logic optimized for function and fault symptom excit-
ation and propagation at the same time . . .

Testers’ dream

Conventional design-for-testability methods resolve the problem of deep integration, mak-
ing parts of the circuit accessible to the tester. Scan-based methods or even BIST allow
to access the IC internal memory and integrated block interfaces to apply conventional
tests. Our contribution goes a further step behind the traditional concepts: the proposed
method of the combinational logic design allows replacing the long structural test by its
short-duration alternative.

3.1 Motivation

Testing fights with two challenges: the fault (i) controlability and the fault (ii) observab-
ility. Fault controllability is an ability to excite the fault to show up – to produce a fault
symptom. And observability is an ability to propagate the fault symptom to the primary
outputs, where it can be observed. The problem is that the fault excitation and symptom
propagation must be performed by the same test vector (or by a short sequence of test
vectors) leading to huge test sets to gain a high fault coverage. Another problem is that
combinational circuits are incorporated in larger systems of a sequential nature. Testing of
sequential circuits is impractical even for small circuits [132]. The current DFT (Design-
For-Testability) methods enable system partitioning and allow access to the state of the
sequential circuit to apply a test to the combinational part of the circuit. Conventionally,
the test vector must be transported to the circuit inputs and the test response from the
circuit outputs for checking [132]. Alternatively, the test is in part (or completely) realized
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on-chip, while its nature and length remain: only the communication bottleneck between
an IC and the tester is removed [24, 90].

3.2 Related Art

Up today, number of design-for-testability methods were developed. The DFT methods
mostly differ in the way how the test vector (and the response) is delivered to (and out of)
the device (or block) under-test (DUT) and how complex this process is. The test vectors
may be compressed or even generated on the chip, while the responses may be compacted
[24, 90]. Even in the case when the test logic is placed on-chip, the number of test vectors
required to achieve high fault coverage remains high [90], creating a principal bottleneck.
Most of the current DFT methods are based on test-per-clock or test-per-scan or their
combination [90]. Another approach is based on fault current monitoring – an increased
current consumption might serve as a fault symptom: the manifestation of a fault.

3.2.1 Test-Per-Clock

The test-per-clock approach employs the circuits’ test mode. In the test mode, all combin-
ational logic inputs and outputs become drivable and observable, as they are connected to
the test equipment: flip-flop outputs are disconnected and the circuit is driven by pseudo-
primary inputs, while the flip-flop inputs are made observable as pseudo-primary outputs
– see Figure 3.1. The disadvantage of this approach is that the number of inputs and
outputs of the particular block is increased by the number of flip-flops, thus this approach
is vital only for on-chip usage, typically for the Buil-In-Self-Test (BIST) [24, 90].

Combinational
Logic

MODE

D-Type
Flip-Flops

PI

PPI

PO

PPO

Figure 3.1: In the test-per-clock approach, the circuit input set (PI) is extended by pseudo-
primary inputs (PPI), while the output set (PO) is extended by pseudo-primary outputs
(PO)
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3.2.2 Test-Per-Scan

The test-per-scan approach is a mature solution and the design-for-testability method based
on scan chains, first introduced in 1972 [132]. The test-per-scan approach also employs
a dedicated test mode, but in contrary to the test-per-clock, the memory elements are
not isolated, but replaced by a shift register allowing to change and observe the current
state of the circuits’ memory – see Figure 3.2. Test-per-scan does not lead to a significant
increase in the number of the circuit (or block) inputs and outputs. On the other hand,
the test-per-scan increases the test time, as testing one vector requires a number of clock
cycles to shift-in the test stimuli, and shift-out the response. Another disadvantage is the
increased (and abnormal) switching activity leading to the DUT overheating [101, 128].

Combinational
Logic

MODE
Schan-Chain
(shift register)

PI PO

SCAN-IN SCAN-OUT

Figure 3.2: In the test-per-scan approach, only two additional inputs and one output is
required to insert a test vector and get the response, while the test time is increased

The test-per-scan method can be combined with the boundary-scan [62] to access even
the circuits’ primary inputs in an analogous way to the internal memory elements – see
Figure 3.3.

Commonly, the scan-chains or boundary-scan cells inserted into design add excitation,
as well as observation points, and extend the number of accessible signals in the test mode.

3.2.3 Fault Current Monitoring

Fault current monitoring is a method commonly employed by industry [13]. It has been
shown, that combining time-invariant fault models with the fault current monitoring in-
creases the test coverage significantly [57]. Conventionally, fault-current monitoring1 is
used in connection with traditional test approaches [57]. The increased power consump-
tion of the device-under-test serves as a secondary fault symptom. The combination of
different fault symptoms allows to cover hard-to-detect faults and/or shortening of the test
time.

Conventionally, the fault-current is monitored externally [127], [131], but in the past
years, much work has been done also in the Built-In Current Sensors (BICS) area, starting

1Fault-current monitoring is also referred to as quiescent supply current monitoring or IDDQ testing.
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Figure 3.3: Boundary-scan cell placement (from [62]) – boudary-scan makes the logic of
the System-on-Chip core or the System-on-Board component accessible for tester

from [10] in 1996 where the first BICS for deep sub-micron technologies has been presented.
Recently, BICSs were proposed also for transient faults detection [94].

One BICS can monitor only a limited number of power rails due to a limited resolution
and current load capacity. This implies using more parallel BICSs for the whole circuit
[10].

The current example of the test methodology employing the fault symptom combination
is represented by the AEC-Q100 standard defining the manufacturing test requirements
for the automotive industry. The AEC-Q100 states [13] that in the production test, 97%
stuck-at fault coverage is acceptable when combined with IDDQ, otherwise 98% stuck-at
fault coverage is required. The trade-off is up to the circuit and test designers.
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3.3 Short-Duration Offline Test

This section represents a contribution of this dissertation thesis to the combinational circuit
testability field. To circumvent the problem of expensive test vectors generation and storing
in memory, we propose a circuit design method, for which test vectors and test responses
are easy to produce and check in hardware, while the test length is in orders of tens
computational (clock) cycles only. We call such a test a short-duration test. If the fault
coverage is 100% with respect to the given fault model, we call the test a complete short-
duration test.

In [A.3, A.4, A.1], we proposed the circuit design method enabling the short-duration
test. Our short-duration offline test works in such a way that in a fault-free circuit, an
all-zero output is a response to the all-zero input and an all-one output is a response for
the all-one input. If there is a fault in the circuit, the opposite logic value is propagated
from the fault location up to the circuit outputs. In other words: the circuit is flooded
by zeroes and subsequently by ones and any fault blocks the value propagation from the
circuit inputs to the outputs. Such test vectors and test responses are easy to produce and
check in hardware and the test controller is a simple state machine.

Naturally, such a test requires a paradigm shift in the CMOS circuit design and our
method belongs to design-for-testability methods. In [A.3], we have shown that monoton-
icity is required for a short-duration offline test, as it ensures that the fault symptoms are
not flipped (one to zero or zero to one) during the propagation to the circuit outputs, and
thus simplifies the overall test.

Monotonic circuits are circuits containing no inverters. The 0→ 1 change at the circuit
inputs may only cause 0 → 1 changes in the circuit and the 1 → 0 change at the circuit
inputs may only cause 1→ 0 changes in the circuit. An example of a monotonic circuit is
the dual-rail (AND/OR based) circuit.

3.3.1 Stuck-At-Fault Symptom Propagation

If every internal gate output in a monotonic circuit is connected to at least one OR gate
and to at least one AND gate, the test with 100% fault coverage with respect to the stuck-
at-fault model requires only two test vectors. These are all-zero and all-one vectors. It is
intuitively clear that such two-vector-testable circuits are rare.

3.3.2 Conventional Monotonic Design

The simplest solution to transform any logic function to a monotonic function is to adopt
a fully monotonic logic design, the dual-rail logic [112, 131]. In dual-rail logic, an inverter
is represented as a wire-swap only and every signal is represented by a value on the com-
plementary wires. Dual-rail encoding is conventionally used for completion detection [112].
Unfortunately, the area of this approach is approximately double compared to the original
single-rail circuit.
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3.3.3 Isolated Monotonic Logic Blocks

In our case, we require monotonicity for testing, thus we do not require full dual-rail
implementation. To reduce the area (and power), we allow inverters (single-rail to dual-
rail converters) at the primary inputs of the M** module. This allows to move from the
dual-rail design to a structure we call isolated monotonic combinational logic blocks – see
Figure 3.4.

M**x y

Figure 3.4: The isolated monotonic logic block (M**) contains AND/OR gates only – it is
short-duration test ready. The arrays of inverters at its inputs/outputs are denoted x and y

In an isolated monotonic logic block, inverters are placed at the input or output of the
monotonic logic block. When the monotonic logic is a dual-rail circuit, the input inverters
transform the single-rail signals to dual-rail signals without disrupting the monotonicity of
the isolated block – see blocks x , y and M** in Figure 3.4.

For our method, a single-rail output of the module M** is sufficient, thus only those in-
ternal signals should remain, which are required to compute the single-rail output. There-
fore, we can remove half of the dual-rail circuit outputs from the dual-rail implementation
(only the positive outputs remain). Circuit parts feeding only the removed outputs should
also be removed – see Figure 3.6. Then the dual signals (originating from the dual-rail
implementation) serve as inverters replacements only. The number of outputs of such a cir-
cuit is equal to the number of outputs of the original single-rail circuit (module denoted
M), and the number of the M** inputs varies between once and twice the number of the M

inputs.
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Figure 3.5: NAND-based circuit example
NAND-based circuit example
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Figure 3.6: Dual-rail logic circuit derived from the circuit in Figure 3.5 – every NAND gate
was replaced by an AND and OR gate pair. The crossed-out gates, inputs, and outputs are
removed by the reduction (M**)

After reduction, the resulting circuit in Figure 3.6 is smaller, but it still has more gates
than the original single-rail one. The number of outputs is the same, and the number
of inputs is increased – it has 6 primary inputs instead of 4 in the original single-rail
implementation in Figure 3.5 – both polarities of inputs 1 and 2 are required to compute
outputs.

The reduction presented in [A.3] was evaluated on circuits from the IWLS 2005 bench-
mark set [5]. Our results show that reduced circuits have about 60% of the area of the
dual-rail circuits on average. The resulting area for all benchmark circuits was between
50% and 100% of the dual-rail circuit area. The extreme values were achieved for smaller
circuits only. Large circuits were close to the average.

If inverted outputs are allowed – see the block of output inverters denoted y in Figure
3.4 – either polarity can be selected during reduction. Here, the reduction success depends
not only on the circuit structure but also on the output polarity selection.

We developed five simple ways to achieve a high degree of reduction. The two simplest
approaches take just the set of positive (as described above) or just the set of negative
outputs. Another three approaches are greedy heuristics. All greedy heuristics start with
the first output pair and continue with the other pairs. From each pair of the dual-rail
circuit outputs, the output with a smaller additional cost is selected (e.g., selecting one
polarity implies adding fewer gates than selecting the other polarity). The heuristics differ
just in the cost function. The cost functions are the number of gates, circuit size, and
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delay.

We applied all the developed approaches to benchmark circuits. When the best result
for every circuit was selected, we achieved only 3% area improvement on average compared
to the approach taking just the set of positive outputs.

For the set of benchmark circuits, we additionally compared the heuristics with results
of the Monte-Carlo method taking random output selections. We achieved no improvement
compared to the best result given by one of the heuristics. Thus it can be concluded that
all of the greedy heuristics give results close to optimum.

Figure 3.7: An example of gate transformations allowing to move inverters to the circuit
primary inputs/outputs

The isolated monotonic logic blocks can also be created differently. It is possible to
start from a single-rail circuit containing inverters and apply transformations preserving the
logic function by moving inverters to circuit primary inputs/outputs, as shown in Figure
3.7. If some of the gate outputs are present in both forms – direct and inverted, the gate
is duplicated – the first duplicate produces only the direct and the other only the inverted
form. This heuristic produces also an internally monotonic circuit with inverters at circuit
primary inputs/outputs and the number of circuit inputs is (usually) also greater than in
the original single-rail circuit.

We performed a comparison of the heuristic we developed to perform the described
transformations with the heuristics reducing the dual-rail circuits, and no improvement
has been achieved. The heuristic transforming the single-rail circuit directly gave always
worse, or (in the best case) the same results as the best heuristic used for the dual-rail
reduction.

The overall algorithm for constructing the smallest isolated combinational logic block
is thus the following: take the minimized single-rail circuit (Figure 3.5) and create its dual-
rail equivalent (Figure 3.6). Then apply the proposed reduction heuristics (Figure 3.6) and
select the best result.
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3.3.4 Addressing Testability Limitations at the Cell Level

The monotonicity itself is not enough to ensure that all possible fault symptoms (one and
zero) will be propagated up to the circuit’s primary outputs. It ensures that these are
without any change, but they may be still masked and thus not observable.

The short-duration test of M** requires a special gate design. The gate has to allow
propagation of all possible fault symptoms (one and zero) up to the circuit’s primary
outputs without any change and with no masking. We propose a novel reconfigurable gate
structure allowing propagation of both fault symptoms (zero and one), which is similar to
the dynamic domino logic – see Section 2.1.3.

The proposed gate can be configured to: 1) propagate fault symptom one (like OR

gate); 2) propagate fault symptom zero (like AND gate); 3) set its output to 1 or 0; 4) work
as a one-bit capacitance-based memory.

TUTD TCC
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c d e
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g h

Figure 3.8: Proposed transistor-level structure

The proposed structure based on domino logic is shown in Figure 3.8 – this structure can
realize both logic functions (AND/OR) depending on the control signals TU, TC and TD. The
proposed structure is still a domino logic gate. The novelty is in increased controllability of
the gate, which is used for testability – during the test, the other functions of this structure
are used.

As the described structure is domino logic-like (see Section 2.1.2), it operates in two
phases: precharge and evaluation. The operation mode and the gate function (AND/OR) is
set by control signals, as shown in Tables 3.1 and 3.2, where the output value is switched to
0 (↓) during precharge – depending only on the control (clock) signals. During evaluation,
it preserves its value or is switched to 1 (l) depending on both the gate inputs and control
(clock) signals.

The additional clock signals are used for mode selection, during the test, and as the
foot control. The load at these additional clock signals is significantly smaller than at the
default domino logic clock signal because these signals control smaller NMOS transistors
only. Additionally, for AND function, only TC is switched during computation and TU and
TD are permanently closed – the same applies for the OR gate function.
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step C TU TC TD O

precharge 0 0 0 0 ↓
evaluation 1 0 1 0 l

Table 3.1: Control signals for AND gate function

step C TU TC TD O

precharge 0 0 0 0 ↓
evaluation 1 1 0 1 l

Table 3.2: Control signals for OR gate function

Other combinations of the control signals are used during the offline test to set specified
signals to the desired value, to preserve a logic value for a small amount of time between
few clock cycles, or to raise a fault symptom, when a specific fault is present in the gate.
An example of other control signals combinations is setting all control signals to 1, which
causes that the gate output is switched to 0; when all control signals are set to 0, then
the output is switched to 1. A one-bit capacitance memory is realized by isolating the
internal-node capacitance – TC, TU and TD are set to 1 and C is set to 0.

The proposed structure allows performing a complete circuit test based on an accurate
(but still time-invariant) transistor-level stuck-open/stuck-on fault model.

The offline test algorithm and the detailed TED design proposal are described in [A.1],
while a detailed description with example is provided also in Appendix A.
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3.4 Time-Extended Duplex

In Section 2.3.1, conventional fault detection and localization methods are described, while
Section 2.3.3 deals with conventional error detection and correction methods. In this
section, the new approach combining online error detection and offline fault localization is
described. The presented approach, called Time-Extended Duplex (TED), allows designing
a system with lower overhead than Tripple-Modular Redundancy (TMR) with comparable
error recovery ability. In this dissertation thesis, only the high-level description of the TED
is provided, for implementation details, please refer to [A.1].

The TED system is somehow similar to the TMR system – some of the TMR blocks
are equivalent to parts of the TED system, and even the interface is very similar. The
TED description provided in this section is partially based on comparison with the TMR
system. The TMR system is shown in Figure 3.9.
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Figure 3.9: Detailed scheme of the TMR system

Similarly to the TMR system (Figure 3.9), the TED structure shown in Figure 3.10
processes three equivalent inputs (I, J and K) and offers three equivalent outputs (OUTPUT
SELECTs produce R, S and T). However, it is composed of only two functionally equivalent
combinational logic blocks ( M and M**). This arrangement ensures: 1) that TED tolerates
errors in a preceding logic by comparing three equivalent inputs; and 2) that the subsequent
logic is able to select correct TED output in case of an error in the (triplicated) output
logic.

The internal duplex arrangement allows error detection, not error masking. The error
masking ability is allowed by the short-duration offline test. The offline test is triggered,
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Figure 3.10: A high-level scheme of the Time-Extended Duplex

when the OUTPUT COMPARE block signalizes a mismatch of combinational logic outputs (M
and M**). The test is able to detect any (modeled) permanent (or a long-duration transient)
fault in M**. The rest of the logic in region A (test controller CTRL and input processing)
is duplicated, thus error detection is ensured in the rest of the region A – see Figure 3.10.

If the offline test discloses a fault in M**, or a malfunction is detected (duplicated parts
outputs are different) in the rest of the region A, the output of M** is assumed to be invalid
and the output of M as valid. If no malfunction or fault is detected in region A, the output
of M** is marked valid and the output of M as invalid. Note that an TED error caused by
a fault located in region C cannot cause an erroneous output if both region A and region
B are fault-free.

To be able to tolerate transient faults, which may also cause output mismatch, the TED
uses the recomputation. A transient fault will trigger the offline test, but the offline test
will be (with a high probability) not influenced by that fault. The offline test will always
mark M as faulty independently of the transient fault location (because region A outputs
are marked valid if no malfunction or fault is detected). Because – in case of the transient
fault – it is not possible to state, which output is correct, the outputs must be recomputed
after the offline test is performed. Unfortunately, it is not possible to distinguish between
permanent and transient fault, thus the recomputation must be performed always.

To reduce a massive delay overhead introduced by a permanent fault causing a frequent
mismatch in M and M** outputs, the test result memory represented by the SYSTEM STATE

REGISTER is introduced. The SYSTEM STATE REGISTER holds the results of the last per-
formed offline test. The content of the register is used for correct output selection, instead
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of performing the offline test (which is time-consuming). The offline test is performed only
if the SYSTEM STATE REGISTER is empty.

Because transient faults may also cause output errors, the SYSTEM STATE REGISTER

must be cleared periodically to recover from transient faults. The clearing period must be
chosen to reflect the expected transient fault rate (the period must be much lower).

The arrangement with the SYSTEM STATE REGISTER ensures that the performance de-
gradation is bounded by the SYSTEM STATE REGISTER clear period – this represents the
worst case, as not every input of combinational logic necessarily reveals the actual per-
manent fault.
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3.5 Discussion

In [A.1], we provide an area comparison of TED and TMR – the results of the comparison
are provided in Figure 3.11. To provide a fair comparison, both TED and TMR are
implemented as domino logic.

We have also defined an empirical pesimistic equation expressing the relation between
the TED and TMR block sizes. If the following equation holds, TED is likely a more
convenient from the area perspective, compared to TMR (|A| represents the area of A):

if (#inputs ≈ #outputs) and (#outputs > 50) :

18 · |TMR SELECT| < |M|
(3.1)

1.2

r

1.0

0.8

1.4

1.6

Figure 3.11: The comparison of the TED and TMR systems for 67 selected circuits (bigger

benchmark circuits [5] with at least 50 IOs). The following ratio: r = |TED|
|TMR| is shown. The

circuits are shown descending ordered by r. The TED takes less area than TMR for circuits
under the solid line. The equation (3.1) holds for circuits under the dashed line

The TED is a redundant combinational logic structure, however, it can be naturally
used as a part of sequential logic. The usage of the TED is straightforward – the way to
implement sequential logic using the TED is equal to using any other area-redundancy-
based error-masking structure.

The only difference is that the output of the TED system may be delayed and thus
the register write enable must be connected to the TED ready signal (TED signalizes the
correct output).

The TED is comparable with the TMR in terms of delay and area only if: 1) the area
overhead of the additional logic in TED is less than the area overhead caused by the third
combinational logic module and 2) the delay introduced by the offline test is sufficiently
small; 3) the offline test has high fault coverage.

The proposed test (see Appendix A) is unable to detect stuck-on faults at transistors
‘b’ and ‘e’ reliably (see Figure 3.8). The detectability of these faults depends on the fault
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nature. From the functional point of view, a fault causing an error at the gate output
should be detectable by the presented tests. But in reality, it can behave as a transient
fault if a short in the transistor causes that the output voltage is close to the next gate
input threshold. Such a fault can cause errors on a random basis and may or may not be
detected.

This can be solved by applying fault-current measurement. The Built-In Current
Sensors (BICS) can be used to resolve this issue – see Section 3.2.3. One BICS can monitor
only a limited number of power rails due to a limited resolution and current load capacity.
This implies using more parallel BICSs for the whole circuit [10]. We propose to use BICSs
just for fault detection at the output inverting stage of the proposed gate. Just one power
rail has to be measured using BICS. Based on the previous sentences, this reduces the
area overhead caused by using parallel BICSs. Additionally, the increased controllability
of the circuit allows performing the required test by applying two test-vectors only – one
vector to force the value 1 at the output of all gates and the second for the value 0. The
mentioned stuck-on faults are detectable using BICS at the end of sub-test 2 and sub-test
3, therefore, no additional test cycles are required (although BICS tends to be slow and
thus increase the test time).

As the used fault model does not fully reflect the bridging faults, it is advantageous
to use BICS not only for uncovered stuck-on faults but also for the online detection of
bridging faults located at the gate outputs.
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Chapter 4

Side-Channel Attacks

Taste the cocktail and tell me the recipe . . .

Attackers’ destiny

Physical side-channel attacks, namely invasive, observation, and combined, represent a great
challenge for today’s digital design. A real CMOS circuit emits many symptoms connected
to its configuration through so-called channels. The observation of the circuit emissions
may compromise the circuit security while leaking the processed confidential data. Addi-
tionally, invasive methods allow stimulating side-channel emissions to bypass measurement
limitations or implemented circuit protections. The contribution of this chapter is the ana-
lysis of the novel physical vulnerability of CMOS, and a description of the new combined
attack potentially endangering most of today’s CMOS designs.

4.1 Motivation

The real CMOS circuit may exhibit many distinct configurations (and configuration trans-
itions). The configuration of a combinational circuit may be understood as a state of the
circuit given namely by the circuit inputs and by its environment, and condition of its
elements, like gates, transistors, interconnect, or the state of parasitics.

The circuit configuration (and configuration transitions) directly determines its symp-
toms : conventionaly circuit output(s), delay, and static power (leakage) or dynamic power,
but also electromagnetic emissions (EMI), thermal emissions, and many other. In a big-
ger circuit, the symptoms produced by subcircuits are mixed together and imprinted to
the cocktail of symptoms, which is observable through the so-called channel. The typ-
ical channels include the circuit output set – the logical channel, power trace, EMI trace,
or the delay record – see Figure 4.1. The channels other than the logical channel are called
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side-channels, as their form is conventionally not dictated by the circuit designer, but it is
implicated by the design and technology intersection as a side-effect [114].

CUT

......

......

NMOS

I0

In

O

PMOS

...

power trace imprint

power
symptom

power trace
channel
with a 

symptom
cocktail

logical
channel

cell
configuration

Figure 4.1: Illustration of how the symptom connected to a single cell imprints to the
cocktail of symptoms observable through the power trace channel and how it is related to
processed data

As the symptoms produced by the circuit into side-channels are influenced by processed
data, the idea behind side-channel attacks is straightforward: deduce internal circuit vari-
ables by observing their symptoms in the side channels. The principle of the observation
attack targeted on the power trace was first described by Kocher et al. in the late 1990s [93].

In this dissertation thesis, the physical vulnerability of CMOS is analyzed and a new
combined attack potentially endangering most of today’s CMOS designs is described. This
work deals with observation power-related attacks, however, successful attack strategies
exploiting other side channels were developed and are further studied [114, 137].

4.2 Related Art

This dissertation thesis provides an incremental contribution to combined side-channel
power attacks. This section provides a brief overview of existing side-channel attack ap-
proaches and terminology. The physical side-channel attacks can be divided into observa-
tion [93], invasive [66], or combined [7].
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The observation attacks are based only on the device activity and emissions monitoring.
The most commonly used observation channels are power and EMI channels. The invasive
attacks affect the device integrity, e.g. by decapsulation, and/or the device function, e.g.
by inducing clock glitches, power spikes, or irradiating the device. Conventionally, the
invasive attacks analyze the induced faulty outputs of the device to reveal the stored secret
[66], while the so-called combined attacks analyze side-channels.

The following sections describe the matured power analysis techniques and conventional
side-channel power channels.

4.2.1 Differential Power Analysis

The differential power analysis (DPA) was introduced by Kocher et al. [92, 93]. DPA was
first demonstrated on a DES cipher, however, it is a common algorithm independent of
particular hardware implementation under attack.

The DPA algorithm acts as follows:

1. The attacker observes m encryption operations, and captures power traces T1..m[1..k]
with k samples each, and the attacker records encryption outputs (ciphertexts) C1..m.

2. The attacker uses the knowledge of the encryption algorithm to define a selection
function Ii = D(Ci, Kg). The selection function defines the relation between the
n-bit intermediate value Ii dependent on the secret value (key) guess Kg and a known
ciphertext Ci.

3. For a given key guess Kg, the attacker computes a k-sample differential trace ∆1..k

for the selected bit (b) in the intermediate value I using all ciphertexts C1..m. The ∆j

represents a difference of means of two subsets of the sample j over all power traces,
distinguished by the selected bit in the intermediate value – see Figure 4.2.

4. The previous step is iterated for every key guess (and for several intermediate value
bits).

The following equation holds, if the key guess is incorrect:

lim
m→∞

∆j ≈ 0 (4.1)

The following equation holds, if the key guess is correct:

lim
m→∞

∆j ≈ ib, (4.2)

where ib is the effect of the target bit (b) on the power consumption [93].

If the attacker can clearly distinguish ib, the correct key guess is identified.
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Figure 4.2: Two sample distributions distinguished by a correct key guess tend to have
different means

4.2.2 Correlation Power Analysis

The correlation power analysis (CPA) studied e.g. in [17] is a bit newer statistical method
employed in the side-channel analysis. CPA depends on the power model. In the literature,
Hamming weight (HW) or Hamming distance (HD) power models are used [4, 17]. The
models express the relationship between processed data and power consumption. The
Hamming weight model expresses the power consumption as the number of asserted bits in
the hidden variable, while the Hamming distance model captures the number of different
bits between two consecutive values of the hidden variable.

The CPA algorithm acts as follows:

1. The attacker observes m encryption operations, and captures power traces T1..m[1..k]
with k samples each, and the attacker records encryption outputs (ciphertexts) C1..m.

2. The attacker uses the knowledge of the encryption algorithm to define a selection
function Ii = D(Ci, Kg). The selection function defines the relation between the n-
bit intermediate value Ii dependent on the secret value (key) guess Kg and a known
ciphertext Ci.

3. For all key guesses Kg and all ciphertexts Ci, the attacker computes the selection
function Dgi and derives the power model: H(Dgi), which is a 2-D array representing
(symbolicaly) a power consumption of the circuit for all key guesses and ciphertext.

4. Finally, the attacker computes correlation between the columns of H(Dgi) and T1..m[j]
for every j: the most signifficant correlation indicates the leaking sample (j) and
a correct key guess.

4.2.3 Dynamic Power Channel

Most of the successful side-channel attacks on physical devices in the past targeted dynamic
power [114, 137]. Dynamic power data dependency is easier to measure and is straightfor-
ward to understand and model. As described in Section 2.1.4, the dynamic power depends
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on the parasitic capacitance being charged and discharged. If an internal variable in the
circuit is changed – e.g. data on the microcontroller’s bus change, a significant parasitic
capacitance is being charged invoking the data-dependent current. This data-dependent
current is additionally simple to model, as the charged parasitic capacitance is given by
the number of bits changing their value.

Both DPA and CPA were originally developed for mounting attacks on dynamic power
and both methods showed their usability in practical attacks [79, 80]. Dynamic power is
often closely characterized by the output of the block, which is quite a realistic assumption
when e.g. high-load bus wires are driven [4]. Thus the attacks on dynamic power are often
driven by the output data of the target block.

There are several strategies to prevent attacks on dynamic power. A class of strategies
is based on hiding by increasing the noise [65]. Another successful class of strategies
adopted by industry allowing hiding data dependency of the side channel emissions in
CMOS is based on balancing. Balancing aims to achieve a uniform and data-independent
power consumption. Many techniques employing (parasitics) balancing were developed.
An example of such a successful technique employing dual-rail complementary encoding is
the conventional WDDL (Wave Dynamic Differential Logic) [121].

The dual-rail hiding approach is originally based on the dual-rail encoding extensively
used in asynchronous circuits design [112]. In dual-rail, every signal is encoded on two
wires and computation is divided into two alternating phases: precharge to the spacer and
evaluation. The spacer is conventionally encoded as 00 and logic one and zero as 10 and
01, respectively. The natural property of the dual-rail circuit is that there is a constant
number of 0 to 1 (and 1 to 0) transitions in each (clock) cycle. This provides a high level
of intrinsic parasitic balancing if complementary signals are well balanced.

4.2.4 Static Power Channel

Although static side-channel emissions are less significant compared to dynamic emissions,
the recent research has shown that, at least in theory, exploiting data dependency in bulk
CMOS, static power/leakage is possible [6, 42, 47, 55, 84].

As shown in section 2.1.4, both the subthreshold and gate leakage depend on the tran-
sistors configuration – the circuit configuration is imprinted to the circuit static power.
An open transistor experiences dominantly the subthreshold leakage, while a closed tran-
sistor experiences the gate leakage – see Figure 4.3.

The CMOS data dependency was widely studied in the past because of leakage power
reduction [136] and also in recent years because of the security consequences of the data
dependency [6, 42, 47, 84].

The important effect employed in the data dependency is the so-called stacking effect
affecting the subthreshold leakage [131, 136]. The stacking effect reduces the leakage in
the serial transistor connections – stacks, as illustrated for two NMOS transistors in Figure
4.4. In deeper transistor stacks, the subthreshold leakage is reduced even more [136]. The
resulting leakage in the transistor stack thus strongly depends on the number of open
transistors in series.
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Figure 4.3: a) The closed NMOS transistor experiences a gate leakage and open PMOS
experiences subthreshold leakage; b) the open NMOS transistor experiences subthreshold
leakage; other leakage sources are negligible
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VDD

Vin
VSS
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Figure 4.4: In the illustrated transistor stack, VSS < Vin while VDD >> Vin, thus negative
gate-to-source bias and the body effect increases Vt in transistor A; Vds in transistor B is
low, leading to Vt increase in transistor B [136]

A similar effect applies also to the gate leakage, as illustrated in Figure 4.5.
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Figure 4.5: a) Vin = 0 and Vgs = VDD for transistor B, thus transistor B experiences full
gate leakage, transistor A is closed, thus the gate leakage is negligible; b) Vin = VDD − Vt
and Vgs = Vt for transistor A, thus both transistors A and B experience negligible leakage
[131]
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Input Estimated leakage [nA]
Configuration Igate Isub Itot

000 0.2 0 0.2
001 0.4 0.8 1.2
010 0.4 0.4 0.4
011 6.8 1.5 8.3
100 0.4 0 0.4
101 3.7 0.8 4.5
110 3.7 0 3.7
111 32.0 2.3 34.3

Table 4.1: Leakage data dependency example on the input vector for the 3-input NAND
gate in 90nm CMOS technology node with 1.7 nm gate oxide thickness, as reported in [72]

The combination of the subthreshold data dependency – stack effect – and the gate
leakage data dependency leads to the dependency of leakage on the combinational input
vector as reported for individual gates – see Table 4.1 – and also for benchmark circuits
[1, 58, 72].

The older works did not consider this effect much important in general, as they targeted
only the power consumption consequences, which were overcome by the process variations
[1]. However, recent research has shown that, at least in theory, exploiting data-dependent
leakage to compromise the (bulk) CMOS device is possible [6, 42, 47, 84].

Data presented in Table 4.1 for a single gate show a clear dependency between leakage
and Hamming Weight (HW) of the gate input. Similarly, the dependency on Hamming
weight might be observed for more complex CMOS structures enabling correlation and
differential leakage power attacks (LPAs) [6, 55].

Static power data dependency countermeasures are less discovered compared to the dy-
namic power countermeasures. A significant contribution to the field is presented in [55] or
[42]. This work represents also a contribution to the leakage countermeasure development.
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4.3 Laser-Induced Static Power Channel

This Section represents a contribution of this dissertation thesis to the CMOS side-channel
vulnerability research. Section 2.2 describes how the photocurrent is induced in bulk
CMOS. The analogy between photocurrent and the subthreshold leakage is also described
in Section 2.2: photocurrent depends on the illumination power, while the subthreshold
leakage depends on environmental parameters, such as temperature. In past works, lasers
were used to inject faults into CMOS, mostly affecting the sequential part of the circuit
[66]. Our recent work lights up a novel area: we have shown that exploiting combinational
logic without fault injection is possible.

The analogy between laser-induced static power and leakage continues in the data
dependency area, as the laser-induced current in bulk CMOS is also data-dependent. In
[A.5, A.6, A.7], we have shown that the static power data dependency in the CMOS
integrated circuit may be manifested by using a (focused) laser beam. Compared to leakage,
the data-dependent static current of the specific circuit part is increased by a factor 4–
5: leakage currents are in the order of (tens of) nanoamps, but the data-dependent part
of the static Optical Beam Induced Current (OBIC) may be in tens or even in hundreds
of microamps for a single logic gate depending on the CMOS technology node and the
exposure energy (laser power). Note that higher exposure energies induce high currents,
thus to prevent device destruction, the current must be induced for a short time only
(pulsed).

A
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VSS

VDD
VA

VDD

VSS
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su
bs
tr
at
e

Ilaser

Figure 4.6: In the illuminated transistor stack, VB ≈ 0, as the lower transistor is closed;
VA ≈ VDD, as the upper transistor is open. As a result, the n+/p-sub junction in node A
is reverse biased, and OBIC is generated. The current loop is closed through node B and
substrate

Based on the NMOS/PMOS models under illumination, it is evident that to induce
a significant OBIC, NMOS requires significantly less energy to induce similar OBIC than
PMOS – see Figure 2.13. The OBIC may also be controlled by the gate voltage. The gate
voltage determines the state of the MOS transistor channel, which directly influences the
nodal voltage levels in the transistor stack, further affecting the photocurrent – see Figure
4.6. Both leakage and OBIC are thus correlated with the CMOS gate input configuration.
This behavior is demonstrated for standard cells in Figure 4.7 for standard two-input gates.
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Figure 4.7: The simulated power imprints for negative two-input standard cells in
TSMC180nm technology library – the area of the standard cell is uniformly illuminated

In [A.7], we identified that when the PMOS stack arrangement is serial and NMOS
arrangement is parallel (e.g. OR/NOR gates), there is lower data dependency compared
to complementary gates (e.g. AND/NAND gates). This is caused by the fact that NMOS
is more sensitive to illumination compared to PMOS and the NOR input configurations
influence the nodal voltages similarly. The explanation of the current imprints from Figure
4.7 follows:

Case 00

In both NAND2X1 and NOR2X1, NMOS parts of the gate are open and PMOS parts are
closed:

NAND2X1: VO ≈ VDD; VN → VSS

NOR2X1: VO ≈ VDD; VP ≈ VDD

In the NAND2X1 gate, the OBIC is generated by one n+/p-sub junction in node N and
one in node O, while the contribution of the node O is dominant and the contribution of
the node N is minor.

In the NOR2X1 gate, the OBIC is generated dominantly by two n+/p-sub junctions in
node O.
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Case 01

In this case, the input A is equal to VDD, while B is equal to VSS:

NAND2X1: VO ≈ VDD; VN ≈ VSS

NOR2X1: VO ≈ VSS; VP ≈ VSS + Vt

In the NAND2X1 gate, the OBIC is generated almost exclusively only by the n+/p-sub
junction in node O.

In the NOR2X1 gate, the OBIC is generated by the p+/n-well junctions in nodes P and O.

Case 10

In this case, the input A is equal to VSS, while B is equal to VDD:

NAND2X1: VO ≈ VDD; VN ≈ VDD − Vt

NOR2X1: VO ≈ VSS; VP ≈ VDD

In the NAND2X1 gate, the OBIC is generated by the n+/p-sub junctions in nodes O and N.
In the NOR2X1 gate, the OBIC is generated by the p+/n-well junction in node O only

leading to lower current compared to case 01.

Case 11

In both NAND2X1 and NOR2X1, PMOS parts of the gate are open and NMOS parts are
closed:

NAND2X1: VO ≈ VSS; VN ≈ VSS

NOR2X1: VO ≈ VSS; VP → VDD

In the NAND2X1 gate, the OBIC is generated by the p+/n-well junctions in node O.
In the NOR2X1 gate, the OBIC is generated by the p+/n-well junctions in node O, while

the contribution of p+/n-well junction in node P is small.
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4.3.1 Dual-Rail is Not Safe

Dual-rail circuits are composed in such a way that every bit value is encoded using two
wires and every gate is replaced by a pair of complementary gates to increase the robustness
or introduce uniform power consumption.

As we have shown in [A.5], balancing approaches based on dual-rail logic are generally
ineffective against attacks on OBIC in particular. Due to structural differences in com-
plementary gates, most of the dual-rail balancing approaches are principally ineffective
against attacks on static power in general.

Even when the circuit is designed as a dual-rail circuit and complementary gates are
placed in such a way, so that it is impossible to target a single gate without affecting its
complement, the OBIC can still be used to disclose the dual-rail gate input patterns, or at
least decrease the entropy of the input pattern – see Figure 4.8.
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Figure 4.8: The photocurrent for the conventional WDDL AND gate composed of AND2X1

and OR2X1 gates for different input vectors and increasing laser power balanced with equal
load capacitance

According to the best of our knowledge, many dual-rail circuit design styles (and ac-
tual designs) [15, 112, 121] will suffer from this behavior, because of differences in gate
geometries that cannot be avoided.

In Section 5.5, the AES SBOX vulnerability evaluation results are provided: SBOX
is protected using different dual-rail approaches, while all of them show significant and
possibly exploitable variances in the simulated OBIC.
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4.4 Proposed Attacks

Using OBIC for side-channel analysis brings several advantages, as described above, how-
ever, direct reading of processed bits might be possible in a special (and probably rare)
case, and with sophisticated equipment only. In most cases, statistics should be employed
– as for any conventional side-channel observation or combined attack.

The proposed attacks combine invasive and observation methods to compromise the
circuit. The attack should be well targeted to an area of interest limiting the contribution
of the surrounding logic to observed power traces.

4.4.1 Attacker Model

To compromise the circuit by a combination of CMOS illumination and static power con-
sumption monitoring, the attacker must be able to decapsulate the circuit, while preserving
it operational. This is possible with basic equipment [A.17, 41]. Next, the attacker must
be able to synchronize the light source and the measurement equipment. Additionally,
if the attacker can control the clock signal, it is a plus simplifying the attack.

Aligned with our published work [A.5, A.6, A.7], we assume that attackers considering
light attacks on combinational logic would be of two kinds. We distinguish (i) a soph-
isticated attacker who has access to sophisticated equipment capable of targeted attacks
to a small circuit area, who has constant power light source with the ability to perform
repeatable experiments including short, area-constrained light pulses (e.g. sophisticated
laser bench) and then (ii) a mid-equipped attacker with cheaper equipment allowing sim-
pler attacks targeted to larger circuit areas, e.g., a poorly focused light source with limited
repeatability, especially for short pulses. Both scenarios are possible, even if somehow
challenging. Targeting an attack even to a very constrained circuit area by a laser beam
is proven [66, 104, 105, 107, 108].

Based on the attacker abilities, we distinguish two attack scenarios: Preciselly-Targeted
Attack and Block-Targeted Attack.

4.4.2 Preciselly-Targeted Attack

The sophisticated attacker can perform an attack preciselly-trageted to few standard cells,
small CMOS structures, or even to a single CMOS cell area only.

If the attacker can determine the location of the cell or a small CMOS structure of
interest and he can illuminate predominantly only the structure of interest, he may dir-
ectly read the value at the moment present at the structure inputs. E.g., in [A.6], we
have shown that conventional TMR voters represent significantly vulnerable structures.
If the conventional 3-input voter operates in a fault-free environment, its inputs are equal.
Then, the overall voter structure is driven by three equal inputs and works as an amplifier
when illuminated: the difference between 000 and 111 inputs in the current induced by
illumination is significant. Additionally, the area of several standard cells forming a voter
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circuit may be targeted simpler than the area of a single cell. This might be possible even
in advanced technology nodes, where the voter area approaches the order of micrometers.

The algorithm of the attack to any (but small) CMOS structure – not only to a single
standard cell, should be as follows:

1. Select the target CMOS structure of interest and create its SPICE model under
illumination (e.g. using our published models).

2. Simulate all input patterns for the structure of interest under defined illumination
intensity; alternatively use another device as the template and measure the current
response of the target structure in the template device. The template device may
have a different configuration, but inputs of the target structure must be known.

3. Sort the simulated or templated current responses by the input pattern of the target
structure.

4. Stimulate the target structure in the device-under-attack for several input patterns:
the device inputs are known, while the target structure inputs (depending on the
secret) are wanted (unknown).

5. Intuitively: sort the current responses for the device under attack and assign them to
structure input patterns according to the template or simulation to get the wanted
input patterns of the structure under attack; or more formally and scalably: apply
steps 3 and 4 of the algorithm described in Section 4.2.2, where power model comes
from the simulation or template.

4.4.3 Block-Targeted Attack

The mid-equipped attacker can only target a wider circuit area (e.g. block) and can use
limited illumination energy only. The illumination of the combinational logic block can be
used to highlight its data-dependent power in the power trace of the device.

The attack algorithm we propose for this kind of attack follows the CPA attack de-
scribed in Section 4.2.2. The difference from a standard CPA or LPA attack is in the power
model only. Conventional attacks use simple models like Hamming Distance (HD) or Ham-
ming Weight (HW) of the data [55], but for the attack exploiting OBIC, we recommend
a more precise power model. Simple models are unable to characterize the OBIC of the
CMOS logic well enough, even though they are conventionally used for LPA [55]. Ideally,
the power model should be created by SPICE simulation of the target structure under all
input vectors. Our SPICE models can be used even for similar bulk CMOS technologies.

As an alternative to SPICE simulation, a template-based model [25] may be used ana-
logously to the simulation in case of both Precisely-Targeted and Block-Targeted attacks.
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4.4.4 Simplified Power Model of Complex Structures

The attacks exploiting OBIC require a relatively precise power model. In the case of the
Block-Targeted attack, exhaustive simulation of bigger CMOS circuits might be required.
To further ease the attack, a simplified composite power model can be used.

The simplified power model does not require electrical simulation of large circuits. From
the attacker’s point of view, simpler approaches employing open tools only potentially
reduce the attack cost.

The simplified power model for a given circuit is a tuple containing the OBIC for each
circuit input vector. To construct this power model, only standard cells (single gates) must
be pre-simulated in SPICE (or characterized another way). Their responses are then placed
in the tuple P , and are used in connection with the knowledge of the circuit configurations
under all given input vectors to compose the complete power model. The circuit configura-
tion extraction under the given input vector is a straightforward task1producing the tuple
N . The power model for a given input vector is the sum of data-dependent OBICs of all
standard cells (pre-simulated in SPICE) in the given circuit configuration. As a result,
only the standard cells used in the circuit are to be simulated in SPICE, instead of the
whole circuit.

The circuit configuration for a given input vector can be described by the following
tuple:

N = {g0(0..0), g0(0..1), g0(1..0), g0(1..1), . . .

. . . gn−1(1..0), gn−1(1..1)},
(4.3)

where the respective gi’s represent the numbers of gates in the respective configuration,
and n represents the number of gate types used in the circuit. The pre-simulated power
for each gate in the circuit is organized in the following tuple:

P = {p0(0..0), p0(0..1), p0(1..0), p0(1..1), . . .

. . . pn−1(1..0), pn−1(1..1)},
(4.4)

where the respective pi’s represent the pre-simulated power for the respective gates in
the given configuration.

The power model for the j-th circuit input vector is given by the following sum:

mj =
∑

i∈[0,n−1]

pi · gi, (4.5)

while the complete power model for the circuit is a k-tuple, a lookup table, composed
of power models for every circuit input:

M = {m0, . . .m2k−1}, (4.6)

where k is the number of circuit inputs.

1Circuit configuration extraction is provided by input vector simulation in the TSaCt2 framework [19]
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To illustrate the power model generation, we use the AES SBOX circuit composed of 866
2-input NAND gates only (n = 1) as an example. The SBOX circuit has 8 inputs (k = 8).
Figure 4.9 shows the resulting power model for all 256 distinct circuit configurations related
to 256 different circuit input vectors.
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Figure 4.9: Simplified power model of the example AES SBOX circuit composed of 866
NAND gates illuminated by 50mW of the equivalent power – the power model is related
exclusively to the time of illumination – the attacker’s point-of-interest

The advantage of the look-up table-based approach is that it can be mount on a bigger
circuit without the need for time-intensive simulation or templating and only a standard
cell characterization is required. Its disadvantage is that it becomes less accurate with
rising illumination power, as higher illumination powers cause voltage drops in the circuit,
affecting the induced currents – the simple look-up table reflects reality less accurately
[A.5].
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Chapter 5

Balanced Standard Cells

Mixing spiced, single-flavored, or randomly-flavored cocktails
. . . cause unpleasant conditions to enjoy a drink.

Low-level countermeasures

The existing power side-channel attack countermeasures conventionally use masking by
randomization to break the relation between processed data and the power trace or hiding
by increasing noise or by limiting the power trace variations. To diminish the data de-
pendency and enhance attack resistance, we designed a novel hiding approach employing
CMOS standard cells with decreased variability in power imprint.

5.1 Motivation

In Chapter 4, we described the novel vulnerability potentially affecting most of today’s
CMOS designs. This chapter addresses the problem of static power data dependency at
the circuit level. To diminish the data dependency and enhance attack resistance, several
strategies described in Chapter 4 could be used.

One of the strategies, which could be employed, is circuit-level hiding. The advantage
of the hiding strategy is that it is easy to employ without affecting the overall design flow.
In this chapter, we propose a novel hiding approach for the CMOS standard cell design
with decreased variability in power imprint. The proposed structures were compared to
existing alternatives and their value was confirmed by simulation.
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5.2 Related Art

The existing design techniques providing a significant level of data-independence include
namely dynamic logic, where the PMOS stack is reduced to a single transistor [131], and
methods employing SecLib gates [51, 52]. Their relevance was first identified in [A.7].

5.2.1 Domino Logic Employing Single Precharge PMOS

We identified the dynamic logic circuit design styles as promising, as they limit the data
dependency in the PMOS stack by replacing the stack with a data-independent precharge
transistor.

(a) Footed domino logic gate
employing standard weak keeper
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(b) Domino logic two-input AND gate without keeper
(I1) and with the standard weak-keeper (I2) power
imprints

Figure 5.1: Domino logic gate structure and power imprint example

The structure of conventional dynamic (domino) gates provides natural hiding. The
hiding is given by the charge leakage [131], as the precharged internal node in the dom-
ino gate tends to discharge fast even for small illumination energy, leading to a (almost)
constant state of the gate under any input pattern – see I1 in Figure 5.1b. In dynamic
logic, the charge leakage is often compensated by a weak keeper [131] – see Figure 5.1a.
The domino gate with a weak keeper has commonly a data-dependent power imprint with
a notable drop in the current characteristics at the characteristic illumination energy which
can change the output of the gate – see I2 in Figure 5.1b. Fortunately, by altering the
sizes of the weak keeper and the output inverter, the data-dependency may be decreased
significantly.

5.2.2 Symmetric SecLib Gates

One of the known approaches employing classical static CMOS with increased symmetry
– at both schematic and layout levels – is called SecLib. The symmetry is achieved by
following the SecLib gate design guidelines described in [51, 52]. The original SecLib
dual-rail AND gate is shown in Figure 5.2a.
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Originally, we assumed that the perfect SecLib symmetry leads to perfect balancing,
however, we discovered a hidden asymmetry in the area-efficient SecLib version.

If the SecLib gate is designed to be area-efficient, it should employ dynamic C-elements.
Unfortunately, dynamic C-elements suffer from charge leakage [131] if C-element inputs
are not equal. Charge leakage in combination with circuit illumination (even for small
energies) turns the C-element output to 1. This uncovers a hidden asymmetry in SecLib:
the second OR gate is fed by one C-element only, while two other inputs are grounded and
the grounded inputs are not affected by the charge leakage.

In most cases, both outputs of the SecLib gate under illumination are 1, as the charge
leakage causes at least one input of both ORs to be 1 – the C-element parasitic capacitance
shown in Figure 5.2a is discharged when C-element inputs are not equal. However, when
the input of the dual-rail SecLib gate is 00 (a1 = 0, b1 = 0, a0 = 1 and b0 = 1), the
bottom C-element does not experience charge leakage, as both of its inputs match and
it produces output equal to 0. The other inputs of the lower OR gate are also 0, thus
the OR gate output is 0 not 1. This allows distinguishing the 00 input of the SecLib
gate – the gate experiences a data-dependency: the voltage output is data-dependent and
subsequently also the power imprint is imbalanced. The output data-dependency is shown
in Figure 5.3a. The lower OR gate turns its output when the illumination power is high
enough to cause the C-element to change its output – see Figure 5.3a – the input pattern
is masked for high energy only.

Although we identified this vulnerability in connection with OBIC, it can arise in dif-
ferent contexts as well and it enables fault-attacks in general. In a different context, it
might be less obvious but it is still present. The output of the dynamic C-element depends
on the charge stored in the parasitic capacitance – see Figure 5.2a. Even a small increase
in subthreshold leakage caused, e.g., by temperature, may have a similar effect [131]. Also
the traditional fault-injection techniques [66] targeted at the SecLib gate area will cause
that the SecLib gate output for the 00 input pattern will be different than the output of
other input patters. This is a principal vulnerability that can be exploited in a fault or
combined attack [66]. As a result, the SecLib structure employing dynamic C-elements
should be considered vulnerable in general.

A possible solution to the problem with SecLib asymmetry is shown in Figure 5.2b:
two additional C-elements producing constant 0 are added. These C-elements are prone
to charge leakage, as their inputs during the dual-rail evaluation phase do not match. It is
possible to omit one of the added C-elements and still obtain a data-independent output
and subsequently also increased balance in power imprint for photocurrent, as shown in
Figures 5.3b and 5.4b respectively. On the other hand, by omitting one of the C-elements,
the SecLib gate becomes unbalanced from the dynamic power perspective: loads of all
input signals will not be equal. Thus, using both C-elements is recommended.

Note that even SecLib optimized by added C-element(s) experiences a power imprint
imbalance – see Figure 5.4. The remaining imbalances are given mostly by asymmetries in
the serial CMOS transistor stacks.

To further decrease the power imprint data dependency of SecLib, mainly the asym-
metries connected with signal ordering in the serially arranged transistor stacks should

61



5. Balanced Standard Cells

C

C

C

C

a0

b0

a0

b1

a1

b0

a1

b1

y0

y1

simple to 
discharge

when inputs
are not equal

a1

b1

(a) Original SecLib gate and the
dynamic C-element structure

C

C

C

C

C
b0

b1

a0

b0

a0

b1

a1

b0

a1

b1

y0

y1

C
a0

a1

(b) Optimized gate providing
better OBIC balancing and con-
sistent output

Figure 5.2: Secured 2-input AND gate schematics: all input combinations at C-element
inputs are represented; if not illuminated, one C-element output is always equal to 1 and
remaining C-element outputs are always equal to 0
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Figure 5.3: Output voltages for SecLib and the optimized SecLib
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Figure 5.4: Induced photocurrents for SecLib and the optimized SecLib

be removed. The parallel arrangement of duplicated CMOS stacks with permuted inputs
would lead to further suppression of the data dependency, for a price of further increase of
the SecLib gate area.

Both domino logic and SecLib share a nice property: they were designed to support
dual-rail encoding computation, thus (if employed in a dual-rail circuit) provide (at least)
a basic level of dynamic power attack resistance. On the other hand, they suffer from
significant disadvantages. SecLib suffers mainly from a large gate size. The increased gate
size influences not only the circuit static power or delay but also the circuit security [A.5].
On the other hand, domino logic provides a small area footprint, but it suffers from general
dynamic logic disadvantages including the need for careful clocking or increased dynamic
power [131].
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5. Balanced Standard Cells

5.3 Structures Enabling Static CMOS Current Balancing

Compared to the dynamic logic, and domino logic, in particular, we propose compact static
cells that counter the attack by balancing and may complement SecLib as a countermeasure
against attacks on light-modulated static power described in Section 4.4.

The circuit vulnerability connected with the light-induced static current (OBIC) may
be compensated only when – in the case of the illumination attack – the entire balanced
structure is exposed to the same light intensity. This natural requirement may not be
guaranteed for bigger structures: for larger exposure areas, a precise attack employing
imbalancing becomes feasible. The size of the balanced CMOS gate is extremely important.

In this section, we describe approaches to balance traditional CMOS gates to decrease
data dependency between leakage or OBIC and gate input patterns. The severity of OBIC
data-dependency is more significant, and thus the emphasis is on breaking OBIC data-
dependency. The approaches employing inverter balancing and constant current source
approximation are – according to the best of our knowledge – novel in the security context.

5.3.1 Inverter Balancing

The first approach originates in the fact that two equally sized cascaded inverters work
with complementary values, and thus may provide constant (mutually balanced) power
imprint. It is simple to balance a two-inverter chain resulting in a buffer with constant
static power imprint – see Figure 5.5a. Note that the equally sized inverters working with
complementary input values at the same time also provide leakage balancing.

(a) (b)

Figure 5.5: Two-inverter chain (a) uses complementary power consumption to obtain a con-
stant power imprint: ia + ib = const.; three-inverter chain with feedback weak inverter (b)
uses the same principle

If an inverting structure in general, and inverter cell in particular, should be balanced,
an odd number of inverters in the linear chain is required. A straightforward balancing
strategy is to alter inverter sizes in the chain to provide balancing. An alternative option is
to employ a three-inverter linear chain equipped with an in-the-cell compensation feedback
inverter. From the integration perspective, it is important to ensure that the balanced cell
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5.3. Structures Enabling Static CMOS Current Balancing

provides a high-impedance input, thus using only a single inverter with a feedback is not
possible.

Note that the output inverter may also be used for (at least partial) balancing of the
power consumption of arbitrary negative CMOS structures – such as NAND or NOR gates
in particular. This is the reason why static CMOS positive gates (e.g. AND, OR) provide
a limited intrinsic level of balancing, overcoming the negative gates. We found that it is
relatively simple to enhance the balancing efficiency by an output inverter scaling, which
provides an opportunity to increase the circuit attack resistance by a small modification of
existing positive gates, namely in circuits employing only positive gates (e.g. some dual-rail
circuit families).

In general, any approach employing positive gates, where the output inverter is com-
parable to the negative part of the gate, provides an intrinsic balancing. It is also the
reason why the mentioned domino logic provides a good level of power compensation by
design.

5.3.2 Constant Current Source Approximation

The other group of current-balancing approaches we developed is based on the idea of
modification of a CMOS gate to mimic the Constant Current Source structure, as shown
in Figure 5.6a.

In the case of a generic static CMOS gate, the data-dependent load resistance is rep-
resented by PMOS and NMOS stacks. The standard approach in the constant current
source approximation is to employ a fixed serial resistor significantly bigger than the load
resistance. To avoid data-dependent power imprints of the gate, the resistance of data-
dependent components of the CMOS stack should be decreased compared to the fixed
(data-independent) components. To achieve this goal, we developed three approaches at
transistor level:

Adding Serial Transistor

A straightforward approach is shown in Figure 5.6b. A single – normally closed – transistor
with constrained channel width is added in series with the NMOS or PMOS part of the
circuit. This arrangement converts the parallel arrangement of the PMOS or NMOS blocks
to quasi-serial, limiting the data dependency. This behavior is conditioned by the CMOS
stack arrangement introducing a new (separated) voltage node in the transistor stack. This
transistor is related to RSP and RSN in Figure 5.6a. Although it is normally closed, it does
not affect leakage data dependency and it reduces the OBIC data-dependency in case of
an illumination attack.

Adding Light-Sensitive Parallel Transistor

The second approach is shown in Figure 5.6c. The parallel connection of normally-open
PMOS and NMOS transistors to PMOS and NMOS stacks has no significant effect in the
case of normal operation (except for the increased leakage). The added parallel structures

65



5. Balanced Standard Cells

RP

RSP

RN

RSN

O

RSP > RP

RSN > RN

(a)

NMOS

I0
In

O

PMOS

...

(b)

NMOS

I0
In

O

PMOS

weak

light-sensitive
NMOS

...

(c)

Figure 5.6: Constant current source approximation (a) by small (data-dependent) poten-
tiometers and larger fixed serial resistors; serial transistors (b) are employed to increase
the fixed component of the resistance; and the parallel transistors (c) are used to decrease
the data-dependent component of resistance

should be significantly bigger than the data-dependent part of the PMOS and NMOS
stacks.

In the case of low illumination intensity, added parallel structures are the dominant
source of the photocurrent. For low illumination intensity, the main component of OBIC
depends on one of two states of the gate output O (0 or 1). The OBIC does not directly
depends on four gate inputs (00, 01, 10 or 11). The state of the gate output is given
by the gate input configuration (it is data-dependent), however, the OBIC is determined
by the gate output, thus variations are significantly decreased. The dominance of parallel
structures helps to mimic the inverter behavior of this structure. If such a structure is
connected to the input of an inverter of similar size, as described in Section 5.3.1, almost
perfect balancing is achieved.

When the illumination intensity grows, the parallel transistor structures can be closed:
it causes that the structure depends only on the illumination intensity, not on input data.
We have noticed that for higher illumination intensity, NMOSes themselves can be effi-
ciently used as light sensors (for higher illumination intensity), as their conductivity under
illumination grows rapidly. The NMOS parallel transistor control can thus be realized only
by grounding its gate. On the other hand, the PMOS requires control by a dedicated light
sensor.

Our simple light sensor is an ordinary CMOS inverter, whose light sensitivity is in-
creased by strengthening its NMOS part and weakening its PMOS part – see Figure 5.6c.
This arrangement ensures that the light sensor is easy to integrate into a CMOS cell,
it requires no additional process tuning, and has a very small footprint.

The resulting geometry employing parallel transistors decreases the relative significance
of the data-dependent resistance of the PMOS and NMOS blocks under illumination.
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Disconnecting Rail

The third approach is shown in Figure 5.7. When the CMOS circuit is under attack,
disconnecting one or both of the rails feeding the NMOS and PMOS parts decreases the
data dependency significantly. The same light-sensitive inverter is a source of the first
control signal (C1) – the first control signal may be employed for parallel PMOS control
and to disconnect the VSS rail, however, one additional inverter is required to generate
the second control signal (C2) to disconnect the VDD rail. This approach represents
a significant increase of the serial resistance denoted RSP and RSN in Figure 5.6a.

Connecting the second inverter to the light sensors makes two control signals available
in the CMOS cell. These two signals can be used to control all additional serial and
parallel transistors in the cell, thus gates of all transistors can be controlled by the single
light sensor, not by multiple independent transistors with grounded gates. The resulting
behavior of the cell is then more deterministic.

NMOS

I0
In

PMOS
...

weak

light-sensitive
NMOS

O Y

C1

C2

Figure 5.7: Completely balanced positive gate: the output inverter serves for power bal-
ancing and as the output voltage filter at the same time

5.3.3 Output Voltage Filtering

The careful design of the secured cell also includes the output voltage to be without signi-
ficant variations and far from the intermediate voltage region. The output inverter serves
not only for preceding structure OBIC balancing (as described in Section 5.3.1) but also
as a voltage filter separating the internal node O suffering from voltage drops and vari-
ations, which can fall into intermediate voltage level. In the case of previous approaches
used, the internal node voltage is strongly influenced by the added balancing logic and the
importance of the inverter as an output voltage filter is increased.
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5.3.4 Increasing Transistor-Level Symmetry

The last approach related to balancing leakage and OBIC currents is dedicated to balancing
asymmetries in the transistor stack. This modification aims to increase the similarity when
equivalent input patterns (e.g. 01 and 10 for NAND2X1) are at the gate inputs. Although
such patterns should intuitively imply equivalent leakage and OBIC currents, they do not,
due to the effects similar to the stack effect asymmetric behavior in NMOS described
in Sections 4.2.4 and 4.3. A simple approach based on transistor duplication and signal
swapping can be used to fight asymmetry: the approach is not new – it is described in
classical literature [51]. The symmetrized standard cells may be provided in the standard
cell library – see [A.7] for further description.
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5.4 Proposed Standard Cells

Conventional CMOS design utilizes standard building blocks called standard cells – see
Figure 5.8. The cells are carefully designed to optimize the circuit area and performance.
Our standard cells are designed with an additional dimension in mind: the constant power
imprint under illumination for enhanced security.

(a) (b) (c) (d) (e)

Figure 5.8: Standard cells in TSMC180nm: (a) INVX1, (b) AND2X1 and (c) OR2X1 from the
TSMC180nm library provided by Oklahoma State University (OSU); and proposed: (d)
PAND2X1 and (e) POR2X1

The proposed standard cells (see Figure 5.8d and 5.8e) follow the principles described
in Section 5.3 and are designed according to the MOSIS SCMOS rules and passed all
DRC checks provided by Magic [34]. The cells employ all approaches described in Section
5.3 except the symmetrization approach, as it conflicts with the design rule 5 formulated
below. The cells extend the OSU TSMC180nm cell library and are compatible with other
library cells. The proposed cells are optimized according to SPICE models reflecting the
data-dependent behavior of the CMOS under illumination.

During the standard cell design, we carefully iterated through the design space and we
formulated design rules for our method. Some of the rules extend the original proposals
presented in [A.7]. The rules can be used to design a custom cell according to our method:

1. the light-sensitive inverter N-channel width approaches the allowed maximum for the
given standard cell height and the width of the P-channel approaches the minimum;

2. the control inverter connected to the output of the light-sensitive one is designed
with opposite channels widths;

3. serial transistors are used to disconnect only the functional PMOS and NMOS part
of the CMOS cell, not to disconnect parallel transistors;

4. parallel transistors are connected directly between the internal node and GND or VDD
respectively;
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5. the size of transistors controlled by the gate inputs is as small as possible1

6. the output inverter is optimized to balance the power imprint for lower light ener-
gies only, while its size ensures low light-sensitivity and acceptable load capacity for
normal circuit operation;

Rule 1 allows to increase the sensitivity of the light sensor and increases the falling edge
slope of the first control signal and Rule 2 helps to increase the rising edge slope of the
second control signal – see Figure 5.9c.
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(a) Proposed PAND2X1 power imprint
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Figure 5.9: PAND2X1 and POR2X1 power imprints and control signals in the point-of-interest

Rules 3 – 6 represent a Divide-and-Conquer approach and make the overall CMOS
structure more robust and easier to optimize: the parallel transistors are open for lower
illumination intensities (laser powers), thus the power imprint of the structure is given
only by the combination of power imprints of the PMOS and NMOS parts extended by the
serial and parallel transistors and the output inverter, which is relatively easy to balance
for lower illumination intensity.

For higher illumination intensity, the NMOS and PMOS parts are completely discon-
nected, while the parallel transistors are closed bringing the structure into a short – this
fact further restricts longer light pulses with high energy, as it would lead to CMOS struc-
ture destruction. The internal node voltage is fixed to a value close to logic zero and the

1The size requirement may collide with the Transistor-symmetrization described in Section 5.3.4, as
the symmetrization increases the minimal area of the transistor stack
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gate output is fixed to logic one implying a constant power imprint for any input pattern.
The size of the output inverter must also ensure low voltage drops even for high energies
to minimize affecting subsequent circuit levels – near-threshold voltage values may lead to
imbalances.
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(a) Proposed PAND2X1 node voltages
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Figure 5.10: PAND2X1 and POR2X1 internal node (O) and output node (Y) voltages

For the purpose of evaluation, we employed open tools and resources described in Ap-
pendix B: we used the ngSPICE simulation of TSMC180nm technology node standard
cells. The resulting power imprints are presented in Figures 5.9a and 5.9b. The behavior
below and above the illumination power ≈150mW in Figure 5.9 and the voltage changes
shown in Figure 5.10 clearly distinguishes the two standard cell operational and one tran-
sient region. The regions are shown in Figure 5.11. For lower illumination powers, the gate
performs a normal operation (region (i)). For higher powers, the gate output is constant
and the gate experiences a short circuit (region (ii)) – see Figure 5.10.
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Figure 5.11: Proposed cell operation regions: (i) normal-operation region; (ii) constant-
value-output region and (iii) transient region

The proposed cell comparison with the standard – unprotected – library cells and SecLib
cells composed of library cells2 is provided in Table 5.1. The protected cell size is increased

2SecLib approach uses library cells, custom C-elements were drawn for TSMC180nm library
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Table 5.1: Comparison of Proposed Cells, SecLib Cells and their Standard Counterparts

Standard Cell Area Delay Input Load Drive Strength

Protected AND (PAND2X1) ≈260% ≈250% ≈30% ≈200%
Protected OR (POR2X1) ≈260% ≈280% ≈20% ≈200%

Dual-Rail Cell Area Delay Input Load Drive Strength
Protected (PAND2X1 + POR2X1) ≈260% ≈280% ≈25% ≈200%

SecLib ≈434% ≈250% ≈400% ≈100%
Optimized SecLib ≈525% >250% ≈600% ≈100%

compared to the unprotected standard cells, however, the delay remains acceptable and
additionally, the input load of the protected cells is in general lower, and the output
drive strength of the proposed cells is increased compared to standard cells due to the
requirements given by the optimization process and design rules presented above, allowing
lower delay penalty in a real circuit. The competing dual-rail SecLib gates are much
bigger and are affected by a great increase of the input load. Additionally, the proposed
gate power imprint is balanced even in the single-rail arrangement.
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5.5 Case Study: SBOX Vulnerability Evaluation

To analyze the proposed structures in detail, we synthesized a larger combinational circuit
implementing a crypto-function, namely the AES SBOX [28]. We synthesized four different
circuit variants of the SBOX combinational function. One unprotected single-rail imple-
mentation and four implementations employing dual-rail encoding as a dynamic attack
countermeasure:

◦ singleRail variant employs only two-input NAND gates (NAND2X1 and INVX1)

◦ dualRailAS variant is a non-conventional dual-rail implementation with alternating
spacer [111] employing only two-input NAND and NOR gates and inverters (NAND2X1,
NOR2X1 and INVX1) allowing lower overhead

◦ dualRail variant is a conventional dual-rail implementation [112, 121] employing only
two-input AND and OR gates (AND2X1 and OR2X1)

◦ pDualRail variant is a conventional dual-rail implementation employing only pro-
posed two-input AND and OR gates (PAND2X1 and POR2X1)

◦ secLibDualRail variant is a protected implementation employing SecLib gates based
on six dynamic C-elements and library cells (INVX1 and NOR3X1)

The SBOX was described in Verilog, then synthesized and optimized by Yosys [134]
and Berkeley ABC [83] respectively and finally mapped by a custom tool TSaCt2 [19] to
obtain netlists for all variants under evaluation. The following Yosys script was used:

# read design

read_verilog sbox.v

# elaborate design hierarchy

hierarchy -check -top sbox

# the high-level stuff

proc; opt; fsm; opt; memory; opt

# mapping to internal cell library

techmap; opt

write_blif sbox.blif
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The following ABC script was used to optimize the netlist and produce the aiger output:

# read the library of standard

# 2-input gates for the map command

read_library 2-gates.genlib

# read blif produced by yosys

read_blif sbox.blif

# transform to AIG

strash

# synthesis script

dch; map; mfs; balance

...

[20 iterations]

...

dch; map; mfs; balance

# write output

write_aiger sbox.aig

The mapped netlists for all variants were then placed by GrayWolf [50] and routed by
QRouter [35]. Magic [34] was used as a primary VLSI layout tool, while custom scripts
were used for model extraction, simulation control, and data processing.

For evaluation, we employed the toolchain setup described in Appendix B: we used the
ngSPICE simulation of TSMC180nm technology node standard cells: the layout models
were simulated in ngSPICE. The largest netlists (pDualRail, secLibDualRail) were parti-
tioned employing a custom procedure to enable a step-by-step simulation, as an en-bloc
simulation in ngSPICE was not possible. The partitioning guarantees that the simulated
dynamic power given by the load capacitance is pessimistic; however, the influence of
glitches must not be preserved in all cases. The static light-induced power simulation
accuracy is not affected significantly.

Table 5.2: Area/Delay overhead comparison of different SBOX implementations

SBOX implementation Area [mm2] Delay [ns]

singleRail 0.038 (100%) ≈ 9 (100%)
dualRailAS 0.057 ≈150% ≈ 11 (≈120%)

dualRail 0.066 (≈170%) ≈ 11 (≈120%)
pDualRail 0.158 – 0.196 (≈400% – 530%) ≈ 12 (≈130%)

secLibDualRail (optimized) 0.294 – 0.431 (≈780% – 1150%) ≈ 15 (≈ 160%)
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5.5. Case Study: SBOX Vulnerability Evaluation

Figure 5.12: Layout size comparison of different SBOX implementations. From left to the
right: singleRail, dualRailAS, dualRail, pDualRail (proposed), secLibDualRail (optimized)

The disadvantage of proposed gates is that they utilize two metal layers compared to
a single metal layer used by simple library cells. The complexity of the routing inside the
proposed cells is closer to, e.g. XOR gate than to AND or OR gates.

Yet, our results in Table 5.2 should be considered pessimistic. The used open-source
QRouter is not a state-of-the-art router: it provides significantly worse results in complex
designs than up-to-date commercial alternatives3. In our case, the router has problems with
dense local interconnect. In the SBOX variants denoted pDualRail and secLibDualRail,
we have to add increased cell spacing for successful routing.

Even if QRouter is not able to route densely placed designs, state-of-the-art routers
could succeed. The number of failed nets for dense placement is low and the manual
layout inspection has shown that there is room to finish the routing job. Therefore, we
report the dense layout area as the optimistic data in Table 5.2.

Figure 5.12 is provided for illustartion only – it shows the pesimistic results reported
in Table 5.2: preview of routed layouts of the five SBOX implementations.

As reported in Table 5.2, the circuit variant pDualRail, which is composed of proposed
standard cells, brings only a small delay penalty compared to the area-efficient circuit
variants and has a lower delay, and introduces a significantly smaller area overhead than
the SecLib-based secLibDualRail circuit variant.

Our approach is a masking approach decreasing the measurement SNR [84] by de-
creasing the variability in the data-dependent current component. The simulation results
presented in Figure 5.13 show the variability of the data-dependent current at the time
when the circuit is illuminated (in the point-of-interest). We evaluated different SBOX
implementations employing different kinds of countermeasures. To visualize the data-
dependent current variability, we use the statistical probability density function (PDF).
Figures 5.13a – 5.13d show the power imprint variability for selected illumination powers
for all circuit variants, while Figure 5.13f shows the power imprint variability for the dy-
namic power, and Figure 5.13e for the static power consumption (subthreshold leakage
only was included). The variability of the power imprint is directly connected with circuit

3See the maintainers’ note in [35]
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vulnerability: more variability in power traces decreases the attack cost. More variability
in power traces also enables a successful attack to be performed by a less sophisticated
attacker: the number of power traces required for a successful attack is lower, or simpler
equipment might be used to obtain the power trace set of the required quality.

The routing procedure used is not able to balance complementary signals in dual-rail
implementations. This does not significantly affect static circuit behavior, which is the
focus of our research. In practice, dynamic-power imbalances in dual-rail implementations
can be further reduced by careful routing. For comparison, the dynamic behavior of all
circuit variants is presented.

The simulation results show that our dualRailAS circuit version is significantly worse
in dynamic power balancing compared to the other dual-rail implementations. In our
comparison, we expect a more sophisticated attacker than the original dualRailAS au-
thors. Nevertheless, our implementation still brings a little improvement compared to
the single-rail circuit4. Figure 5.13f shows that dualRail, secLibDualRail and pDualRail
implementations are balanced competitively from the dynamic power point of view. The
implementation of the proposed pDualRail cells, however, offers much lower variability in
power imprints induced by illumination at low illumination intensity.

Interestingly, the static power variability, presented in Figure 5.13e, follows the size
of the implementation – smaller circuits are less vulnerable – except for the proposed
implementation. The proposed implementation offers the lowest variability thanks to the
size reduction of the input-controlled parts of the CMOS stack.

Figure 5.13 represents a serious issue for state-of-the-art protected dual-rail implement-
ations (dualRail, dualRailAS, and even secLibDualRail). By delivering 50mW to 100mW
of equivalent power to the area of the protected SBOX, the variability of the power trace
set is increased to the level observed for dynamic power of the unprotected implementation
(singleRail).

Although the attack setup is more complex (it needs to control the clock or to syn-
chronize illumination and power measurement), it can be effective. The static power trace
set delivered has a variability comparable to the variability of the dynamic power traces
obtained from an unprotected single rail implementation. From an alternate perspective,
we observed that about an order of magnitude lower measurement resolution is required
for an illumination attack as for a dynamic power attack on protected implementation to
obtain the power trace set with a comparable variability. The simulation shows that the
illumination attack has the potential to circumvent the dynamic power countermeasures
based on balancing.

4dualRailAS circuit variant employs alternating spacer and it provides – in theory – the best dynamic
power balancing when the attacker is only able to observe the integral dynamic power over following
spacers. We considered only transition from the first (00) spacer to evaluation phase (as for the other
dual-rail circuit variants), which disadvantages this version compared to the theoretical assumptions and
other dual-rail variants – see [111] for details
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Figure 5.13: Selected density functions (PDF) for power imprints of all implementations
- a narrower curve means a better protection. The proposed implementation overcomes
its competitors significantly, except the transient region, where the results are comparable
and smaller circuit size is an advantage
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5.6 Discussion

The proposed structures, in general, affect the standard cell size and performance. On the
other hand, only some of the approaches described in Section 5.3 may be employed to find
out the trade-off between attack resistance and design cost – e.g. a smaller cell may be
designed for lower illumination energy balancing only.

The advantage of the protections presented in Section 5.3 is that the protection mech-
anisms exploit natural properties of the CMOS technology, and thus all added transistor
structures may be constructed accordingly to the original gate transistors – no process tun-
ing is required. Although doping changes may increase the sensitivity of light sensors or
increase/decrease the conductivity of added parts, good performance may be obtained by
tuning transistor sizes only. This fact may simplify the protection mechanisms adoption.

Note that the light-sensitive structure may be shared between several standard cells to
decrease the area overhead; however, any light-sensitive structure must be placed close to
the protected structures to ensure that they will be exposed to the same light intensity in
case of light-attack; in case of shared light-sensitive structures, considering bigger, while
more sensitive structures [75] is possible.

The advantage is that inverter balancing may be applied using standard cells only,
without the need for custom CMOS cell design. This increases the practical impact of this
balancing technique.

All of the presented approaches increase the data independence of the induced OBIC,
but the inverter balancing approach and the size reduction of the input-controlled tran-
sistors in a protected gate reduce the data-dependent part of the leakage significantly.

The performance degradation and the introduced area overhead are much smaller com-
pared to the best static CMOS alternative, which is up today the SecLib [A.7].

As the proposed standard cells operate in two main regions (the operational and the
constant value output), we believe that the whole circuit may be illuminated only by lower
light intensities – in the operational region. Inducing a great current in a wider area would
lead to circuit destruction: the cells out of the operational region are de-facto shorted and
only short light pulses guarantee that the circuit will survive. Additionally, the presented
experimental results provide only the data-dependent part of the light-induced current
– the light attack induces also data-independent current contributing to possible circuit
destruction.

The disadvantage of our approach is that it can potentially simplify the fault-injection
attacks. As the proposed cell output is a constant fixed value outside the operational
region, it can be used to induce a fixed-value fault into a combinational circuit. This may
lead to glitches or even register value changes depending on the attack timing. Even this
kind of attack requires a sophisticated setup and it is possible to induce a fixed value fault
to a selected location even with classical CMOS cells [66, 107, 108], the proposed cells make
the attack simpler, however, sophisticated equipment is still required. However, inducing
random faults by illumination may also be simplified; at least, the attacker can use the fact
that the probability that the induced fault is (close to) 1. This kind of attack in general
requires system-level countermeasures.
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5.6. Discussion

The proposed structure is most vulnerable – power imprint imbalances occur – when
the illumination intensity is in the transient region, which is given by the supply voltage
and illumination intensity.

Higher supply voltage may also increase imbalances in the transient region, as it affects
the slope of the first control signal produced by the light-sensitive inverter – see Figure 5.14.
A possible solution of this issue is adding other inverters into the inverter chain generating
the control signals, to correct the control signals slope. Two inverters are recommended, as
better results are obtained only if the first control signal precedes the second control signal.
This simple approach helps with narrowing the transient region, however, the imbalance is
still present. As the other source of imbalances in a bigger circuit composed of proposed
cells, we identified the voltage drops at the gate inputs deep in the illuminated circuit. The
proposed standard cells were carefully designed to provide almost perfectly constant power
imprint also under-voltage drops at the cell inputs, however, induced imbalances may still
occur, especially in the transient region.
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Figure 5.14: PAND2X1 and POR2X1 power imprints and control signals in the point-of-interest
under the increased supply voltage

We have also a surprising result connected with the secLibDualRail circuit version.
We originally expected that the secLibDualRail will provide the best protection, however,
the sensitive region of the secLibDualRail circuit, which represents the standard SecLib
approach, is in the lowest illumination power region. This fact, connected with the huge
area of the SecLib implementation, potentially enables a simpler attack to be performed,
as bigger structures naturally lead to increased data-dependent variances observable in the
power trace.
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Chapter 6

Conclusions

Testability, reliability, and security aspects of CMOS circuit design are important and ex-
tensively researched areas. A new approach in design for testability is the first of two
main contributions of this dissertation thesis, while a novel static power-related vulnerab-
ility with a proposed countermeasure is the other. This dissertation thesis also touches
the security-reliability interplay and points to newly discovered issues with state-of-the-art
dynamic power attack countermeasures.

Topics and goals of this dissertation thesis were introduced in Chapter 1. Chapter 2
introduced the reader to the theoretical background in the research areas touched in this
dissertation thesis, and provided a state-of-the-art overview.

Chapter 3 provided an overview of the state-of-the-art closely related to the proposed
design for testability approach and described the proposed short-duration offline test, and
proposed the Time-Extended Duplex (TED) as an alternative to Tripple-Modular Redund-
ancy (TMR).

The state-of-the-art closely related to side-channel analysis was provided in Chapter 4.
This chapter included the novel static power-related vulnerability analysis and it is con-
cluded by the description of the proposed attacks.

Chapter 5 provided an overview of design styles providing a certain level of intrinsic
immunity concerning the newly described CMOS vulnerability. Then, structures enabling
the design of the attack-resistant cells were described and proposed cells were evaluated.
The Chapter was concluded by a case study on the AES SBOX combinational logic block
showing, how the proposed approach overcomes the current dynamic power state-of-the-art
balancing approaches.
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6.1 Summary

A new approach to design for testability, called short-duration offline test, was proposed
and its impact was evaluated by incorporating into the Time-Extended Duplex concept,
a potential alternative to the Tripple-Modular Redundancy.

A novel vulnerability related to the CMOS static power was analyzed and its impact
on several design methods was evaluated. It has been shown that the state-of-the-art dual-
rail-based balancing countermeasures are ineffective against the presented vulnerability,
and a new issue related to the SecLib approach was identified. A novel standard cell
design method was proposed as a countermeasure and its applicability was confirmed by
simulation and the case study.

All results were presented and discussed in the scientific community. In the first place,
this work was published in proceedings of five international conferences, and several work-
shops and local events. The article concluding the first part of this dissertation thesis
(Chapter 3) was presented in the journal on Microprocessors and Microsystems, while
the article concluding the second part of this dissertation thesis (Chapters 4 and 5) was
presented in the journal on Microelectronics Reliability. The proposed CMOS structures
described in Chapter 5 are subject to the patent application, while the national patent
[A.12] was already confirmed.

6.2 Contributions of the Dissertation Thesis

◦ A short-duration offline test: The proposed fast offline test may be incorporated into
the normal computation flow and potentially replace the online test in many cases,
while reducing delay and area penalty at the same time. The short-duration offline
test is enabled by proposed CMOS structures. For details, see Section 3.3.

◦ A method for designing a system with increased reliability incorporating the pro-
posed short-duration offline-test: A Time-extended Duplex (TED) system concept
was described and evaluated. For details, see Section 3.4 and Appendix A.

◦ A novel CMOS design threat: an attack combining combinational logic illumination
and static power measurement was described, and its severity was proved by simu-
lation. The threat arises especially in redundant structures like voters, but it also
endangers dynamic power countermeasures based on balancing, including SecLib or
WDDL. For details, see Sections 4.3 and 4.4.

◦ CMOS circuit-level (standard-cell level) attack countermeasures: the proposed stand-
ard cells may be used as a direct replacement of conventional CMOS cells in the
common design process. Properties of proposed cells were shown by simulation and
a case study on the AES SBOX design was provided. For details, see Sections 5.3,
5.4, 5.5, and 5.6.
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6.3. Future Work

6.3 Future Work

The author of the dissertation thesis suggests to explore the following:

◦ It would be interesting to investigate the properties of the monotonic circuit trans-
formation allowing 100% stuck-at-fault, or stuck-open/stuck-on fault coverage, which
is based on added static gates, not custom dynamic gates. The proposed approach
is based on a custom domino logic cell.

◦ It is necessary to validate the proposed attacks and countermeasures on a real hard-
ware implementation to confirm simulations.

◦ It would be beneficial to study and evaluate the impact of illumination detector shar-
ing as well as the impact of more sophisticated illumination detectors in combination
with proposed protected CMOS cells.

◦ It would be interesting to continue with a study of the usability and practical impact
of selective aging processes in CMOS: eg. the selective ionizing irradiation of sensitive
CMOS (sub)circuits might have a permanent and severe impact on the circuits’ static
power and security analogous to the described vulnerability connected with (selective)
circuit illumination.
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[A.7] J. Bělohoubek, P. Fǐser and J. Schmidt Standard Cell Tuning Enables Data-
Independent Static Power Consumption. 23rd IEEE International Symposium on
Design and Diagnostics of Electronic Circuits and Systems (DDECS), Novi Sad,
Serbia, 2020.

The paper has been cited in:

◦ F. Bijan, T. Moos and A. Moradi BSPL: Balanced Static Power Logic, IACR
Cryptology ePrint Archive, 2020.
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Appendix A

Proposed Offline Test

This Appendix provides an in-detail description of the Time-Extended Duplex (TED),
which is conceptually described in Section 3.4. Figure A.1 shows a detailed overview of
the TED, where all important implementation details are provided.
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Figure A.1: Detailed Scheme of the Time-Extended Duplex

The TED arrangement in Figure A.1 ensures, that a fault in any block is detected.
The offline test of the TED structure is executed in case of M and M** output mismatch.
The test is optimized for the given structure and it is composed of several sub-tests. Each
sub-test is designed to cover a set of faults in M** or errors at the outputs of other modules
in TED.
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A. Proposed Offline Test

M** Inputs Test

At the beginning of the test, the inputs sub-test is performed. MODIF B is used to propagate
the output of MODIF A thru the C-elements. This is performed in two steps: the output
of MODIF B is set to all-one – this propagates all ones from the MODIF A output to the
C-elements output. Then the output of MODIF B is set to all-zero – this propagates zeroes
from the MODIF A output to the C-elements output. After that, the output of M** is
computed by using the MODIF A output only. The output is then compared with the M

output.

The same steps are then repeated for the MODIF B output and the result is also compared
with the output of M. If one of the two M** outputs matches the M output and the other does
not match, erroneous MODIF has been detected. If no output matches with the M output,
the test continues to the next sub-test.

M** Test

The main part of the test is a short-duration test of the module M**. The following sub-
tests are performed level by level – the control signals of gates with the same gate level
are joined to form a single control signal, driven by the test control logic. The gate level
is defined as the maximal path length (number of gates) from the circuit primary inputs.
The circuit depth is the maximum of the gate levels. The primary inputs are at level 0.

The term primary input is used in all sub-tests and refers to physical, not the logical
circuit inputs. In the reduced dual-rail logic (Section 3.3.3), one circuit input is represented
by one or two signals (primary inputs).

The test of M** is inspired by ideas described in Section 3.3 – the circuit is periodically
flooded by a single value (1 and 0 alternate), and the flood propagation can be disrupted
by faults. As this happens level-by-level, a fault in a lower level will cause the same fault
symptom at higher levels. During the test, the control signals are used to excite and
propagate the fault symptoms. This is the core idea of the short-duration test.

For example, if the gate preset to 0 is performed, then a stuck-open in an NMOS
transistor of a gate at the first level will inhibit transition to 1, and thus cause that a zero
value will occur at an input of a gate (configured as AND) at level two. This value – the
fault symptom – is propagated up to the circuit outputs.

The proposed short-duration test of M** itself is divided into 3 sub-tests. Every sub-test
is described in a dedicated table (Tables A.1, A.2 and A.3) as the sequence of iterations
over the circuit levels. For every step of each sub-test, the values of control signals C, TU, TC
and TD are defined for each circuit level. The value of the gate output (signal O) is defined
in the last column – arrows are used for transitions caused by the control signal setting
(0→ 1 or 1→ 0) in case of fault-free behavior.

The sub-test 1 (Table A.1) and the sub-test 3 (Table A.3) were designed to detect
stuck-open faults and the sub-test 2 (Table A.2) to detect stuck-on faults. Additionally,
the tests are able to detect some faults of the other type as a side-effect. Stuck-opens are
generally relatively simple to detect because the gate is unable to change the output (the

106



step C TU TC TD O

1 set circuit primary inputs to 0

2 start in level i = 1
3 in all levels:

0 0 0 0 ↓
4 in level i : 0

1 1 1 1 ↑
5 in level i : 1

1 0 0 0 1

6 in levels other than i : 0

1 0 1 0 0

7 set circuit primary inputs to 1 ↑
8 Check if the circuit output is all-one 1

9 if (++i ≤ depth) then goto 3 1

Table A.1: The test sequence of the sub-test 1

step C TU TC TD O

1 set circuit primary inputs to 0

2 1 1 1 1 ↑
3 0 0 0 0 ↓
4 start in level i = 1
5 in all levels: 0

1 0 0 0 0

6 in level i : 0

1 0 1 1 0

7 in level i : 0

1 1 1 0 0

8 in level i : 0

1 1 0 1 0

9 if (++i ≤ depth) then goto 5 0

10 Check if the circuit output is all-zero 0

Table A.2: The test sequence of the sub-test 2

gate output retains its previous value). Every sub-test contains a cycle with the number
of iterations equal to the circuit depth. A detailed example of sub-test 1 for a fault-free
circuit is in Figure A.2 and for a faulty circuit in Figure A.3.

Table A.4 shows, which sub-test detects a stuck-open/stuck-on fault for a given tran-
sistor (see transistor labels in Figure 3.8).

In sub-test 1, the output is checked in every iteration because the precharge function of
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A. Proposed Offline Test

step C TU TC TD O

1 0 0 0 0 ↓
2 set circuit primary inputs to 1 0

3 1 0 0 0 0

4 start in level i = 1
5 in level i : 0

1 0 1 0 ↑
6 in level i : 1

1 0 0 0 1

7 if (++i ≤ depth) then goto 5 1

8 Check if the circuit output is all-one 1

Table A.3: The test sequence of the sub-test 3

tests covering
faults

transistor stuck-on
(short)

stuck-
open

a 3 2
b 2* 1, 3
c 2 3
d 2 1
e 1*, 3* 2
f 2 1, 3
g 2 1
h 2 3

Table A.4: Sub-tests covering the faults

gates in the targeted level is tested – the level-by-level fault-symptom propagation is not
possible. In this case, the function of gates in the targeted level is checked and the other
gates are configured to propagate fault symptoms up to the circuit outputs.

In other tests, the output is tested only once at the end of each sub-test. The tests
principle is that the value at the faulty gate output is flipped even if it should stay constant
during the test. The value flip in the lower level causes that a pull-down path in the
following level becomes conductive even if it should be closed (for sub-test 2) or vice-versa
(for sub-test 3). In this way, a possible fault syndrome is propagated up to the primary
outputs.
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Figure A.2: An iteration of the sub-test 1 for a fault-free circuit for level 2 (i = 2). Compare
with the column “step” in Table A.1.
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Figure A.3: An iteration of the sub-test 1 for a faulty circuit for level 2 (i = 2). Compare
with the column “step” in Table A.1. A behavior for a stuck-open fault in transistor f is
shown. Stuck-open faults in transistors g, d or b in the same gate expose equivalent fault
symptom.
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Appendix B

Open Source VLSI EDA Tools and
Resources

This section provides a short overview of the open-source tools and resources suitable for
research and educational purposes in the field of VLSI design. The advantage of using
open tools and resources in research is in removing a significant obstacle for replicability
[32, 115]. The majority of results published in this dissertation thesis were realized using
open-source tools and other publicly available resources.

The field of advanced digital VLSI EDA tools is nowadays partitioned between sev-
eral major players supplying expansive toolchains covering design, verification, and test of
integrated circuits. Many VLSI Electronic Design Automation (EDA) tools were created
during the past about 50 years also in academia. The academic EDA tools constitute
a diverse ecosystem. The open-source tools are rarely integrated into consistent and com-
plete toolchains compared to their commercial counterparts. However, a number of the
open-source EDA tools include industry-grade properties while being actively developed.
Several notable projects also entered the field in the last few years.

The important part of the VLSI development process is the connection with the man-
ufacturing technology. Every design must be designed and verified according to the design
rules specific to the given technology. Additionally, specific simulation models and cell
libraries must be available. The package of the design rules and libraries ready-to-use for
a supported toolchain is called Process Design Kit (PDK).

B.1 Digital Design Toolchains

The major commercial supplyers of commercial EDA tools are Siemens EDA (formelly
Mentor Graphics) with it’s flagship Calibre [110]; Cadence with their Virtuoso [22]; and
Synopsys with its Custom Design Platform [116].

The common limitation of most completely open toolchains is the lack of support for
advanced technology nodes (below 100nm). In spite, the advanced VLSI design is today
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B. Open Source VLSI EDA Tools and Resources

hard-to-imagine without expensive commercial tools, startups like efabless.com [38] or
Symbiotic [48] recently raised around open digital toolchains. Similarly, the VLSI-related
research can be (in part) covered by open tools.
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Figure B.1: Typical Digital Design Flow, notable open simmulation tools, and notable
open digital toolchains

The typical digital design flow components are shown in Figure B.1, where the design
is synthesized from the RTL to structural and finally to physical description. The design
and also the overall design synthesis process must be verified – typical verification involves
simulation at different levels and layout-vs-schematic checks – see Figure B.1.

The available open RTL simulators cover both major design and simulation languages
used in digital design – VHDL and Verilog. Notable examples of widely used simulators
are GHDL [96] or Icarus-Verilog [133]. Fast layout simulation might be performed at the
switch-level using RC simulators. The ancient, while still maintained RC simulator is
IRSIM [33].

The circuit-level simulation is typically performed in one of the SPICE programs (Sim-
ulation Program with Integrated Circuit Emphasis). All the SPICE programs have a com-
mon predecessor in the Berkeley SPICE [89]. The direct open-source successor of the
Berkeley SPICE is ngSPICE [125] originally based on the codebase of the last release
of Berkeleys’ SPICE, Spice3f5 [125]. ngSPICE is competitive with the commercial-grade
SPICE programs in common tasks. Additionally, it offers compatibility modes with widely
used commercial SPICE programs: Cadences’ PSPICE and LTSPICE [8]. Another open-
source spice-like simulation program is Gnucap [31]. Even Gnucap suffers mostly by in-
compatibility with the latest CMOS models (BSIM4 is not supported), smaller developer-
and userbase, it comes with a more modern design (the codebase is not ancient compared
to ngSPICE) and includes better support for more recent technologies e.g. the subset of
Verilog-AMS [63].

Yosys [134] and alternatively, ODIN-II [126] are nowadays predominantly used for RTL
synthesis. For logic optimization, the Berkeley ABC [82, 83] is used. The lower levels

112



B.2. Process Design Kits

of the digital flow are typically toolchain-dependent. Figure B.1 shows the notable open
digital toolchains including the most important tools used as their building blocks.

The most complete open digital toolchains were for years QFlow [36] developed by Tim
Edwards, and the toolchains developed by Sorbonne University: Alliance and its successor
Coriolis. The digital circuit could also be designed using long-term living GNU Electric
[44].

The most complete VLSI layout tools incorporated into many open toolchains are Magic
[34] and KLayout [97].

In 2018, the OpenROAD [124] project has been started [3]. The aim of this pro-
ject supported by DARPA (Defense Advanced Research Projects Agency) is to create an
automated (AI co-driven) design flow for advanced technology nodes targeting 16/14nm
technology node [3]. At the time of writing this dissertation thesis, the stable release
date of OpenROAD is approaching. In the OpenROAD framework, several game-changing
open tools were created – some of them were already used for real designs [37]. The open-
ROAD tools were incorporated into OpenLANE [39] toolchain replacing and enhancing
the long-standing, but less powerful tools originally used in QFlow [37, 46]. OpenLANE is
developed by Efabless and it is already proven by real designs [37].

All the open toolchains are fighting with design resources [3, 37], as the process-related
data remain predominantly closed (available under NDA), there are only a few available
PDKs. On the other hand, the closed PDKs apparently are the base of the business model
for open-source toolchain developers like Efabless allowing them to monetize their unique
know-how and design-proven PDKs for open tools.

Currently, QFlow slowly becomes deprecated, as OpenLANE became more powerful
and contains notable extensions like DFT or a more powerful router. However, like this dis-
sertation thesis overlap with OpenLANE and OpenROAD development, the toolchain used
through this dissertation thesis is QFlow: GrayWolf [50] is used for placement, QRouter
[35] for routing and Magic [34] is used as a primary VLSI layout tool.

B.2 Process Design Kits

The Process Design Kits (PDKs) are developed by or for the silicon foundries for their
proprietary processes. Typically, PDKs are available for a subset of major toolchains.
In the past years, the interoperable PDK (iPDK) [78] initiative was introduced to increase
tool interoperability, however, only specific tools are still often supported by foundries
for their processes. The PDKs are available for developers typically under NDA only, to
protect the foundry’s know-how. A comprehensive overview of technologies and PDKs
available for European researchers is provided by Europractice [117].

The PDKs for open toolchains created for academic projects are typically kept in-house,
as they also rely on NDAs signed with foundries. An overview of notable publicly available
PDKs is in Figure B.2. The most widely used and publicly available design rule set is
the MOSIS Scalable CMOS [87]; unfortunately, MOSIS has cut down the foundry support
significantly – in 2018, MOSIS accepted designs created using Scalable CMOS (SCMOS)
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Figure B.2: Open PDK Overview

for only one fabrication process [87]. There are also not many open standard cell libraries.
The notable exception is the standard cell library provided by Oklahoma State University
(OSU) [91] used throughout this dissertation thesis.

Last, but not least, the full-featured PDK must include SPICE models. There is in gen-
eral a great lack of open SPICE models for VLSI. One option is the Predictive Technology
Model (PTM) collection developed by the Nanoscale Integration and Modeling (NIMO)
Group at ASU [64]. The disadvantage of this model collection is the lack of corner models
taking process variations into account. The models are virtual, meaning that they are not
fitted to an existing manufacturing process.

As an alternative, the author of this dissertation thesis compiled a SPICE model collec-
tion [21] using archived MOSIS MPW data for several processes scattered on the web. The
collection of models gives an idea of process variations and can be employed in Monte-Carlo
simulation as an alternative if corner models are not available.

The complete open PDK intended for research and education is the FreePDK [123] for
45nm and 15nm processes. Even though this PDK is free, it is developed exclusively for
Cadence tools. The other disadvantage is that the PDK is virtual, meaning that it has
no connection to the manufacturing process, nor a complete SPICE model collection is
available – virtual PTM models are used.

Similarly, the ASAP7 [122] PDK targeting the 7nm virtual node was created by Arizona
State University in cooperation with ARM Research. Compared to FreePDK, ASAP7
requires Calibre tools. The notable advantage of this PDK is that it includes transistor
corner models enabling more accurate SPICE-level analysis.

The most complete effort in this area is a fresh work-in-progress open PDK project
SkyWater SKY130 PDK [12], which is a joined effort of Google and SkyWater Technology
– the foundry. This project includes design files for open toolchains and it also utilizes the
OSU library as an option.
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