A Complex System for Fast and Reliable Deployment of Cooperating Autonomous Aerial Vehicles

Doctoral Thesis

Ing. Vojtěch Spurný

Prague, August 2021

Ph.D. Programme: Electrical Engineering and Information Technology
Branch of Study: Artificial Intelligence and Biocybernetics

Supervisor: doc. Ing. Martin Saska, Dr. rer. nat.
I would like to thank my supervisor, Martin Saska, for his great guidance during my studies and research. Furthermore, I would like to thank all my colleagues from Multi-robot systems (MRS) group for their friendship and help throughout my studies. I thank Tomáš Báča, Viktor Walter, Matěj Petrlík, Matouš Vrba, Daniel Heřt, Vít Krátký, Pavel Petráček, Petr Štibinger, and many others. Without their enormous work on the MRS system for UAVs, it would not be possible to accomplish the results presented in this thesis. Finally, special thanks go to my friends and my family for their support. Above all, I am extremely grateful to my Žuzana for the final push to finish my studies.

During my PhD studies, I have been supported by Czech Republic through PhD scholarship. The Czech Science Foundation supported this work through projects No. 17-16900Y, No. 19-22555Y, No. 20-10280S, and No. 20-29531S. The Czech Technical University in Prague supported my work with grants SGS15/157/OHK3/2T/13, SGS17/187/OHK3/3T/13, and SGS20/174/OHK3/3T/13. The Ministry of Education of the Czech Republic has funded my research by OP VVV funded project CZ.02.1.01/0.0/0.0/16_019/0000765 “Research Center for Informatics”. The Ministry of Culture of the Czech Republic has funded my research by R&D project No. DG18P02OVV069 from programme NAKI II. European Union supported my work through H2020 project AERIAL CORE, No. 871479. The Khalifa University of Science funded our participation in the MBZIRC 2017 and MBZIRC 2020 competitions that also motivated this work.
Copyright

This thesis is a compilation of several journal articles and conference proceedings in Web of Science published during my PhD studies. The included publications are presented in accordance with the copyrights of IEEE and Wiley for posting the works for internal institutional uses. The works are protected by the copyrights of respective publishers and can not be further reprinted without the permission of the publishers.

© IEEE 2017, 2018, 2019, 2020, 2021
© Wiley 2019
Abstract

In time-sensitive scenarios such as disaster response, first responders face increased technical challenges. These challenges may include rugged terrain, unstable structures, degraded environmental conditions, severe communication constraints, and extensive operation areas. To ensure the safety of human responders, autonomous robots such as Unmanned Aerial Vehicles (UAVs) are well suited for this task. At the beginning of the research for this thesis, the testing standard in the UAV community was to use a simulated environment or to conduct short isolated experiments under laboratory conditions relying on a motion capture system with no external disturbances and a stable communication infrastructure without interference. Compared to these approaches, real-world deployment raises additional constraints and challenges to fundamental research problems. A robotic system for a real-world application requires a reliable high-level planning architecture to recover from robot failures and malfunctions of its system parts. This is essential for the UAV and especially for the multi-UAV systems that are the focus of this thesis. Communication between the robots is required to fully access the capabilities of the deployed multi-robot team. As of today however, the technical requirements for an operational communication infrastructure are still a bottleneck. Therefore, the first part of the thesis is dedicated to developing a novel high-level planning architecture that considers different strategies based on the availability of a communication infrastructure in addition to failures of sensors and actuators. When enabled, this maximizes the contributions and tight cooperation of the multi-robot system. The second part of the thesis focuses on motion planning for multiple cooperating UAVs inspired by three real-world scenarios: autonomous delivery of objects by a team of UAVs, autonomous aerial surveys of building interiors, and autonomous firefighting. The object delivery and firefighting scenarios were motivated by challenges in the Mohamed Bin Zayed International Robotics Challenge (MBZIRC) 2017 and 2020.
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Chapter 1
Introduction

Research on Unmanned Aerial Vehicles (UAVs) is one of the most rapidly developing fields in mobile robotics. UAVs are becoming especially useful and widely used in numerous applications due to their potential for rapid deployment and their ability to reach locations that are difficult or dangerous for humans to access [25]. While fixed wing UAVs perform stable flights better at high speeds, long ranges, and extended flight times, rotary wing UAVs (such as the popular multi-rotor helicopters) benefit from high maneuverability, vertical take offs and landings, and better flight performance in cluttered environments or close to obstacles while being able to hover at a desired position in a 3D environment. With advances in technology, the acquisition costs for a single robot are decreasing. These lower acquisition costs have made it possible to deploy more robots to fulfill a given task. The deployment of a group of robots can decrease the time required for fulfilling a given task and increase the robustness of the system w.r.t. potential vehicle faults. In some cases, they may even complete missions that cannot be solved by a single vehicle, such as delivering large objects with weights exceeding the maximum payload of the individual robots.

In time-sensitive scenarios, such as disaster response, first responders face increased technical challenges, including rugged terrain, unstable structures, degraded environmental conditions, severe communication constraints, and extensive operation areas. To ensure the safety of human responders, autonomous robots such as UAVs are well suited for this task. Despite progress in the autonomy and reliability of UAVs, they are still most often teleoperated by a pilot while helping on site after natural disasters. Teleoperated UAVs are used for various situations, e.g., providing assistance for cities hit by an earthquake [26], [27], finding victims in urban areas [28], localizing flooded areas [29], finding survivors during floods [30], and quickly localizing forest fires [31]. However, to fully exploit the potential of UAVs, it is necessary to move from teleoperated robots to autonomous robots that are able to perceive their environment, reliably localize and navigate within it, and mutually influence their state by interacting with objects of interest. Furthermore, the use of multi-UAV teams entails additional challenges, such as inter-UAV communication and multi-robot conflict resolution. Therefore, in order to achieve efficient, safe, and reliable cooperation, multi-UAV architectures that are robust to the loss of faulty teammates and flexible enough to integrate and accommodate new software modules in an easy manner are needed [32]. All of these points have motivated the research presented in this thesis.

To push autonomous robot research further, several international robotics competitions have been organized in recent years. These competitions provide the opportunity for the best international teams of this field to deploy their approaches for particular problems outside of laboratory environments with limited time for preparation. The Defense Advanced Research Projects Agency (DARPA) Subterranean (SubT) Challenge [33] and the MBZIRC [34] are two of the most prestigious competitions, both of which focus on multi-robot scenarios.

The DARPA SubT Challenge aims to develop autonomous robot systems that would augment operations underground. Subterranean environments can extend for many kilometers and include highly constrained passages, multiple levels, and vertical shafts. Therefore, this
environment presents significant challenges for situational awareness. Figure 1.1 shows photos from the SubT Challenge.

The second competition mentioned is the MBZIRC competition. The MBZIRC is composed of several challenges motivated by the intent to push technological and application boundaries in robotics beyond the current state of the art. These technological challenges include fast autonomous navigation in semi-unstructured, complex, dynamic environments with minimal prior knowledge, robust perception and tracking of dynamic objects in 3D, sensing and avoiding obstacles, Global Navigation Satellite System (GNSS) denied navigation in indoor-outdoor environments, physical interactions, complex mobile manipulations, and air-surface collaboration.

This thesis is a compilation of six core publications [1c], [2c], [3c], [4c], [5c], [6c]. The work included in this thesis proposes robust high-level planning architectures and motion planning methods for multiple UAVs working simultaneously. The presented work is motivated mainly by following three robotic scenarios where the autonomous UAVs can be effectively used.

- **Autonomous Search, Grasping, and Delivery of Objects by a Team of UAVs**

Delivery applications using a UAV are a hot topic nowadays and the community has already proposed several working solutions. In the USA, Google’s parent company, Alphabet, has developed an autonomous UAV delivery service known as the Wing [35]. The Wing is a small, lightweight fixed wing aircraft with a navigation system that can deliver small packages, including food, medicine, and household items. Another USA corporation, Amazon, has proposed several platforms for the autonomous aerial delivery of small packages [36]. Examples of such platforms include a fixed wing aircraft, a multi-rotor aircraft, and a combination of fixed wing UAV and multi-rotor UAV. The last platform takes advantage of both types of UAVs, making the vertical takeoff and landing done with a multi-rotor UAV and the long-range stable flights of fixed wing UAV possible. In September 2019, researchers from the National University of Ireland were able to use a UAV to deliver diabetes medication from Galway to a remote location in the Aran Islands [37]. This was the first successful delivery beyond a visual line of sight.
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Figure 1.2: Photos from Challenge 3 of the MBZIRC 2017 in Abu Dhabi, UAE [3c].

sight diabetes UAV mission, demonstrating to the world that UAVs could carry medical supplies reliably. All of these works are focused on autonomous delivery, where the packages have to be placed on the UAV or removed from the UAV manually. However, the robotic community is interested in fully autonomous tasks composed of localization, acquisition, transport, and package drop-off. This interest in the community can be seen in Challenge 3 of the MBZIRC 2017, where a team of three UAVs had to find a set of static and moving colored ferromagnetic objects and deliver them to the target location. The deployment of a team of UAVs was motivated by the limited total mission time and the inclusion of large objects with weights exceeding the maximum payload of the individual robots (see Figure 1.2 for pictures from the MBZIRC 2017 competition). The system that won Challenge 3 of the MBZIRC 2017 is presented as part of this thesis.

- **Autonomous Aerial Surveys of Historical Building Interiors**

A problematic task for historians and restorers working on heritage buildings, such as churches, is obtaining data to determine the state of objects of interest within the interior of historical structures. Typically, costly scaffolding must be built to acquire the data, but it is unfeasible to keep large scaffolding up for extended times due to regular services. This would, however, be necessary to study the long-term progress of restoration work. Some parts of these buildings could not even be reached by people for decades and would need to be inspected. In recent years, UAVs have been widely used in the heritage sector. This technology can be used to monitor outdoor archaeological sites, excavated objects, or for analysis of roof conditions, and likewise for monitoring artifacts, murals, and paintings within the interior of historical structures. UAVs can carry various sensors, such as high-resolution cameras or even laser scanners, allowing the capture of still images, videos, and data for detailed off-line analysis. Unfortunately, the interiors of these historical sites often have poor lighting conditions. Therefore, we propose a system designed for the inspection of difficult to access places under poor lighting conditions by a formation of autonomous UAVs (see Figure 1.3). This setup aims to fully autonomously apply the advanced illumination techniques that are often used by historians and restorers for the manual inspection of the interiors of historical monuments. The use of autonomy brings several advantages that are barely manageable or even impossible to do with teleoperated UAVs. Such advantages include precise flight close to objects, access to places without an operator’s direct line of sight, and the
possibility to perform the same flight repeatedly in order to help monitor the state of the object over time. In this thesis, we present the results of fundamental research on this topic. Currently, the obtained results are being used as the base of a system that has already been deployed for documentation in fourteen historical sites in the Czech Republic (CZE). The results from these deployments are publicly available at http://mrs.felk.cvut.cz/dronument.

- **Autonomous Firefighting**

The last scenario is motivated by the use of robots for urban firefighting missions. This scenario has impelled the robotic community and industry, as can be seen by its selection as one of the challenges of the MBZIRC 2020 competition. A cooperative firefighting mission was the most complex task at MBZIRC 2020, requiring a team of robots to collaborate on a series of urban firefighting-related tasks in outdoor and indoor environments. For this task, three UAVs and one Unmanned Ground Vehicle (UGV) had to collaborate to autonomously extinguish a series of fires (real and simulated) in an urban building (see Figure 1.4). The fires were placed at various random locations at ground level in the arena (indoor and outdoor) and different heights of the building. The challenge can be divided into four separate sub-tasks: extinguishing interior fires by a UGV, extinguishing fires on the facade of the building by UAVs, extinguishing ground fires by UAVs, and extinguishing fires inside the building by UAVs. These tasks were meant to be solved in their full scope, including searching for fires with unknown positions, fire extinguishing, and cooperation among multiple UAVs and a UGV working in the same environment. The team deployment enables the use of a range of firefighting techniques (a fire-extinguishing agent or a fire blanket) and various platforms (UAV and UGV). In this thesis, we present a solution that was a part of the system which won the MBZIRC 2020 competition. Furthermore, the results of this research led to an industrial solution for the real firefighting using UAV that is now under development.\footnote{http://mrs.felk.cvut.cz/projects/dofec}
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Figure 1.4: Photos from the firefighting challenge of the MBZIRC 2020 in Abu Dhabi, UAE. The left image shows fire extinguishing using a fire blanket. The right image displays UAV during the extinguishing of fire on the building facade by spraying a fire-extinguishing agent [14a, 18a].

1.1 Thesis outline

The rest of this thesis is organized in the following manner. In the next chapter, we will summarize the contributions of this thesis. In Chapters 3–8, a short introduction of individual core publications is followed by the manuscripts themselves. The thesis is concluded by Chapter 9 where the contributions of the thesis are discussed.
Chapter 2
Contributions

This chapter provides an overview to the author’s contributions with the primary focus on four journal articles [1c]–[4c] and two conference proceedings in Web of Science [5c], [6c] that form the core of the thesis. This chapter contains three sections based on the relevance of the contributions of the individual core publications.

2.1 High-level planning architecture

When compared to a single robot, the deployment of multiple cooperating robots sharing the same environment presents several challenging aspects that must be solved. The most demanding aspect is communication. Communication between robots is required to fully access the capabilities of deployed multi-robot teams. This communication, for example, enables sharing observed maps between robots and their tasks. By sharing this information, the robots in the team are able to know the already-visited parts of the area, which could help speed up the exploration process during search & rescue missions.

Although communication brings many advantages, the technical requirements for working communication infrastructure are currently still a bottleneck. Therefore, the robotic community also provides approaches for teams of robots that do not rely on communication [38], or that only use explicit communication by observing other UAVs to achieve relative localization [39], [40]. A typical example of such an approach is the behavior-based swarm [41]. In these swarms, the collective behavior emerges from local information that can be directly obtained using onboard sensors. The locality allows achieving decentralized sensing and acting. Some other missions do not require direct coordination and cooperation between robots. In the case of communication drop out, it is beneficial for such missions to design a safety mechanism that can rely on topological properties of the tasks to achieve non-collision behavior.

For example, one of such missions is the urban firefighting challenge of the MBZIRC 2020 competition. As has been already mentioned, this challenge can be divided into four separate sub-tasks: extinguishing interior fires by a UGV [16a], extinguishing fires on the facade of the building by UAVs [14a], extinguishing ground fires by UAVs [18a], and extinguishing fires inside the building by UAVs [1c]. The last task of the challenge was primarily solved by the author of this thesis and is one of the core publications.

The employment of UAVs in firefighting has already been explored in several works. An obvious example of a situation where UAVs can prove beneficial is outdoor fire detection and monitoring. As reported in [42], a system of multiple UAVs can be used for automatic forest fire monitoring using visual and infrared cameras. Real experiments with forest fire monitoring in a national park have already been conducted by the Hungarian fire department [43]. The authors of [44] describe a task allocation strategy for the distributed cooperation of ground and aerial robot teams in fire detection and extinguishing. In [45], a UAV system is designed to extinguish a fire by dropping a fire-extinguishing capsule on it.

The use of UAVs for fighting fires has already been a topic in robotic competitions. [46] describes the design and implementation of a firefighting UAV for outdoor applications.
designed specifically for the IMAV 2015 competition. The employment of UAVs could also prove to be beneficial and life-saving in urban environments. Studies have already been done on fire detection in urban areas using a thermal camera carried by a UAV \cite{47}. UAVs capable of entering buildings through doors and windows will be especially helpful because of their ability to reach the target location much earlier than human firefighters. \cite{48} contains the design of a semi-autonomous indoor firefighting UAV. The authors designed a fireproof, thermoelectrically-cooled UAV equipped with visual and thermal cameras, a collision avoidance module, and a first-person view system. However, to fully exploit the potential of UAVs in firefighting and to achieve reliable operation, the UAVs themselves need to be autonomous.

In the first core article of this thesis \cite{1c}, we present the methodology developed for the fully autonomous extinguishing of fires inside a building using a UAV. The overall system includes control and estimation of the UAV state, interior motion planning and exploration, window and fire detection and their position estimation, and fire extinguishing. One of the main contributions of this work lies in the precise control needed for flying through relatively small windows and for the precise spraying of a fire-extinguishing agent into a small opening representing the fire while using multiple sensory data to increase reliability. We have presented a novel multi-layer control pipeline that further enables precise localization and stabilization in an open space around a building, inside rooms with obstacles, and a smooth transition between these two environments (with GNSS and GNSS-denied). To achieve this new robotic challenge, a novel reliable high-level planning architecture was designed by the author of this thesis to be able to recover from failures and from a malfunction of the localization part. In addition, the author has contributed with a novel interior motion planning and exploration method that was the first method to solve the challenging task of collision-free GNSS-denied UAV motion planning using one sensory set and complete coverage of the interior by a different sensory set with a limited field of view. We refer to Chapter 3 for detailed information about the core publication \cite{1c}.

The following two core publications \cite{2c} and \cite{3c} utilize advantages of communication (if available) and provide a fallback solution in the case of communication dropout. This
challenge was successfully solved by the author of this thesis by designing a novel approach called the Failure recovery and Synchronization jobs Manager (FSM). The proposed FSM is crucial for managing all parts of the systems and coordinating all UAVs sharing the same workspace. The FSM was the first approach designed in order to achieve the reliability required for the deployment of UAVs in real-world conditions, which again requires the ability to recover from UAV failures and also from a malfunction of the localization and communication infrastructure. For example, for the first scenario of this thesis considered with the autonomous searching, grasping, and delivering of objects by a team of UAVs, the robots can easily collide with the objects being grasped due to gusting winds. In combination with the ground effect, this can create an unpredictable external force on the UAV in the final phase of the approach to an object. Such a collision could result in a UAV crash, deadlock, or an overturned object. Moreover, the malfunctions of UAV subsystems, such as camera dropouts, incorrect height measurements, gripper failure or gripper feedback failure, and imprecise object gripping, can be expected in demanding outdoor conditions. All these eventualities need to be considered by the FSM in order to enable undisturbed operation of the remaining robots in the event of a UAV failure, limited operation of a UAV with a faulty subsystem, or an unsuccessful or interrupted task. We refer to Chapter 4 and Chapter 5 for detailed information about these core publications [2c] and [3c], respectively.

The most relevant work that addresses multi-UAV applications of physical interaction with the environment considering the existence of or lack of communication is [38]. Their method is applied to autonomous structure assembly. The authors provide two solutions: an online planner when the communication is available and an offline planner when it is not. In the case of the offline planner, tasks must be assigned to the robots offline before the execution starts. Nevertheless, they do not force robots to follow the precomputed plan. They designed an online re-allocation strategy that can change the order of tasks and execute new ones not initially included in their plan to face unforeseen events during the construction process. However, the work [38] when compared to the [2c], [3c] is more focused on the task allocation problem and the results are presented using only simulations. Recently, other participating teams in the MBZIRC 2020 have published their approaches for multi-UAV coordination in autonomous construction, which was one of the challenges of the competition [32], [49]. Our MBZIRC 2020 team also participated in this challenge and won first place. Our approach to the autonomous construction problem is described in [13a].

2.2 Motion planning for multiple UAVs

The second scientific topic solved in this thesis is motion planning for multiple directly cooperating UAVs sharing the same workspace. The first core publication targeting this topic is [5c]. This work is applied to autonomous transport of large objects by a pair of UAVs. The carrying of large objects using UAVs is a challenging task with several solutions having already been proposed [50]–[54]. The most relevant work [52] tackles the transportation of objects by rigidly attached quadrotors. However, the reliability and performance of this approach are difficult to compare to our proposed solution since the method is verified only in numerical simulations and the aspects of real-world deployment are not considered. In addition, it requires a known reference trajectory, which limits its usability in autonomous missions. The transport of large objects by multiple UAVs is addressed in [50], [51], where the
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Figure 2.2: The left image shows snapshots from an outdoor experiment in which a large object is transported by a pair of UAVs through a narrow passage. The right image shows an example of a solution provided by a basic sampling-based motion planning algorithm [5c].

systems are designed for use in a simple indoor environment without obstacles and a motion capture system is used for team stabilization. A motion capture system was also used in [53], where the stabilization of a bar attached by ropes of different lengths to two UAVs is studied. Their system enables stabilization of the bar in a static position, but it does not allow transport in environments with obstacles. Transport by UAVs equipped with manipulators in an environment with obstacles is studied in [54]. In this approach, an estimate of the UAVs states are obtained by a motion capture system, and therefore possible real-world influences are not considered in the motion planning. Despite these recent works, the difficulty of this task in real-world conditions can be observed in results achieved by the leading robotic laboratories (selected from 143 applications) in the MBZIRC 2017, where none of the competitors was able to solve the given task cooperatively.

In [5c], we presented the first system designed for solving a cooperative transportation task by a UAV pair in environments with obstacles. The novelty of the proposed concept lies in planning a path that prefers to maintain the distance between the UAV pair as close as possible to the optimal for object carrying. However, it also enable temporary deviation when necessary. This prevents the pair carrying the object from experiencing undesired oscillations and increases the system’s stability and robustness in real-world conditions where sensory data are affected by noise and UAVs may be subject to external disturbances. The core of the presented solution is a sampling-based motion planning algorithm, which was purposely designed to satisfy these needs. This novel method takes advantage of a guiding-based sampling of the configuration space [55]. At the same time, it includes cost-driven expansion to find an appropriate solution to the given task in terms of smoothness and quality of achieved paths, with respect to stability and reliability. Due to the cost function involved in the planning process, the UAVs are steered to operate in relative positions identified as the most appropriate for the given task. However, our proposed system enables temporary deviation from the desired shape of formation in the event that the surrounding environment requires
Figure 2.3: The example of the generated set of Reflectance Transformation Imaging technique (RTI) goals marked with green dots and arrows. The yellow rectangle identifies the scanned object, and the blue curves indicate the horizontal splines, that represent possible positions of the RTI goals. Label OoI represents Object of Interest [4c].

it. This makes our solution applicable in a real-world environment with obstacles, where all other systems available at the time of publication would otherwise fail. The guiding-based process is essential to increasing the speed in which a solution to the motion planning task can be found. It also offers fast onboard re-planning in the event of detected environment alternation, which is also vital for the reliable real-world deployment of the system. We refer to Chapter 6 for detailed information about the core publication [5c].

The last two core publications selected in this thesis, [6c] and [4c], are motivated by the task of visual documentation and inspection of the interiors of historical buildings, with the research focus being on a formation of cooperating UAVs. The core publication [6c] presents a self-stabilized formation of UAVs employed for filming and visual inspection in dark conditions, where just one of the UAVs carries a camera and the neighboring UAVs each carry a source of light. The proposed novel control and planning approach enables setting the direction of the light sources dependent on the position of the camera, which makes it possible to realize two techniques with full autonomy — Three point lighting technique [56], [57] and Strong side lighting method [58]. Nowadays, these methods are often used by historians and restorers to manually inspect the interiors of historical monuments. It is a challenging problem to accomplish this with autonomous UAVs. We propose to define such methods as a multi-objective optimization problem in the Model Predictive Control (MPC) framework [59]. The MPC approach is used for control of the formation members while taking into account task objectives, as well as constraints of the formation flying (obstacle avoidance, mutual collision avoidance), low-level UAV stabilization (motion constraints), filming (limited camera field of view, keeping all UAVs out of the taken images), and illumination (providing the intensity of the lighting in a required range, keeping the recommended angle between the light and camera axes). Based on this theory, we have designed the first system enabling smart lighting by UAVs and experimentally verified it in the real conditions of historical objects. We refer to Chapter 7 for detailed information about the core publication [6c].

The last mentioned core publication [4c] presents a novel methodology to achieve a
Reflectance Transformation Imaging technique (RTI) \[60\], \[61\] autonomously by UAVs. RTI is a computational photographic method that captures the surface shape and color of a subject and enables interactive re-lighting from any direction in a software viewer, revealing details that are not visible to the naked eye. The input of RTI is a set of images captured by a static camera, each one under illumination from a different known direction. An innovative approach applying two UAVs to perform this scanning procedure was presented. \[4c\] presents three approaches to the generation of sequences of RTI positions and proposes an MPC-based framework for navigation of the UAVs between this generated sequence of positions (see Figure 2.3 with an example of the generated set of RTI goals). We refer to Chapter 8 for detailed information about the core publication \[4c\].

The formation stabilization and navigation technique in \[6c\] and \[4c\] arises from the theoretical work on leader-follower formation stabilization done by our lab at Czech Technical University \[8a\], \[20a\]. In leader-follower methods \[62\]–\[64\], one or more robots from the group are assigned the role of leaders while the rest are treated as followers. The task of the followers is to position themselves relative to the leader and maintain this relative position during a mission. The advantage of this method is its simplicity as the leader’s behavior defines the behavior of the whole group. Furthermore, the leader-follower configuration is considered to be an energy-saving mechanism for aerial vehicles \[65\].

### 2.3 System for facilitation of transfer from fundamental achievements to real experiments

Finally, we mention one contribution of the author that is more technical than theoretical, but has positively influenced the scientific community in this field.

A well-designed simulation software makes it possible to test algorithms rapidly, design robots, perform regression testing, and train AI systems using realistic scenarios. Nowadays, the systems developed by the robotic community often rely on Robot Operating System (ROS) \[66\], which is an open-source set of software libraries and tools. Using ROS, complex tasks can be easily divided into smaller sub-tasks (nodes), which improves and clarifies the structure of the solution. One of the publicly available simulators is the Gazebo robotic simulator (Gazebo) \[67\]. The Gazebo simulator is compatible with ROS and allows to be used for software in the loop together with UAV autopilot firmware. This provides a very realistic testbed for UAVs and significantly simplifies testing the whole system. For this purpose, we have developed our simulation environment, which was made publicly available\[1\]. It makes use of the open-source Gazebo simulator and is set up for multiple different variants of our hardware UAV platforms (DJI f450, DJI f550, Tarot 650 sport, etc.). It can also easily be extended to a new hardware setup. All UAV hardware elements, including the Pixhawk flight controller\[2\], the actuators, and various sensors are simulated with high fidelity, so there is only a minimal difference between simulated flight and real-world flight. This ensures a smooth transition between simulation and reality, which significantly accelerates the deployment of new robotic methods and algorithms. Therefore, hardware experiments can be realized in a very short time and with fewer safety risks than with direct hardware verification.

\[1\] https://github.com/ctu-mrs/simulation

\[2\] The Pixhawk autopilot is an open-hardware and open-software architecture, which is advantageous for research in the field of aerial robotics \[68\].
Another significant advantage of our software is the possibility to easily deploy multiple UAVs simultaneously with different sensor settings in one environment. Figure 2.4 shows examples of different simulated environments and UAV platforms. This software has been thoroughly used and tested not only by our research group, but also by our research partners (University of Pennsylvania, New York University, CNRS Toulouse, University of Twente, University of Seville, and many more) during the last five years as a part of the Multi-robot Systems Group (MRS) system [10a]. For instance, the system helps research in projects focused on UAV mutual detection and localization [69], [72], localization of sources of ionizing radiation using a group of small UAVs [73], [75], data collection [21a], [23a], [76], [78], UAV swarms [40], [79], [80], or protection of critical infrastructures against rogue drones [12a], [81]. This system is also being used for teaching and has already been used by more than 200 Master's degree or Ph.D. degree students from 50 different research groups attending the Institute of Electrical and Electronics Engineers (IEEE) Robotics and Automation Society (RAS) Summer School on Multi-Robot Systems in 2019 and 2020, or with study stays in our research group at CTU in Prague. This has allowed many robotic groups to conduct realistic verification of their scientific achievements and bridge the gap between theoretical and practical robotics.

The functionalities of methods and algorithms presented in these publications in which the author has contributed throughout the last five years were tested using the proposed software.
Chapter 3

Autonomous Firefighting Inside Buildings by an Unmanned Aerial Vehicle

In this chapter, we present the first core publication called *Autonomous Firefighting Inside Buildings by an Unmanned Aerial Vehicle* [1c] published in Q1 journal IEEE Access in 2021.


Here, we give a short overview of this 19-page paper. The paper itself is provided as the second part of this chapter.

The introductory section explains our motivation for developing an autonomous system for firefighting inside a building and highlights research contributions. This section lists related works by citing articles that focus on firefighting-related search & rescue missions and articles which deal with motion planning, control, and estimation of the UAV.

Section autonomous system design describes in detail parts of the proposed method. The main parts of the article discuss control and estimation of the UAV state in an outdoor and indoor environment, window detection and estimation, indoor motion planning and exploration, detection and estimation of the position of fires, fire extinguishing, and high-level behavior control. The high-level behavior control is the main content of this thesis, as it is the crucial component responsible for the robustness of the entire system by providing failure detection and recovery abilities.

The following experimental results section presents the results obtained by multiple deployments of the presented methodology in simulated and real-world environments. The proposed methodology was also selected as the core of an industrial firefighting UAV system using fire-extinguishing capsules, which supports the practical usability of the proposed fundamental research results.
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ABSTRACT This paper presents a novel approach to autonomous extinguishing of indoor fires inside a building by a Micro-scale Unmanned Aerial Vehicle (MAV). In particular, controlling and estimating the MAV state, detection of a building entrance, multi-modal MAV localization during the outdoor-indoor transition, interior motion planning and exploration, fire detection and position estimation, and fire extinguishing are discussed. The performance of these elements, as well as of the entire integrated system, are evaluated in simulations and field tests in various demanding real-world conditions. The system presented here is part of a complex multi-MAV solution that won the Mohamed Bin Zayed International Robotics Challenge 2020 (MBZIRC 2020) competition, and is being used as the core of a fire-fighting Unmanned Aerial System (UAS) industrial platform under development. A video attachment to this paper is available at the website http://mrs.felk.cvut.cz/2020firechallenge-insidefires.
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I. INTRODUCTION

Micro-scale Unmanned Aerial Vehicles (MAVs) are nowadays used in numerous applications due to their potential for rapid deployment and their ability to reach locations that are difficult or dangerous for humans to access [1]. Despite advances in the autonomy and the reliability of MAVs, they are most often still teleoperated by a pilot while helping on site after natural disasters. Teleoperated MAVs are used for various situations, e.g. for providing assistance for cities hit by an earthquake [2], [3], finding victims in urban areas [4], localizing flooded areas [5], finding survivors during floods [6], and quickly localizing forest fires [7]. Further examples of robots assisting in search and rescue missions are presented in [8].

The MAVs deployed in the applications mentioned above operate at high altitudes, where no obstacles can be encountered and Global Navigation Satellite System (GNSS) localization is reliable. However, to fully exploit the potential of MAVs assisting in disaster response tasks, it is necessary to move from teleoperated robots to autonomous robots that perceive their environment, can reliably localize and navigate in it, and furthermore, can influence their state by interacting with objects of interest. Autonomous MAVs have already been tested for use in locations where teleoperated MAVs cannot operate, e.g. coal mine tunnels [9], which can be dangerous to access after natural disasters such as earthquakes or...
gas fires. A multi-modal mapping unit [10] can be attached to
an MAV to provide autonomous exploration of GNSS-denied
dark environments. A small agile MAV can be deployed as a
first responder [11] of a rescue team to assess the situation in
mines, to evaluate the risk of human rescuer injury and, most
importantly, to find visual cues about the location of possible
survivors in order to direct further rescue operations. During
search and rescue operations, human rescuers underground
often risk exposure to noxious gases. To reduce such hazards,
a system described by [12] deploys an MAV with sensors
capable of detection and measurement of the concentration of
such gases. Multiple gas detecting MAVs deployed in parallel
can be used for precise localization of the gas source [13].
Operations in places that are in the proximity of a source of
radiation, such as the interior of a nuclear power plant, have
to be planned with limited exposure time of human workers.
The assistance of autonomous MAVs is therefore valuable
in localizing the source of radiation [14], or in finding sur-
vivors [15], without risking prolonged exposure of human
rescuers.

The approaches mentioned above were designed only for
indoor environments or only for outdoor environments. How-
ever, the challenge and the novelty of the approach presented
here is in the required transition from the open space around
the building into the confined space of the rooms. These envi-
ronments require different localization and state estimation
techniques.

A cooperative firefighting mission called the Fire Chal-
lenge was the most complex task at MBZIRC 2020.¹ This
challenge was motivated by the use of robots for urban
fighting, and it required a team of robots to collaborate
on a series of urban firefighting-related tasks in outdoor
and indoor environments. In this challenge, three MAVs and
one Unmanned Ground Vehicle (UGV) had to collaborate
to autonomously extinguish a series of fires (real and simulated)
in an urban building. The fires were placed at various random
locations at ground level in the arena (indoor and outdoor),
and at different heights of the building. The challenge can
be divided into four separate sub-tasks: extinguishing interior
fires by a UGV, extinguishing fires on the facade of the
building by MAV’s, extinguishing ground fires by MAVs, and
extinguishing fires inside the building by MAVs. These tasks
were meant to be solved in their full scope, including search-
ning for fires with unknown positions, fire extinguishing, and
cooperation among multiple MAVs and a UGV working
in the same environment. The deployment of such a team,
as opposed to a single unit, was motivated by the requirement
for minimal total mission time, as time is a critical factor
for eliminating fire spreading and for saving people in real
scenarios. Team deployment also enabled the use of a range
of firefighting techniques (a fire-extinguishing agent or a fire
blanket) and various platforms (MAV and UGV).

This paper addresses what we consider to be the most
challenging task of the third challenge of the MBZIRC 2020
competition – fire extinguishing inside a building (see
Fig. 1). The work presented here contributed not only to the
MBZIRC 2020 challenge and to the firefighting mission but
also benefits other MAV applications. Research on indoor-
outdoor transition through the narrow space of small windows
and precise multi-sensor based servoing is important for a
wide range of MAV challenges that are being tackled nowa-
days.

A. PROBLEM DEFINITION AND REQUIREMENTS ON THE
PLATFORM

To solve the task of fire extinguishing inside a building,
we assume that the size of the MAV platform, including the
propellers, is limited by the width of the windows through
which the platform has to fly. Of course, this width will
be unknown during the deployment of the system in a
real firefighting scenario. However, the organizers of the
MBZIRC 2020 competition specified the window size to
dimension of 2 m. Choosing the right platform size is crucial
to task performance, as a smaller platform allows for a larger
margin of error of the localization and control systems. On the
other hand, a smaller MAV can carry less fire-extinguishing
agent, and cooperation among multiple agents may be needed
to extinguish a single fire.

We expect that the MAV will be equipped with a flight
controller that commands the Electronic Speed Controllers
(ESCs) to drive the brushless motors propelling the MAV,
based on angular rate commands from an onboard computer.
Furthermore, this flight controller should contain a set of
sensors, such as accelerometers, gyroscopes, barometers, and
magnetometers, and should provide them to the onboard
computer for MAV state estimation. This onboard computer
should provide sufficient computational power to solve all the
required onboard processing tasks, in addition to besides gen-
eral MAV control, state estimation, and collision-free motion
planning.

For outdoor flying capability, the MAV has to be equipped
with a GNSS receiver. However, the precision of the posi-
tion data derived from satellite-based positioning systems
can drift in the proximity of tall structures such as build-
ings, and this may block the visibility of some of the satel-
lites, or may reflect the signal. The most fitting sensors
that can be deployed to avoid a possible collision with the
building are 3D LIDARs, thanks to their high information
density and precise measurements of the obstacle distance.
However, these devices are still relatively expensive and
heavy. The proposed system therefore requires the MAV to
be equipped with two complementary sensors — 2D LIDAR
and a stereo camera. These sensors were selected because the
data they provide can also be used for MAV control, state
estimation, and for collision-avoidance inside the building.
Furthermore, this data is useful for correct detection of the
window, for planning a collision-free trajectory through it,
and also for estimating the position of detected fires.

The proposed system requires a thermal camera, or rather,
a compound sensor consisting of multiple thermal cameras

¹http://www.mbzirc.com/
for detecting fires. These cameras need to be arranged in such a way that the MAV flying at a safe distance from the wall will cover the whole wall, from the floor to the ceiling, with their Field Of Views (FOVs) to minimize the chance of missing a fire source. The MAV should be further equipped with two laser rangefinders. One faces downwards to measure the distance to the ground, and the second faces upwards to measure the distance to the ceiling when the MAV is inside the building. Data from these sensors is used for MAV altitude estimation and to help ensure safe flight. To extinguish the fires, the MAV has to be equipped with a water bag and with a pump that can force water through a nozzle mounted on the front of the MAV. To reduce the weight, the nozzle can be rigidly attached to the MAV, since it does not have to be actively stabilized.

We assume that the GNSS signal is available only outside the building, and not inside. The building interior contains unknown obstacles (e.g., a bed, a TV with a table, or a dining table), so that the system for fire extinguishing inside the building meets realistic assumptions. Lastly, we considered that a direct line of sight to the MAV would not be maintained during the whole mission, especially after entering the building, and that teleoperation through the base station would not be possible. Therefore, the task has to be solved completely autonomously, using only the onboard equipment of the MAV.

B. RELATED WORK AND CONTRIBUTION

Employing MAVs in firefighting has already been explored in several works. An obvious example of a situation where MAVs can prove beneficial is outdoor fire detection and monitoring. As reported in [16], a system of multiple MAVs can be used for automatic forest fire monitoring using visual and infrared cameras. Real experiments with forest fire monitoring in a national park have already been conducted by the Hungarian fire department [17]. The authors of [18] describe a task allocation strategy for distributed cooperation of ground and aerial robot teams in fire detection and extinguishing. In [19], an MAV system is designed to extinguish a fire by dropping a fire-extinguishing capsule on it.

MAVs fighting fires have also already been a topic for robotic competitions. [20] describes the design and implementation of a firefighting MAV for outdoor applications designed specifically for the IMAV 2015 competition. The employment of MAVs could also prove to be beneficial and life-saving in urban environments. Studies have already been done on fire detection in urban areas using a thermal camera carried by an MAV [21]. MAVs capable of entering buildings through doors and windows will be especially helpful, because of their ability to reach the target location much earlier than human firefighters. [22] contains the design of a semi-autonomous indoor firefighting MAV. The authors designed a fireproof, thermoelectrically-cooled MAV equipped with visual and thermal cameras, a collision avoidance module, and a first-person view system. However, to fully exploit the potential of MAVs in firefighting and to achieve reliable operation, the MAVs themselves need to be autonomous.

MAVs autonomously entering a building through a window has already been partially explored in the literature, using various approaches with varying levels of experimental verification. In [23], the authors used RGB-camera images and LIDAR data for window detection and tracking, visual servoing while approaching the window, and potential field-based planning for the fly-through itself. However, their approach for window detection requires an operator to manually select a point of interest in the RGB image, and was verified only by simulations. This approach was further extended and verified in real-world experiments with flight through a wooden frame in [24]. However, the experimental verification only consisted of manually guiding the MAV in front of the window, autonomous flight through the window, and immediate manual landing. [25] utilizes stereo image pairs for detecting and estimating a window that can potentially be used by an MAV for entering a building. However, the proposed algorithm was verified only on data captured using a hand-held stereo rig. [26] deals with window detection from an RGB-D camera along with the generation of an optimal trajectory to a point in front of the window, but the approach was only verified in simulations. [27] focuses on cooperative control of an ornithopter MAV using visual servoing for narrow passage traversal. They demonstrated their approach in a real experiment with a small MAV flying through a narrow wooden frame. This approach requires a ground station continuously observing the scene throughout the flight. [28] deals with state estimation, control, and planning for an aggressive flight by an MAV through a narrow window tilted at various angles. State estimation is done based on visual camera images and an Inertial Measurement Unit (IMU). However, the position of the window needs to be known beforehand. Similarly, [29] focuses on an aggressive flight of an MAV through narrow gaps tilted at various angles employing a forward-facing fish-eye camera for gap detection. A black-and-white rectangular pattern was used to simplify the detection of the gap. The approach for window detection and autonomous entering of buildings proposed in this paper was designed specifically for reliable performance under real-world conditions, and to function as a part of a complex autonomous system without input from a human operator. As such, the proposed approach was extensively verified in complex real-world experiments and therefore surpasses previous approaches both in the degree of autonomy under real-world conditions and in the complexity of its experimental verification.

Transition between an indoor environment and an outdoor environment creates the necessity to combine different localization methods in a single flight. [30] describes a system combining visual and laser odometry with IMU, using an Extended Kalman Filter (EKF) for flight in both indoor and outdoor environments. The authors use one common filter for fusing measurements from laser scan matching and from correlation-based visual odometry. The data source that is currently fused is determined by its variance. Fusion in one
common filter is problematic when the reference frames of the two odometry sources are not coincident, e.g. due to imprecise extrinsic calibration. Moreover, in the case of GNSS and LIDAR odometry, the frames of reference are inherently different. We propose fusing each type of measurement in its own separate filter and then choosing the better output to close the control feedback loop. [31] describes an approach that uses depth image processing for visual odometry capable of navigating MAVs during indoor and outdoor flight, and during transfers between these two types of flight. The solution relies on stereo camera depth estimation, which is much less precise than direct distance measurements using a laser sensor. Our solution offers a higher level of autonomy, as the whole mission is governed by a mission control state machine while in [31] the MAV is controlled by waypoints manually entered by an operator.

To sum up, the contributions of this paper are in the complexity and the reliability of the proposed system, which includes indoor outdoor transition, interaction with the environment based on vision from thermal cameras, precise MAV stabilization and control for safe flight through window, and for firefighting. Furthermore, the paper proposes a new approach for handling data from multiple sensors to robustly obtain a single state estimate – MAV pose estimation, height estimation, relative window pose estimation, and relative pose of the fire target estimation. All of these estimates are crucial for safe autonomous flight in complex MAV missions, and the proposed redundancy by using various sensors is necessary for achieving reliability required for industrial applications.

II. AUTONOMOUS SYSTEM DESIGN

The proposed system components are described in this section. Note that the entire system is run on the onboard PC only, allowing for full autonomy without any control station or teleoperation needed.

A. CONTROL AND ESTIMATION OF THE MAV STATE IN OUTDOOR AND INDOOR ENVIRONMENTS

One of the main contributions of this paper is a system that allows precise control for flying through relatively small windows and for inserting water into a small opening of a measurement device using multi-sensor control feedback. Additionally, in a real scenario, precise placement of the fire extinguishing agent is crucial for mission success. Another important aspect of the system is the MAV state estimation approach, which allows precise localization and stabilization in the open space around the building, inside rooms with obstacles, and a smooth transition between these work-spaces.

The MAV is controlled by the novel multi-layer control pipeline, depicted in Figure 2, which was suited for the proposed system using the general control framework presented in [32]. The desired trajectory reference is supplied by higher-level motion planning modules that are specialized for each mission phase, as described in II-F. The reference is first processed by the Reference tracker [33], based on model predictive control to obtain a smooth and feasible reference for the Reference controller. The tracker also imposes constraints on the MAV states to prevent fast and aggressive motions, which are undesirable when navigating constrained indoor environments. The Reference controller uses the processed reference to provide SE(3) geometric state feedback control [34] of the translational dynamics and the orientation of the MAV. This type of controller achieves minimal control errors, which allows precise window flythrough. The attitude rate and thrust commands generated by the Reference controller are sent to the embedded Attitude rate controller in the flight control unit of the MAV, which controls the speed of each motor, using ESCs. The feedback loop of the Reference controller is closed by the State estimator, which fuses data from onboard sensors with the MAV altitude to obtain a precise and reliable state estimate for both the indoor and the outdoor phase.

The state estimation process uses Kalman filtering to estimate the 3D position of the MAV and its heading angle, along with their respective first and second derivatives. The MAV state is divided into lateral, altitude, and heading parts. Such decoupling facilitates tuning of the filters. Smaller system matrices save computation resources, allowing for running multiple filters in parallel. All active filters are grouped in a filter bank, visualized in Figure 3, from which the best filter
for the current situation is used to close the feedback loop of Reference controller.

Since the fire-extinguishing mission consists of two phases (outdoor and indoor), the bank of filters for the lateral axes contains one for each phase. Both filters have the same three-state model with the desired acceleration from Reference controller on the input. The difference between the filters is in the sensor measurement used to correct the state in the update step of the Kalman filter iteration. The outdoor filter uses position corrections from GNSS and heading corrections from magnetometers. Inside the building, GNSS cannot be used. Both position corrections and heading corrections are therefore provided by the Hector SLAM [35] algorithm, using 2D LIDAR. In general, the bank of filters may fuse multiple sensors and localization techniques for state estimation (e.g., 3D LIDAR, VIO, Optic Flow). One of the simultaneously running filters is always selected as the main estimator, depending on the reliability of the filter state estimation (estimation covariance) and based on consideration of the current environment. For the task solved in this paper, the high-level planner changes the main lateral estimator during transitions between indoor and outdoor phases, just before flying through a window. This approach prevents measurements from the sensor that are inappropriate for the current surroundings to corrupt the state estimate used for feedback control. Greater reliability is thus ensured during the window flythrough, thanks to lower position drift. The estimation framework is also responsible for synchronously broadcasting the change of main estimator, so that the tracker and the controller can react by updating their internal state accordingly. The switch of the main estimator is smooth and seamless without producing any spikes in the controller output, which makes it virtually unnoticeable.

The altitude estimation fuses data from a barometer with measurements from a laser rangefinder. The rangefinder measures the height above the terrain, which can result in sharp changes in height when flying above objects protruding from the ground plane. Measurements of this type are declined by a median filter when the tall object is visible for less than 1 s and, in combination with the barometer data fusion, a smooth altitude estimate suitable for control is obtained. In the case of a height measurement jump lasting for more than 1 second, the measurement is offset by the difference from the original height. Up until this time, the median filter suppresses reaction to the measurement change.

### B. WINDOW DETECTION AND ESTIMATION

In order to enter the target building, a suitable entrance needs to be detected and its position needs to be continuously estimated during the entire flythrough. For this purpose, depth data from the stereo camera and 2D LIDAR data are utilized. The depth data can provide complete information about the 3D position, the orientation, and the size of the window. However, these detections contain significant noise and the FOV of the stereo camera is limited. On the other hand, the 2D LIDAR data is very precise and 2D LIDAR is capable of seeing the window during the whole flythrough maneuver, regardless of the MAV orientation. The main drawback of 2D LIDAR is that it only provides information about the window in the 2D horizontal plane. The proposed approach offers multiple modes of estimation. In depth + lidar mode, the depth data is fused with the 2D LIDAR data with no apriori-known information required. In lidar + apriori mode, only 2D LIDAR detections and apriori-known information about window size and altitude are used for window detection. This mode was used to simplify window detection for the competition, in which information about window size and altitude was made available beforehand. Both modes work only in the case that the window is not obstructed.

Window detection from the depth data is described in Algorithm 1. The algorithm takes the 1280 × 720 depth image published by the stereo camera and downsamples it by a factor of 8 to reduce the computational demands on the CPU. The algorithm then searches for contours in the image and tries to fit quadrilateral shapes with certain parameters to the data. After identifying such quadrilaterals, a check is performed to ensure that the detected shape is an opening and not a protrusion. The algorithm starts from the center of the quadrilateral, where it generates a Region of Interest (ROI) such that its aspect ratio is the same as the initial quadrilateral and the shorter side is two pixels. It then checks if the depth of all the pixels within this ROI is greater than the plane of the initial quadrilateral. Then it iteratively expands this ROI and repeats the check until the check fails. Afterwards, the corners of the last ROI are projected to the plane of
Algorithm 1 Detection of Window From Depth Data
Input: Raw depth image \( I_{raw} \)
Output: List \( D_{depth} \) of detected windows
1: function Detect_windows_depth(\( I_{raw} \))
2: \( I_{down} \leftarrow \text{Downsample}(I_{raw}) \)
3: \( C \leftarrow \text{Find_contours}(I_{down}) \)
4: for \( c \in C \) do
5: \( q \leftarrow \text{Fit_quadrilateral}(c) \)
6: if \( q \neq 2 \) and Is_hole(q) then
7: Add q to \( D_{depth} \)
8: return \( D_{depth} \) \# Detections are passed to the LKF

the initial quadrilateral. Then the size of the quadrilateral formed by the projected points is compared with the size of the initial quadrilateral. If it is above a certain ratio, the new quadrilateral is accepted as a traversable window. Otherwise, the detection is discarded.

Window detection from 2D LIDAR data is described in Algorithm 2. Firstly, a combination of line extraction algorithms is utilized to identify possible window edges. The Successive Edge Following algorithm [36] is used for detecting window edge candidates \( \hat{E}_1 \) based on sudden changes in 2D LIDAR measurements. The algorithm parses the original scan into a set of segments \( S_1 \) by splitting the scan in places where the difference between two consecutive measurements exceeds a predefined threshold. The endpoints of the segments \( S_1 \) are used as window edge candidates \( \hat{E}_1 \).

The set of segments \( S_1 \) is then passed to the Iterative End-Point Fit algorithm [36]. The algorithm fits a line through the endpoints of each segment and splits the segment into two sub-segments at the point most distant from the line, if the distance exceeds a predefined threshold. This process enables us to detect the window edges in the form of a corner protruding towards the MAV, which occurs when a wall or an obstacle is located right next to the window inside the building. Depending on the mode of estimation, the final detections are then produced either by linking the window edge candidates \( C \) to existing window estimates \( \mathcal{W} \) initialized based on depth detections, or by standalone detection based on apriori-known information \( \mathcal{A} \) describing window size and altitude.

The Linear Kalman Filter [37] is used for fusion of the individual detections and for filtering out measurement noise. The state \( x \) of the Kalman filter describing a single window is defined as

\[
x = \begin{bmatrix} c_x, c_y, c_z, \phi, w, h \end{bmatrix}^T,
\]

where \( c_x, c_y, c_z \) are Cartesian coordinates of the window center, \( \phi \in [-\pi, \pi] \) is the angle between the projection of the normal vector of the window to the xy-plane and the x-axis (i.e., rotation around the \( z \)-axis), \( w \) is the width, and \( h \) is the height of the window. It is assumed that the window is not tilted and is perpendicular to the ground plane. The position and the orientation of the window are specified in a global coordinate frame and therefore all the state vector elements are modeled as static. Figure 4 shows an example of window detection for a mock-up building constructed at the Czech Technical University in Prague. The figure contains an external view of the MAV hovering in front of the window, a depth image from the onboard camera, and a visualization of the data.

C. INDOOR MOTION PLANNING AND EXPLORATION

The position of the fire is unknown (in the competition and usually also in a real application) before the mission and therefore the interior must be explored to find its location. Obstacles can be detected using data from the stereo camera and from 2D LIDAR. We store the information about the environment around the MAV in an occupancy grid within a three-dimensional buffer that slides along with the MAV. Our buffer is a modification of the implementation of a buffer that has been developed as a part of the Ework system [38].

Originally, the buffer was in the shape of a cube, with the same number of blocks in all axes. However, the height of a room is usually much smaller than its horizontal dimensions. Therefore, we modified the buffer to be able to specify its \( z \)-axis dimension separately. For the experiments, the buffer size was set to \( 128 \times 128 \times 32 \) voxels with resolution of 0.1 m. This improves the times for inserting the data from the sensors and for recomputing the buffer in the case of MAV movement. See an example of a visualization of the occupancy grid in Figure 5(a).

The trajectory planning in our case is done using an A* planner that finds a local plan in a three-dimensional grid with a predefined minimal allowed distance from the obstacles (the grid has the same resolution as the occupancy grid). This plan is further processed by removing redundant points, in order to smooth out the overall path. The points that can be removed are those where the path between the previous point and the next point in the plan is still safe. This is done iteratively until no points can be removed from the plan. Because the
the block has been observed for 3 s), the block is marked as scanned. Frontiers - elements that are marked as scanned and that have at least one neighboring unscanned element - are then candidates for goal positions for the planning. From these frontier elements, we select the element that can be scanned the earliest and which has at least twenty unscanned elements in its proximity. If the selected goal position can be seen from the current position of the MAV merely by changing the MAV heading towards it, that plan is then used. Otherwise, a plan found by the trajectory planning is selected. An example of a visualization of a two-dimensional grid with information about the already scanned space and its frontiers is shown in Figure 5(b).

**D. DETECTION AND ESTIMATION OF THE POSITION OF FIRES**

It would be too complicated to safely create real fires inside a building. Therefore, the organizers of the competition decided to use artificial fires, hereafter referred to as fire analogues. These fire analogues are distinguishable both thermally and visually. The main body is made from plexiglass and is divided into two separate parts. The first part contains an anodized aluminium heating element with dimensions of 60 mm × 35 mm heated to 120 °C. This part is accessible through a 150 mm wide circular opening, and the task of the MAV is to spray water through this opening. The second part contains a silk flame that visually emulates flames and allows spectators of the competition to see which of the fire analogues was active. The second part is placed behind the first on the side opposite to the opening. Examples of what the fire analogues looked like during the competition are shown in Figure 11.

For effective extinguishing, it is necessary not only to detect the heating element in a thermal image, but also to detect its relative position w.r.t. the MAV in 3D. It is also necessary to obtain an estimate of the normal vector of the front plate of the fire analogue object in order to select the optimal extinguishing position for the MAV.

The heating elements are heated to 120 °C, but our thermal cameras\(^2\) report them as being at a temperature of only approximately 70 °C. This is due to the material having an emissivity value of 0.55 [39], as opposed to the value

of 0.95 that our cameras internally use in calculating all surface temperatures. This means that the contrast between the heating elements and their surroundings in the thermal image is less than would be expected based on the temperatures alone (see Figure 6 on the left). This, however, was not a significant issue indoors, where the environment does not contain objects of such a temperature, and the viewing distances are short due to the limited size of the interior.

We could therefore merely detect the fire sources in the thermal image by binarizing the image with a fixed threshold lower than the typically measured temperature of the heating elements (Figure 6, right). In order to avoid detecting a uniformly heated background, such as a sun-heated wall, we additionally validated the detections using a differential thermal image by binarizing the image with a fixed threshold on the camera. It is still desirable to maintain perpendicular alignment for extinguishing, since this maximizes the image of the heating element, minimizes the influence of the parallax between the heating element and the front plate to which we measure the distance, and additionally maximizes the robustness of the correct aiming w.r.t. drifting in an arbitrary direction.

We assume that the thermal cameras have the properties of pinhole cameras and derive their focal distance from the pixel resolution \( w \) per side and their FOV \( \epsilon \) per side. This assumption is based on the minuscule size of the cameras, the small FOV, the relative rarity, and the high cost of infrared compatible lenses. More precise calibration than this is impractically complicated to achieve, due to the low resolution of the cameras.

When a contour of compliant pixels is detected in the thermal image, we calculate the average \( x\)-y image coordinates of these pixels. This operation is converted to direction vectors using the assumed camera model:

\[
\mathbf{v}_i = \frac{1/f}{1/f - ((w - 1)/2)/f} \cdot \begin{bmatrix} x \\ y \\ 1 \end{bmatrix},
\]

where

\[
f = \frac{w/2}{\tan(\epsilon/2)}.
\]

For convenience in subsequent operations, vector \( \mathbf{v}_i \) is normalized and is transformed into a coordinate frame centered in the optical center of the camera, with the \( x \)-axis pointing forwards, the \( y \)-axis to the left, and the \( z \)-axis upwards. This coordinate frame is called the thermal base frame. The transformed vector is denoted as \( \mathbf{v}_i \).

For extinguishing action carried out by MAVs, we also need a distance estimate. This is achieved by combining the direction vectors with a surface shape measurement source. We use the 2D LIDAR sensor to estimate the outline of the fire analogues in front of the camera in the form of a set of
copolan 3D points \( P_{\text{lidar}} \) ordered by their angle from the sensors (blue and green points in Figure 7). This works by presuming that the entire scene is a vertical extrusion object with equal cross-sections at all heights. We can then represent the scene as a set of vertical planes passing through pairs of 3D points adjacent in the sense of angle (white and green vertical planes in Figure 7). We select a pair of points \( p_i \) and \( p_{i+1} \) from \( P_{\text{lidar}} \), s.t.

\[
\tan 2(p_i, p_{i+1}) > \tan 2(v_i, v_{i+1}), \quad (4)
\]

\[
\tan 2(p_{i+1}, p_{i+1}) < \tan 2(v_{i+1}, v_i), \quad (5)
\]

The 3D position of the estimated target is then obtained by calculating the intersection of the optical line (the orange line in Figure 7) with the vertical plane \( V \) (the green plane in Figure 7) passing through the selected pair of points. Plane \( V \) is defined by point \( p_i \) and normal \( n_v \).

\[
V = \left[ \begin{array} \{ -v_{i+1}, & -v_i, & 0 \end{array} \right]. \quad (6)
\]

The intersection point \( q \) is then calculated as:

\[
q = \hat{v}_i \cdot t, \quad (7)
\]

where \( t \) is obtained using the normalized vector of the surface normal \( \hat{n}_i \) as:

\[
t = \hat{n}_i \cdot \frac{p_i}{\hat{n}_i \cdot \hat{v}_i}. \quad (8)
\]

The estimate of the surface normal \( \hat{n}_i \) and the intersection point \( q \) are used to steer the MAV into perpendicular position for extinguishing \( x \), defined as

\[
x = q + r_d \cdot \hat{n}_i, \quad (9)
\]

where \( r_d \) is the desired extinguishing distance of 1.5 m.

We did not consider a single estimate of the 3D position of the heat source to be sufficient. Instead, we implemented a Kalman filter that stores multiple measurements as an array of states and refines each state using new measurements. The state vector of the Kalman filter used here is

\[
x_i = [c_i, c_i, c_i, \psi_i]^T, \quad (10)
\]

where \( c_i, c_i, \) and \( c_i \) are the coordinates of the fire in the world coordinate frame. The \( \psi_i \) represents the azimuth of the surface normal for that fire. The filtering mechanism stores multiple such state vectors, corresponding to multiple different detected fires. We update a specific state vector \( x_i \) using a new estimate of the fire position \( q \) and normal \( n_i \), if \( q \) is closer in the world frame than 1 m to \( [c_i, c_i, c_i]^T \) and at the same time the horizontal component of \( n_i \) is closer than 90° to \( \psi_i \). If no such state is found, a new state is initialized based on the current estimate. As is typical of the Kalman filter, the state covariances grow in time to reflect loss of knowledge without observation and, in our case, additionally discard any measurements or even states that exhibit erroneous properties or states that have not been updated with a measurement for the past 10 s. To account for random errors, a state \( x_i \) is only used in fire extinguishing if it has been associated with at least 10 measurements.

It should be noted that the method for thermal detection and localization of fire analogues used here is significantly more complicated than would be realistically required in extinguishing real-world fires. This is because fires that pose a real danger are significantly hotter than the heating elements of the fire analogues used in the competition, and dangerous fires do not appear colder than they actually are in thermal cameras (see Figure 8 for an example). Additionally, these fires are significantly larger objects, and extinguishing them would not require just spraying into a very narrow opening. In real fire extinguishing, it is desirable to aim at the hottest areas detected in the fire. A more dispersed water stream would also be advantageous, as it would be more likely to hit the fire, even with less precise target localization, and it would extinguish the fire more effectively.

### E. Fire Extinguishing

Upon obtaining the first validated fire detection state in the Kalman filter array, the MAV is sent to a position \( s \) 1.5 m in front of the given target \( q \) along the estimated normal \( n_i \). As the MAV flies there, its estimate of the target position and the surface normal improves as it obtains new detections from better viewpoints. When it reaches the position, control is handed over to the fire-extinguishing subsystem (the state labeled **Extinguish fire** in Figure 10(d)).
In this state, the MAV is steered towards position $s$. However, continuous positional stabilization of the MAV towards this exact position may lead to rapid tilting, due to movement oscillations during attempts to correct the current position, especially in face of potential fire estimation errors and disturbances such as air currents. This causes the direction of the water stream to be significantly unstable, since the water nozzle does not have active stabilization due to weight restrictions.

To mitigate this effect, we have included a hysteresis to horizontal steering through two ranges of angle and distance offsets (see Figure 9). The angle ranges were defined as limits to the angles formed by the surface normal $n_s$ and the line connecting the center of the fire analogue with the MAV - the inner range $\alpha_i$ was set to $\pm 5^\circ$, and the outer range $\alpha_o$ was set to $\pm 10^\circ$. The distance ranges are offsets from the desired extinguishing distance of 1.5 m. These were set to $\pm 0.075$ m for the inner range $r_i$, and to $\pm 0.15$ m for the outer range $r_o$. Once the MAV has reached the inner ranges (the red zone in Figure 9), the $xy$-coordinates are not corrected, irrespective of disturbances. The system can only correct its altitude and its heading as changing these does not generate tilt of the MAV. The MAV thus tends to drift or “float”. It is necessary to correct the heading continuously, otherwise the drifting would affect the aim of the MAV. Water spraying is only activated when the MAV is in this drifting state. The $z$-coordinate and the heading are controlled either to spray at the directly observed heating element of the fire analogue, or - if it is not visible e.g. due to being cooled down by the water - to spray at its estimated position from the Kalman filter. If the target is directly observed, the aiming is more responsive to disturbances. However, if the aiming relies on the filter, the precision is lowered. The MAV is only allowed to correct its $xy$-coordinates again when it has been moved outside the outer ranges (the green zone in Figure 9), at which point water spraying is disabled.

**F. HIGH-LEVEL BEHAVIOR CONTROL**

The complete behavior structure of the proposed system is constructed as a hierarchical state machine, which is used for interconnecting all the subsystems. The state machine was designed for robustness of the entire code structure by resolving the remaining few subsystem failure cases due to wrong sequential and concurrent operations. The hierarchical state machine is implemented using the Flexbe library [40], and it is fully integrated into the designed ROS framework.

In Figure 10, the internal states of the state machines are visualized as single-outline rectangles, and the nested lower-level state machines are visualized as double-outline rectangles. Transitions between two states and from one state machine to a lower-level state machine are marked by arrows with labels of outcomes describing the given transition. Dotted terminal states represent the transition that is called after returning to a higher level state machine. A landing event is called whenever any state produces an outcome that means that the MAV cannot continue its mission. Unfortunately, there is no information available for the MAV to recognize whether the amount of the sprayed liquid was sufficient to extinguish the fire. Therefore, whenever the MAV lands, the operators can see whether or not the mission was successful by the state of the water bag.

The diagram of the main state machine is visualized in Figure 10(a). In the first step, the correct performance of all key parts of the system is checked. When every component is verified to be operational, an automatic takeoff is called. Once the MAV is in the air, the mission commences. The mission is divided into two parts: the outdoor phase and the indoor phase. The outdoor phase is the part of the mission where the MAV is outside the building. The indoor phase is when the MAV is inside the building. The MAV is only activated when the target position is inside the building. At the end of the mission (a window or a fire has not been found, or a fire has been successfully extinguished), the MAV flies back to the home position and lands.

The outdoor phase (Figure 10(c)) starts by flying to the known GNSS position of the building. This position must be a position from which the MAV is capable of detecting the building. A common problem with navigation using standard GNSS is its precision, which depends on the quality of the satellite signal. GNSS satellites broadcast their signals in space, but what we receive depends on additional factors, such as signal blockage and atmospheric conditions. Therefore, a safe position in front of the building may drift into the building. For this reason, the MAV uses scans provided by 2D LIDAR during the flight to facilitate navigation around the building where the GNSS quality is degraded by the building blocking the direct line of sight of some satellites. These scans provide planar information in 360° around the MAV and are used in a virtual bumper. The virtual bumper is a system that prevents the MAV from following a plan that would lead it to go closer than the predefined safe distance from the building. If the target position is inside the building, the MAV will stop at a position within a safe distance from the building and closest to the target position.

After it reaches a safe position near the building, the MAV starts flying alongside the building at a predefined distance with a heading towards the building, and begins the window detection mechanism. Whenever a window is located, the MAV stops flying alongside the building and flies in front...
of the window to distance of 2 m from its center. Once this position is reached, the localization of the MAV is switched to indoor flying mode (LIDAR-based odometry is used in the controller feedback), and an attempt is made to fly through the window. If the attempt is successful, the MAV is inside the building and the outdoor phase is considered successfully finished. In the case of the opposite result, the MAV restarts the search for an open window. After circumnavigating the building without detecting a window, the outdoor phase ends, and the result is registered as "window not found". The MAV is allowed to detect the same window again and to attempt to fly through it. This strategy is motivated by the knowledge that only a single window was to be opened on each floor during the competition trial. The attempts can be repeated until the maximum allowed flight time is reached. After reaching this time, the MAV automatically lands.

The steps for flying through the selected window are shown in Figure 10(b). The procedure utilizes window estimates produced by algorithms described in section II-B. First, the MAV flies to a position in front of the window while continuously facing the center of the window to stabilize itself before the actual flythrough. The flythrough maneuver is then initialized and the state machine waits for an up-to-date window estimate corrected by new detections. After the window estimate has been updated, the MAV flies through the center of the

FIGURE 10. Diagrams of the main parts of the proposed system.
window to a goal position at a predefined distance behind the window while maintaining a constant altitude. If the window estimate is lost while the flythrough is in progress and the MAV is still outside the building, the state machine switches to the Escaping state and the MAV returns to its original hovering position in front of the window.

The indoor phase (Figure 10(d)) contains the final parts – localization and extinguishing of the fire. Localization is done by using the exploration method, which is described in section II-C, and the detection system, which is described in section II-D. Once the fire is detected, the MAV flies in front of it and begins extinguishing (section II-E). If the fire target is not lost, the MAV depletes all the water that it is carrying during the extinguishing maneuver. There is no feedback that provides information as to whether the extinguishing has been completed. The extinguishing is therefore declared completed once all the water is depleted. In the case that the fire is lost, the MAV starts exploring again. After depleting the extinguishing agent, the MAV flies back in front of the window that it entered through and tries to fly back outside the building. An attempt to leave the building using the same window is also performed if the exploration finishes without successful localization of the fire. When the MAV is outside, the localization of the MAV is switched to outdoor flying again and MAV flies back to land on the starting position.

In the case of a real firefighting scenario inside a building, the proposed system can be used in almost the same structure as presented here. The only modification is that the process of searching for an open window can be accelerated by directly specifying the approximate GNSS position of the window.

III. EXPERIMENTAL RESULTS

A. SIMULATIONS

To be able to experimentally verify the entire firefighting mission, we modeled the MBZIRC 2020 scenario in the Gazebo robotic simulator. The interior of the building was updated during the competition to correspond with the interior of the real building, as observed during the rehearsals (see photos from the competition in Figure 11). The Fire Challenge arena is approximately 50 m × 60 m in dimensions and contains a tall structure (18 m in height) simulating a building. The interior of each floor of the building contains two fire analogues and only one per floor is activated during the trial. Each floor of the building contains eight 2 m × 2 m windows. Only one of them is open and can be used as an access point to enter the floor. Snapshots from the simulated scenario are shown in Figure 12.

The behavior of the proposed system can be simulated completely, including the outdoor and indoor flying, window detection, fire detection and also fire extinguishing (see the right image in Figure 12). Numerous simulations were conducted with different settings of the system parameters during the preparations for the competition. The results of the system in the final form after the competition obtained for the evaluation of the system for this paper are shown in Table 1. The goal of each run of the simulation was to extinguish an artificial fire on the first floor of the building. For testing purposes and according to the rules, one of the fire analogues (windows) was randomly selected and was turned on (opened). The position where the MAV started was the same each time for each run of the simulation. Three performance criteria may be considered for an evaluation of the task under discussion in this paper: reliability, total mission time, and minimal distance from the obstacles. The results show that the mission can be completed within 7 min. However, the fire analogue was detected and extinguished only in 80% of the cases, due to problematic properties of the fire analogues. The fire analogues are visible in the thermal images only under a viewing angle of at most 57° from the position perpendicular to the fire analogue. The proposed exploration method does not consider the angle under which the particular surface in the scene is observed. Therefore with the fire analogues, the system can consider the surface as already scanned even though the fire analogue was not detected, because the surface was scanned under an angle from which the heated element could not be detected. This is a specific property of the fire analogues used in the competition, and it will not prevent successful detection of real fires. During these simulations, it was successfully verified that the MAV did not come closer to the obstacles than 0.7 m, which was the minimum obstacle distance set for the indoor motion planning algorithm.

B. REAL-WORLD VERIFICATION

1) PLATFORM DESCRIPTION

Our team participated in all challenges of the MBZIRC 2020 competition. To allow reusability of the system and the spare parts, we decided to select a base MAV platform that can be used in all challenges, with possible modifications to the sensors and actuators. The proposed firefighting MAV platform with the complete sensory equipment is shown in Figure 13.

The selected base platform is created mostly from commercially available off-the-shelf components and 3D printed...
TABLE 1. Table with results from 10 runs of the simulated MBZIRC 2020 competition scenario. The MAV returned back to the starting position each time. However, the fire analogue was detected and was extinguished only in 8 of the cases, due to problematic properties of the fire analogues.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total time [s]</td>
<td>326.3</td>
<td>368.2</td>
<td>222.3</td>
<td>226.4</td>
<td>218.5</td>
<td>223.1</td>
<td>258.9</td>
<td>165.3</td>
<td>246.9</td>
<td>321.6</td>
</tr>
<tr>
<td>Min. distance [m]</td>
<td>0.83</td>
<td>0.73</td>
<td>0.74</td>
<td>0.83</td>
<td>0.78</td>
<td>0.78</td>
<td>0.8</td>
<td>0.87</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>Mission successful?</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

FIGURE 13. Description of the components of the deployed MAV platform for indoor fire extinguishing.

parts. The platform is built from the Tarot T650 quadrotor frame, the PixHawk 4 flight controller, and an Intel NUC onboard computer. This frame satisfies the size limitations set for the competition and also for the real applications (the diagonal dimension without propellers is 650 mm), and provides the payload capacity that is necessary for carrying additional sensors and fire-extinguishing equipment. The onboard computer is Intel NUC8i7BEH, which contains Intel i7-8559U CPU and 8 GB of RAM, and runs the Ubuntu 18.04 LTS operating system and Robot Operating System (ROS) [41] Melodic middleware. In addition, the MAV is equipped with RPLIDAR A3, which is a 360° 2D laser range scanner that can be used for both indoor and outdoor applications. This sensor provides 16000 samples per second and can detect obstacles within a 25 m radius, depending on the setting of the sensor. For the stereo camera, we use the Realsense D435, which has FOV (H x V x D) 87°±3° x 58°±1° x 95°±3° and a range of up to 10 m. Fire detection is done using a set of three TeraRanger Evo Thermal 33° thermal cameras. This thermal camera is cheap, small, and compact (only 12 g), which is very important in this case of a limited payload. However, the camera has small resolution of 32 x 32 pixels and FOV of 33° in both dimensions, and requires a set of three of these sensors onboard the MAV to cover the vertical space in front of the MAV sufficiently for this application. The cameras are arranged vertically, with one pointing forward and the two others above and below it, oriented 30° upwards and downwards from the first camera (see Figure 13). The MAV is further equipped with two Garmin LIDAR-Lite v3 laser rangefinders.

To extinguish fires, the MAV is equipped with a water bag and a pump. The capacity of the bag was limited to 1 L of the fire-extinguishing agent (water in the case of the competition) to maintain higher maneuverability of the system. This maneuverability is vital for flight in an environment, such as the inside of a building, where strong air currents and various obstacles can be encountered. The pump drives the water through a nozzle with a diameter of 4 mm and can fully deplete the bag within 25 s. The nozzle is rigidly attached to the MAV frame, and is oriented to the front with the spraying tip located 2 cm below and 2 cm in front of it. As has already been mentioned, this nozzle is not actuated, since a servomechanism of this type would significantly increase the weight of the MAV.

2) EXPERIMENTS

The key parts of the proposed system were thoroughly tested in demanding outdoor conditions in the desert near Abu Dhabi in the United Arab Emirates. This environment was selected to emulate the conditions around buildings and other conditions set for the competition itself (mainly sudden wind gusts, strong sunlight and dust), while providing a safe field for system tuning and experimental verification. Repeated experimental verification of the key parts of the proposed system was necessary in order to prepare for phenomena that are difficult to simulate, and also to discover issues related to the hardware that was deployed. One issue that emerged was the influence of sensors connected using USB 3.x., such as RealSense D435, on the precision of GNSS. The precision of GNSS localization can be severely decreased by the influence of components transmitting via cable at frequencies close to those used by GNSS. See sheet for a detailed description of USB 3 frequency interference. It was therefore necessary...
to shield the receiver of the GNSS signal. Another issue that we discovered was the necessity to calibrate the fire-extinguishing device to hit the fire detected by the thermal cameras precisely for each MAV. Otherwise, the ejected water would not precisely hit the opening in the fire analogues. In fact, the direction of the water stream was diverted downwards by the pressure generated by the active propellers.

Although precise placement of the fire-extinguishing agent is also important consideration in real firefighting, the small size of the opening in the MBZIRC 2020 fire analogues presented a much more difficult challenge than a firefighting agent. With real hazardous fires, such losses of vision will only occur after the extinguishing has been successful, so it would not be necessary to interrupt the water stream.

**FIRE DETECTION AND EXTINGUISHING**

The first experiment presented here was focused on fire detection in conjunction with autonomous fire extinguishing (discussed in section II-D and section II-E). The initial goal of this experiment was to detect the fire analogues. After successful detection, the MAV moves in front of the fire at a distance of 1.5 m while heading towards the opening in the center of the fire analogue, and then it initiates the autonomous fire extinguishing. Whenever the MAV points the nozzle towards the opening at the correct relative distance, the water pump is activated (see Figure 14 and Figure 15).

The experiment shown in Figure 14 and 15 was carried out in the latest stage of system development prior to the competition, representing the final state of the fire-extinguishing subsystem. A video showing this experiment is available on YouTube. As the data shows, at least in terms of position and heading, the MAV approached the desired extinguishing position w.r.t. the fire analogue and deployed water into the small opening. In this experiment, for 93% of the time when the water pump was activated, the water nozzle was aiming correctly at the opening. The remaining 7% was affected by the delay until the pump turned off successfully. This shows the accuracy of the fire detection and localization system. It should be noted that some of the deployed water was lost due to various effects such as dispersion, the momentum of the liquid in the spraying system, surface tension within the water stream, bouncing off from the back plate of the fire analogue, stronger ballistic curvature when the pump is being activated or deactivated, and evaporation from the heating element. Note also that there were numerous interruptions in the correctly-aimed water spraying. These interruptions were caused by loss of the target by the thermal cameras due to the heating element being temporarily cooled down by the deployed water (this was a special property of the MBZIRC 2020 fire analogue, not of a real fire). For this implementation, we decided that it was a better strategy to let the target heat up again and to invest additional time instead of continuously spraying merely based on the "remembered" position of the target. Such estimation without new measurements drifts from the real position, and the limited carrying capacity of an MAV makes it a priority to be economical with the extinguishing agent. With real hazardous fires, such losses of vision will only occur after the extinguishing has been successful, so it would not be necessary to interrupt the water stream.

**INDOOR MOTION PLANNING AND EXPLORATION**

Another experimentally verified subsystem was indoor motion planning and exploration (discussed in section II-C). The goal of the experiment was to completely explore the space inside a room with obstacles consisting of poles holding the structure and wooden artificial obstacles. An example layout of the obstacles inside the room is shown in Figure 16(a). A visualization of data from the experiment in this setup is shown in Figure 16(b). Figure 17 shows a visualization of the MAV trajectory and minimal obstacle distance progression from one of the performed flights. During
FIGURE 16. Experimental verification of the indoor motion planning and exploration techniques in the desert near Abu Dhabi, United Arab Emirates before MBZIRC 2020. In the image on the right, the red blocks denote obstacles, the green blocks show the already scanned space, and the yellow blocks denote frontiers for exploration. A video from this experiment is on YouTube.

FIGURE 17. Data from one of the flights from the indoor motion planning and exploration experiment displayed in Figure 16. The flights, the MAV had not come closer than the specified minimal distance of 0.9 m to the observed obstacles, and had successfully explored the space inside the room. A video showing one of these experiments is available on YouTube.

WINDOW DETECTION AND THE OUTDOOR-INDOOR TRANSITION

Another experiment in the desert was aimed at verifying the correct performance of outdoor wall-following, window detection, flight through the detected window, and switching between indoor and outdoor modes of localization. For this purpose, a wooden room was constructed next to a long wall. The room was approximately 2.5 m × 3 m × 2 m in size. The size of the room did not match the MBZIRC 2020 specification but it was suitable for testing these particular parts of the system. Figure 19(a) displays the trajectory of the MAV during the experiment. The MAV started 2.5 m from the wall and autonomously detected the wall as the closest object seen by the 2D LIDAR, then followed the wall at a distance of 2 m while simultaneously searching for a window. During the outdoor flight, the MAV was localized using GNSS. The window was detected using a combination of 2D LIDAR data and a priori information about its size and altitude. When the window was detected, the MAV approached the window, after which the localization switched to indoor mode (using 2D LIDAR-based Hector SLAM), and the MAV flew inside. The MAV then turned around inside the building, flew back outside, and the localization mode switched back to GNSS. Finally, the MAV returned back to its starting position and landed. The whole experiment, along with a visualization of the sensor data, can be seen in a video on YouTube.

FIGURE 18. Images from experimental verification of the correct performance of outdoor wall-following, window detection, flight through the detected window, and switching between indoor and outdoor modes of localization. 18(a) shows the MAV before entering a mock-up building in the desert and 18(b) displays a particular visualization of the onboard sensor data. The visualization includes the MAV position, LIDAR data shown as red squares, the detected window as a yellow rectangle, and a map produced by the Hector SLAM algorithm. A video from this experiment is on YouTube.

FIGURE 19. (a) MAV trajectory with a map produced by Hector SLAM is drawn in the background. (b) Distance of the MAV from obstacles during the flight.

FIGURE 20. Complete system verification. The complete system was tested in a mock-up of the competition building set up in the Czech Republic. The mock-up is 5 m × 5 m, with 2 floors totaling 5 m in height, with windows 1.85 m × 1 m in dimensions (see Figure 20). The size of the windows matches the first specification for the MBZIRC 2020 competition. This specification was changed later, and the windows are smaller than in the competition. This made the flight through the window more challenging than was necessary for the competition, but it verified the performance and the robustness of the system for real-world deployment. In the experiment presented here, the MAV began next to the mock-up, autonomously detected the wall as the closest object seen by 2D LIDAR, and then followed...
CHAPTER 3. AUTONOMOUS FIREFIGHTING INSIDE BUILDINGS BY AN UNMANNED AERIAL VEHICLE

V. Spurny et al.: Autonomous Firefighting Inside Buildings by an Unmanned Aerial Vehicle

FIGURE 19. Data from the outdoor-indoor transition experiment displayed in Figure 18.

FIGURE 20. Experimental verification of the proposed system on a mock-up of the building set up in the Czech Republic. The image on the left shows the MAV outside the mock-up during its search for an open window. The image on the right displays the MAV while the water is being sprayed on the fire analogue inside the mock-up. A video of this experiment is on YouTube.14

FIGURE 21. Data from the complete system verification experiment presented in Figure 20.

with a visualization of the sensor data, can be seen in a video on YouTube.14

IV. GOING BEYOND THE MBZIRC COMPETITION

An MAV can carry a water bag filled only with a very limited amount of water, due its limited payload capacity. Even after this entire amount has been discharged perfectly into a real fire, the fire will very likely not be extinguished. To increase the payload capability of the MAV, its size has to be changed. However, greater dimensions of the MAV will make flying through windows and inside buildings very difficult to achieve, if not even impossible. Therefore, in the most cases the fire-extinguishing approach, with the water spray, is not the optimal solution.

Based on our results in the competition, the proposed autonomous system was selected to be the core of an industrial firefighting MAV system using fire-extinguishing capsules.15 This system makes it necessary to hit the fire directly, meaning that it requires reliable techniques for locating, approaching, and aiming precisely at fires. These techniques are being adapted from the work presented here, combined with a throwing mechanism able to place the active firefighting capsules quickly and precisely.16 A prototype of a complex industrial platform is shown in Figure 22.

14https://youtu.be/a-VvVQcMLuQ
16http://mas.felk.cvut.cz/projects/dofec
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In this work, we have presented a complex system developed for fully autonomous extinguishing of fires inside a building using an MAV system. The challenges include control and estimation of the MAV state, interior motion planning and exploration, window and fire detection and position estimation, and fire extinguishing. One of the main contributions of the system lies in precise control for flying through relatively small windows, and also for precise spraying of fire-extinguishing agent into a small opening representing the fire, using multiple sensory data to increase reliability. For this, we have presented a novel multi-layer control pipeline that further enables precise localization and stabilization in an open space around a building, inside rooms with obstacles, and also with a smooth transition between these two environments (with GNSS and GNSS-denied). This smooth transition is another contribution that motivated the MBZIRC 2020 committee to design this demanding challenge. The paper contains the system performance presented in simulations and field tests in various demanding real-world conditions.

The system was developed as part of a solution for the firefighting mission in the MBZIRC 2020 competition, and it helped our team to achieve first place in the Grand Challenge of this competition among the best universities in aerial robotics worldwide. Although the system was developed specifically for this competition, the solution presented here has led to an industrial solution that is now under development. This solution will be focused on real-world firefighting, in which autonomous drones will deploy fire-extinguishing capsules.
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Chapter 4
 Localization, Grasping, and Transportation of Magnetic Objects by a team of MAVs in Challenging Desert-like Environments

This section presents the second core publication called Localization, Grasping, and Transportation of Magnetic Objects by a team of MAVs in Challenging Desert-like Environments [2c] published in Q1 journal IEEE Robotics and Automation Letters in 2018.


The introductory section of the paper states contributions and presents related work focused on aerial manipulation and transport. To the best of our knowledge, this was the first time that estimation, planning, and control problems for multiple UAVs are addressed simultaneously in a challenging scenario, such as in a desert.

The following section platform design introduces selected robot hardware equipment in detail, such as base frame, motors, autopilot, onboard computer, and sensor suite (GPS, RGB camera, and range-finder). This section also includes an open-hardware gripper design for reuse by the community.

The next three sections describe control, trajectory planning, and state estimation. The following experimental results section shows data obtained from an experimental campaign in a desert in the United Arab Emirates, where a team of three UAVs were deployed. These results and observations are summarized in the last section of the paper.

The contribution to this manuscript by the author of this thesis is equivalent to the main author. The author of this thesis contributed primarily by designing a strategy for cooperatively solving the task with a focus on problematic communication infrastructure in the desert. Furthermore, the author helped with designing and implementing key components of the proposed solution, such as trajectory planning and communication.
Localization, Grasping, and Transportation of Magnetic Objects by a team of MAVs in Challenging Desert-like Environments
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Abstract—Autonomous Micro Aerial Vehicles have the potential to assist in real life tasks involving grasping and transportation, but not before solving several difficult research challenges. In this work, we address the design, control, estimation, and planning problems for cooperative localization, grasping, and transportation of objects in challenging outdoor scenarios. We demonstrate an autonomous team of MAVs able to plan safe trajectories for manipulation of ferrous objects, while guaranteeing inter-robot collision avoidance and automatically creating a map of the objects in the environment. Our solution is predominantly distributed, allowing the team to pick and transport ferrous disks to a final destination without collisions. This result is achieved using a new magnetic gripper with a novel feedback approach, enabling the detection of successful grasping. The gripper design and all the components to build a platform are clearly provided as open-source hardware for reuse by the community. Finally, the proposed solution is validated through experimental results where difficulties include inconsistent wind, uneven terrain, and sandy conditions.

Keywords—Aerial Systems: Applications, Field Robots, Swarms

I. INTRODUCTION

Micro Aerial Vehicles (MAVs) equipped with onboard sensors are ideal platforms for autonomous navigation in complex and confined environments for solving tasks such as exploration [1], inspection [2], mapping [3], interaction with the environment [4], [5], and search and rescue [6]. In the recent years, MAVs have been endowed with manipulation and transportation capabilities [7], [8], [9], [10]. This has contributed to increase their ability to solve tasks involving environment interaction and manipulation, without limiting their operations to surveillance and search and scenarios. In this context, the opportunity to use multiple MAVs can contribute to increase the efficiency of missions, solving multiple tasks in a cooperative manner.

In this work, we address the design, control, planning, and estimation problems to cooperatively localize, acquire, and transport ferrous objects in a challenging outdoor desert scenario with uneven terrain and inconsistent winds as shown in Fig. 1. Teams of MAVs can provide additional benefits compared to a single vehicle. For example, it is possible to eliminate single points of failure while achieving exploration and mapping more quickly. Although the complexity of such systems increases with the number of MAVs, the exchange of information between vehicles can be exploited by each agent in order to make better decisions, plan motions, and allocate tasks. Relevant to this work are results focusing on areas involving multi-MAVs ranging from autonomous navigation to grasping for environment interaction. Different works have analyzed the problem of aerial manipulation and transportation in indoor scenarios using cables [8], [11], [12], using rigid attachments [7], and multi-arm manipulator systems [9], [13]. All of these works rely on motion capture systems for state estimation and focus on ensuring a static equilibrium of the payload at a desired pose while respecting constraints on the tension. Other works explore similar tasks leveraging multi-MAVs for transportation of objects using cables, but with larger vehicles and in real outdoor scenarios [14], [15]. In the proposed work, grasping does not rely on cable connections but rather a rigid connection between the MAV and the object. Moreover, the systems were already deployed with connections between the agents. Conversely, our system must

Fig. 1: Navigation of three MAVs in the Abu Dhabi desert.
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handle the additional difficulty of switching between different states ranging from navigation to finding and grasping objects in real-time.

Multi-vehicle coordination and planning problems are analyzed in [16], [17], [18], where the grasping and transportation problems are not considered. Other approaches analyze the scheduling and dynamic reallocation problems [19], [20]. In all these cases, motions were limited to indoor environments, and the works do not address the object identification and grasping tasks.

This work presents multiple contributions. First, we present how to obtain a reliable state estimation and control for each vehicle, enabling successful navigation and grasping of ferrous objects. Second, we convey the design and coordination to enable a team of aerial robots to identify and collect ferrous objects with the overarching objective to transport them to a final common destination. We also provide an open-hardware gripper design for reuse by the community. The approach introduces a compliance in the grasping mechanism, obtained using an elastic element in the joint. This passive compliance is very convenient in grasping and interaction tasks with aerial vehicles as already demonstrated in multiple works [21], [22], [23]. The proposed system, including gripper and all sensors, is very affordable since it costs less than $3500 USD. Finally, this is the first time that estimation, planning, and control problems are addressed simultaneously in a challenging scenario such as in a desert. Uneven surfaces, inconsistent light conditions, and strong winds make the grasping and navigation problems even more challenging. We provide our insights and solutions to these problems, and we believe that the proposed solution, both in terms of hardware and software, can be useful for search and rescue and delivery scenarios in extreme conditions. In addition, the approach can be adopted by other groups in the community, since most of the hardware components are off-the-shelf. A simplified version of the proposed approach (applied in a flat, structured environment, in comparison with the varied terrain of sand dunes presented in this work) exhibited the best performance among 20 participants in the “Treasure Hunt” challenge of the Mohammed Bin Zayed International Robotics Challenge (MBZIRC Ci 2017). This competition attracted wide interest in the robotic community (143 teams registered), was one of the motivations of this research, and served as a valuable and trustworthy benchmark for evaluation of our system’s performance compared to state-of-the-art solutions.

The paper is organized as follows. Section II shows the platform design and the grasping mechanism. Section III presents our methodology to generate trajectories for multi-agent navigation while avoiding inter-robot collisions when communication is available, and Section IV discusses the dynamics and control of the vehicle. Section V explains our strategy to obtain the pose of the vehicle at a high rate for autonomous navigation, and it describes the target detection. Section VI presents our experimental results, and Section VII concludes the work and presents future opportunities.

Fig. 2: The proposed system architecture.

II. PLATFORM DESIGN

The proposed system is depicted in Fig. 2. Each individual platform is composed of a DJI hexacopter frame FP50©, DJI E310 motors3, a gripper, computational resources, and sensor modules. An Intel-NUC-i74 is used for on-board computation, a Mobius ActionCam5 camera is employed for object detection and relative visual localization, and a TeraRanger rangefinder6 is used for altitude estimation. The system is controlled on the lowest level by a PixHawk autopilot, which contains a set of sensors such as accelerometers, gyroscopes, and magnetometers that are necessary to stabilize the attitude of the MAV. We use a combination of GNSS (Global Navigation Satellite System) attached to the Pixhawk autopilot and Real Time Kinematic (RTK) satellite for localization. The RTK system improves the single GNSS localization module with data derived from satellite-based positioning systems such as GPS, GLONASS, Galileo, and Beidou. Information on the position is provided in the RTK system by a PRECIS-BX305 GNSS RTK BOARD (GPS L1/L2/GLONASS G1/BEIDOU B1/B3), providing a final accuracy of 10 millimeters (mm) ±1 parts-per-million (ppm) horizontally and 15 mm ±1 ppm vertically when the RTK device is in the most accurate state, “RTK FIX”. In principle, the vertical position (altitude) provided by the RTK GPS is measured above the mean sea level, which means that the MAV does not have precise information about the ground level profile and the height of objects for grasping, which is supplemented by the rangefinder measurements.

A key component in our design is the gripper, which must be lightweight and able to acquire and carry flat ferrous objects as required by the MBZIRC subchallenge. The gripper consists of 3D printed parts and includes a mounting bracket, a compression shaft, and an end effector as shown in Fig 3. The mounting bracket connects to the ventral part of the vehicle and provides a receptacle for the compression shaft.

1https://www.dji.com/flame-wheel-art/feature
2https://www.dji.com/310
4https://www.mobius-actioncam.com/
5http://www.teraranger.com/products/teraranger-one

<http://mbzirc.com>
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Internally, a spring allows the shaft to retract during take off andlanding to avoid damaging the gripper, and it also provides axial compliance when grasping. The shaft is connected to the end effector of the gripper via a ball-and-socket joint. The end effector is the core of the gripper; an electro-permanent magnet OpenGrab EPM v3\(^7\) that combines the advantages of electro and permanent magnets and creates a strong magnetic contact with the ferrous object. The payload capacity of the electromagnet is determined by

\[
F = m_o g s
\]

where \(F\) is the required nominal force, \(m_o\) the object mass and \(s\) is a safety factor, which needs to be properly selected still allow an effective object release, independently of the grasping location on the object surface.

We also must account for the decrease in the available holding force of the magnet, which is perpendicular to the end effector magnet plane, in case its direction is not parallel to the gravity one. It was experimentally verified that a holding force of the ferrite magnet decreases by nearly 85\% in shear. Using a maximum rotation of 45\(^\circ\) of the magnet results in a decrease of approximately 42\% in holding strength. This is then accounted for in the above equation with the safety factor. The total weight of the proposed gripper design is 175 g. The EPM Gripper works by taking a 5 V 1 A power to switch states, and it does not require constant power. Finally, another key component is a spherical joint between the shaft and the EPM, which allows mechanical decoupling of the relative rotation between the platform and the object.

Out of the box, the EPM does not provide any feedback information required to identify a successful grasping. However, this kind of feedback is critical for good performance of the system. Without it, in the case of unsuccessful grasping, the vehicles would use precious battery time flying to the drop location and back, without carrying anything. To address this problem, two Hall effect sensors are installed on the sides of the EPM. When a ferrous object is attached, the magnetic field around the magnet changes. This is reflected by a change in the output voltage of the Hall effect sensors. To prevent false-positive detections, a short calibration is done before each grasping attempt during which 100 samples of the output voltages are averaged and experimentally a new threshold is set above the average. If the measured voltage exceeds the set threshold, a successful grasp is signaled. Likewise, if the object is dropped during flight, the measured voltage drops below the threshold and an object loss is signaled, which allows the MAV to abort the delivery and attempt grasping another object.

A custom board was designed to provide a low-level interface between the main computer, the gripper, and a serial radio module. This board uses an 8-bit ATmega 128A4U\(^8\) microcontroller and an FT232RL\(^9\) USB serial driver to communicate with the main computer. The gripper is controlled by a PWM signal, and the feedback voltage from the Hall effect sensors is measured by the microcontroller’s ADCs. The board is also fitted with a socket to accommodate an XBee Pro radio module, which is used to relay RTK corrections from the base-station to the RTK GPS module. A low-level architecture is shown in Fig. 4. We release the reference files to make and

---

\(\text{http://www.microchip.com/wwwproducts/en/ATxmega128A4U}\)

\(\text{http://www.ftdichip.com/Products/ICs/FT232R.htm}\)

\(\text{https://github.com/loiannog/MBZIRCgripper}\)

---

![Fig. 3: The designed gripper (left) and its realization (right).](image)

![Fig. 4: The low-level interface with communication and feedback. 3D print the gripper as well as a self contained code so that anyone can interface the gripper with a µController\(^{10}\).](image)
level trajectory planner. In many previous works, because the attitude dynamics can be assumed to be faster than the dynamics governing the position, linearized controllers are used for both loops [24], [25]. However, we need the system to be capable of large deviations from the hover configuration during operations like fast mapping of objects or for heavy wind compensation, so we use a nonlinear controller. Let us consider an infrared reference frame denoted by \([e_1, e_2, e_3]\) and a body reference frame centered in the center of mass of the vehicle with an orientation denoted by \(R = [b_1, b_2, b_3]\) where \(R \in SO(3)\). The dynamic model of the vehicle can be expressed as

\[
\begin{bmatrix}
\dot{x} \\
\dot{v} \\
\dot{R}
\end{bmatrix} = 
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
f_1 \\
f_2 \\
f_3
\end{bmatrix}
+ 
\begin{bmatrix}
sd_1 \\
sd_2 \\
sd_3
\end{bmatrix}

\text{R} \cdot \Omega = \Omega \times \Omega = \mathbf{M},
\] (2)

where \(x \in \mathbb{R}^3\) is the Cartesian position of the vehicle expressed in the inertial frame, \(v \in \mathbb{R}^3\) is the velocity of the vehicle in the inertial frame, \(m \in \mathbb{R}\) is the mass, which includes the mass of the object during the grasping phase, and \(f \in \mathbb{R}\) is the net thrust, \(\Omega \in \mathbb{R}^3\) is the angular velocity in the body-fixed frame, and \(J = \mathbf{R}^{-1} \cdot \mathbf{J} \cdot \mathbf{R}\) is the inertia matrix with respect to the body frame. The hat symbol \(^\wedge\) denotes the skew-symmetry operator according to \(\mathbf{X} = x \times y\) for all \(x, y \in \mathbb{R}^3\), \(g\) is the standard gravitational acceleration and \(e_3 = [0, 0, 1]^T\).

The total moment \(\mathbf{M} \in \mathbb{R}^3\), with \(\mathbf{M} = [M_1 M_2 M_3]^T\), along all axes of the body-fixed frame and the thrust \(f \in \mathbb{R}\) are control inputs of the plant. The dynamics of rotors and propellers are neglected and it is assumed that the force of each propeller is directly controlled. The total thrust, \(f = \sum_{j=1}^{6} f_j\), acts in the direction of the z axis of the body-fixed frame, which is orthogonal to the plane defined by the centers of the six propellers. The relationship between a single motor thrust \(f_j\), the net thrust \(f\), and the moments \(\mathbf{M}\) can be written as

\[
\begin{bmatrix}
f_1 \\
f_2 \\
f_3 \\
M_1 \\
M_2 \\
M_3
\end{bmatrix} = 
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
-sd & 0 & 0 & 0 & 0 & 0 \\
-cd & 0 & 0 & 0 & 0 & 0 \\
-cd & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
f_f \\
f_s \\
f_s \\
f_s \\
f_s \\
f_s
\end{bmatrix} = 
\begin{bmatrix}
f_1 \\
f_2 \\
f_3 \\
M_1 \\
M_2 \\
M_3
\end{bmatrix},
\] (3)

where \(c = \cos (30^\circ)\), \(s = \sin (30^\circ)\) and \(d\) is the distance from the center of mass to the center of each rotor in the \(b_1, b_2\) plane. For non-zero values of \(d\), eq. (3) can be inverted using the right pseudo-inverse.

For control, we build on the work in [26] and [27] with control inputs \(f \in \mathbb{R}\) and \(\mathbf{M} \in \mathbb{R}^3\) chosen as

\[
f = -\left(-k_p \mathbf{e}_x - k_h \mathbf{R} \right) \mathbf{R} (\tau) \mathbf{e}_x \mathbf{d} \mathbf{t} - k_{e_v} \int \mathbf{e}_v \mathbf{d} \mathbf{t} - k_{e_w} \int \mathbf{e}_w \mathbf{d} \mathbf{t} - k_{e_3} \int \mathbf{e}_3 \mathbf{d} \mathbf{t} - m e_3
\]

\[
\mathbf{M} = -k_P \mathbf{e}_r - k_h \mathbf{R} \mathbf{e}_x + \mathbf{R} \times \mathbf{J} \mathbf{e}_x - J \left( \mathbf{R} \mathbf{e}_r - \mathbf{R} \mathbf{e}_x \right) - \mathbf{R} \mathbf{e}_3.
\] (4)

with \(x_d\) the desired acceleration, \(k_p, k_h, k_{e_v}, k_{e_w}, k_{e_3}\) positive definite terms. We extend the referenced controllers by including two integral terms, which accumulate error in the body frame and the world frame. In particular, the work [28], an integral action is considered in the world frame. These terms are extremely important considering the operating conditions of strong and inconsistent wind, for example around dunes in the desert. Both terms provide the opportunity to capture external disturbances (e.g., wind) separately from internal disturbances (e.g., an inefficient prop or a payload imbalance), particularly when the vehicle is permitted to yaw or rotate about the vertical axis. The thrust and moments are then converted to motor rates according to the characteristic of the proposed vehicle. The subscript \(C\) denotes a commanded value and \(\mathbf{R}_C = [b_1, C; b_2, C; b_3, C]\) is calculated as

\[
b_2, C = b_2, des \times \mathbf{b}_1\]

\[
b_3, C = b_3, des \times \mathbf{b}_1, \]

\[
\mathbf{R}_C = \mathbf{R} \hat{\mathbf{R}} C.
\] (6)

where \(\mathbf{R}_C\) is obtained differentiating with respect to time the vector elements composing \(\mathbf{R}_C\). Note that here we have to define \(b_2, des\) based on the yaw instead of defining \(b_1, des\), as done in [27] due to a different Euler angle convention (we use the ZYX convention instead of ZXY). The error quantities \(e_2, e_3, e_w\) are defined in [26], and they represent the orientation, angular rate errors, and translation errors respectively. The symbol \(^v\) represent the vee map \(\alpha (3) \rightarrow \mathbb{R}^3\). The exponential stability has been proved for a similar PID controller in [28].

**IV. Trajectory Planning**

Given a pre-defined rectangular area to scan by a team of MAVs, the task first involves generating collision-free trajectories for each MAV. Secondly, we must avoid inter-MAV collisions when grasped objects have to be dropped in a common assigned box. A common way for area coverage is to use a Zamboni pattern or a lawn mover pattern. Path planning for such a problem is described as Coverage Path Planning (CPP) [29], where for a given area the CPP provides a path from which the entire workplace can be scanned with an onboard camera. The work in [30] combines graph search techniques and spline-based methods to provide a solution for multi-robot coverage with requirements for sensor resolution and field-of-view.

Instead of solving a combined multi-robot path planning coverage problem, we choose a simple area decomposition method and then assign an independent zone for each MAV to localize and collect objects. The required coverage area is split into equally-sized zones and guarantees that no paths intersect during the coverage phase. Each MAV plans the coverage path using the Boustrophedon coverage [31] in its zone as shown in Fig. 5. A reduced field of view is used for the planning and is set based on the required overlap in the coverage (set
to 20%) and on the real FOV camera projection to the ground plane with respect to the sweeping altitude.

While following the trajectory, the MAV detects and localizes the position of any object. Upon a detection, the trajectory tracking is stopped and the MAV tries to grasp the object immediately. After either a successful grasping and dropping of the object or after a number of unsuccessful grasp attempts, the MAV continues sweeping from the last point on the trajectory.

The coverage trajectories are collision free since the robots are in independent zones. However, a MAV may need to pass through zones belonging to other robots in order to drop object after its successful grasping and as well in order to return back into its assigned zone. During this maneuvers, we take a proactive approach to ensure that a collision will not occur. There are many challenges to develop such an onboard collision free planner. Our planner uses a simple idea with different altitudes for each MAV. However, while completing the given task, the MAVs cannot stay only in these altitudes during the mission, as they have to descend for events such as grasping and consequent dropping of the objects. The position of the MAV in x-axis and y-axis does not alter rapidly in these events because they are realized by following strictly vertical trajectories. Therefore, the MAV after leaving its assigned altitude is assumed to be a static obstacle for other MAVs and the finding the shortest free path between the starting and goal points may be easily realized by a visibility graph method [33].

This strategy works due to sharing the estimated positions of MAVs between robots. In the case of a communication dropout, typically occurring during deployment of the multi-robot system in real world conditions, using a different altitude for each MAV helps to minimize the likelihood of a collision. Furthermore, since only one dropping zone is available, the MAV's must coordinate themselves so that the dropping zone is only occupied by one MAV at a time. When there is a communication dropout, a simple time-window based approach is used to resolve this issue.

V. STATE ESTIMATION

The state estimation algorithm must identify the state of each robot and the location of the objects to be grasped.

A. State Estimation for Control

As shown in Section II, the platform is equipped with several different sensors such as GPS, a height sensor, and cameras. These sensors can be fused using the complementary nature of each sensor in terms of accuracy and speed to obtain a reliable state estimate to control the MAV. The Extended Kalman Filter available on the PixHawk fuses the inertial sensors, altitude pressure sensor, and the GPS receiver. However, for the considered task, the precision and accuracy for grasping is extremely important since the main goal is to be able to transport the objects to a final destination. The position estimate in the lateral axes is based on the estimate provided by PixHawk, namely positions $x^k$, and velocities $\dot{x}^k$. Although, its precision might be satisfactory locally, it is prone to heavy drift in short time ranges. This drift is corrected by differential RTK GPS to ensure repeatability of experiments. Position measurements from the RTK GPS receiver are fused using a Linear Kalman Filter with model

$$A = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} \Delta \dot{1} \\ \Delta \dot{2} \\ \Delta \dot{3} \end{pmatrix}$$

where $x_n^k = A x_{n-1} + Bu_{n-1}$ is the linear system equation, $x_n^k = (x, y, z)$ is the state vector finally used for control, and $u_{n-1}$ is the system input. The input vector $u$ consists of velocities obtained by differentiating positions $x^k$, which ensures that our filter does not introduce any more drift to the resulting estimate when no RTK GPS corrections are involved due to inaccuracies of $\dot{x}^k$. In situations when the position is not being corrected, the resulting estimate follows the same relative state trajectory as $x^k$, just shifted according to the last correction.

The multi-robot scenario requires a common reference frame between all vehicles. The base of our Cartesian system is set to predefined GPS coordinates, and its orientation is according to the ENU convention, thus the 1st, 2nd, and 3rd axis points to the East, North and Upwards respectively. This is the convention used in Section III to define the inertial frame. A point of origin is measured using the RTK GPS, to which all independent coordinate systems of all MAVs are then shifted after each of them is powered up. The common base station of the differential RTK GPS then ensures that all MAVs estimates are corrected to lie within the same global coordinates. In this way, the estimation of the altitude does not only rely on the pressure sensor, which is not accurate. A Linear Kalman Filter is used to incorporate altitude corrections from the differential RTK GPS, the downward-facing TeraRanger height sensor, and the object detector, which is able to provide an estimate of the relative distance when flying above an object. The estimator provides an option to switch between those sources of data depending on the current task and the circumstances. Correcting the altitude using the TeraRanger rangefinder is feasible when flying above uneven ground, but it cannot be reliably used when the downward-facing sensor is obstructed e.g., when carrying an object, or when there might be a foreign object on the ground. On the other hand, the RTK GPS is able to provide precise relative altitude measurements, but only when RTK FIX has been established, which depends on GNSS signal strength and the quality of the communication link between the base station and the MAV. Further, it is unaware of the ground profile, so it cannot directly provide an estimate of the...
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Fig. 6: One of the vehicle during a grasping task in the desert (on the left) and two vehicles during the navigation task after grasped one object respectively (on the right), which are circled in green.

height above the ground. Finally, correcting the altitude using data from the object detector might bring in unexpected steps in the signal due to false positive detections. To be robust to unreliable measurements, which can compromise the mission in such critical settings, a safety mechanism for detecting anomalies is used which can toggle off any of the altitude sensors from being fused.

B. Object Detection and Localization

As mentioned in Section II, the Mobius camera is used to detect the colored, round objects. This high-resolution camera has a rolling shutter, so vibrations induced by the drone motors can cause noisy effects in the image which makes the use of geometry-based methods for object detection (e.g. Hough transform) problematic [34]. Thus, we designed a computationally efficient ellipse detection algorithm, which relies on the use of statistics that are robust to this type of noise [35]. The experiments have shown that a better object detection performance is achieved with a high-resolution rolling shutter camera than with a lower-resolution, global shutter camera of similar price.

Unlike the original method [35], which used adaptive thresholding to detect black-and-white patterns, our pixel labeling was based on a 3D RGB look-up grid, which is either pre-loaded or build semi-automatically during a calibration procedure. During calibration, the MAV hovers (or is held by hand) over the objects in a known spatial configuration and displays the results of the detection on a GUI. The system operator can indicate the object positions and false detections, creating and refining a Hue-Saturation-Value Gaussian mixture model of the object and background colors. Once the user indicates that the detection performance is satisfactory, each cell of the RGB look-up grid (corresponding to the given color) is classified as an object or background using the Gaussian mixture model, and the look-up grid is saved. The main advantage of the RGB look-up grid is that it can implement any pixel-wise classification method in a very efficient way – classification of a given pixel is performed simply by retrieving its class from the cell that corresponds to the pixel’s RGB values.

The detection algorithm is based on [35], which searches for continuous segments of object-colored pixels, establishes their bounding box, number of pixels, centroid, convexity, and compactness, and uses these statistics to reject segments that cannot correspond to circular objects. Finally, using the known object size, elliptical shape and camera parameters, the method calculates the relative 3D position of the object which is transformed into the inertial coordinate frame. If the detected object’s position and the ground distance obtained from the robot’s state estimation are not within a threshold, then the object is marked as a false positive. For details on the method, please refer to [36]. Targets that are trying to be grasped are filtered out in other MAVs to prevent simultaneous grasping of the same target. The following empirical laws are adopted during the manipulation task:

- Objects which have not been seen for more than 5 seconds are deactivated.
- Objects which are deactivated for more than 3 seconds are deleted from the map.
- Measurements from the object detector are paired with objects in the map using a min-distance bipartite graph matching, constrained by the color of the objects.
- Objects located outside of the working area are deleted from the map, and new measurements in such areas are discarded.

Additionally, the grasping attempts might not be successful at all times. The approach also allows a temporary ban for 30 s in a 4 m radius around a particular object to avoid deadlock in the grasping state machine.

VI. EXPERIMENTAL RESULTS

In this section, we present results obtained in the demanding environment of the desert of Abu Dhabi in the United Arab Emirates as shown in Fig. 6. The key objective of this work is to have a team of MAVs identify, grasp, and deliver a number of objects in an environment with an unknown ground profile, difficult wind, and unreliable communication.

The entire pipeline has been implemented in ROS, which is also responsible for the management of communication between MAVs. ROS by design is not suitable for distributed implementation, so we make use of the ROS multistatic package [37] that allows managing nodes, topics, services, parameters across different robots. To reduce load in the communication channels, only selected information (topics) are shared with other team members such as the MAV position in the global coordinate system, the current state of the high-level
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Fig. 7: Path for different vehicles during the grasping task of two different (on the left) and three different types of objects (on the right).

Fig. 8: Grasping per cartesian axis with object estimation and MAV position, setpoint and setpoint errors.

State machine, the position of the object during grasping, and the planned trajectory. This information is used in nodes for collision free planning, fail-safe reactive collision avoidance, and object estimation.

The proposed approach has been tested with a set of 2 and 3 MAVs as shown in Fig. 7 on the left and right, respectively. The weight of each object is 70 g and is placed close to the ground at different altitudes (see Fig. 6 right indicated with green ellipses) in a total area of $70 \times 45$ m$^2$. Each robot travels an average of 250 m in the x and y Cartesian axes at an average height of 10 m. In Fig. 7, each object is identified by the color corresponding to the vehicle that performed the grasping. We can clearly identify a total of 12 objects. Each vehicle picked up and delivered at least 3 objects thus showing robustness of the system across platforms. The dropping area is identified in the top left corner of Fig. 7 by a red square on the ground. During the experiments, the robots experienced wind speeds up to 10 m/s. Regardless, over the course of 10 trials, the system achieved an average success rate of 90% when grasping and 95% when dropping objects in the goal location.

We finally discuss the control performance during the navigation and grasping task. In Fig. 8, we report on the results for the grasping task executed by one of the platform. The vehicle starts at 1.5 m above the object. During the descent phase, which starts at 1 s, the vehicle tries to center with respect to the object on the other two Cartesian axes. The control errors are, on all axes, within few centimetres, which is sufficient to successfully grasp the objects. The attached multimedia material shows many trials with similar results independently of the color and position on the terrain of the objects. In addition, in Table I, we report the average mean tracking errors before and after the grasping task. The errors are equivalent on the same magnitude range, showing that our control strategy is robust with respect to the weight changes introduced by the payload.

<table>
<thead>
<tr>
<th>Average Error</th>
<th>Before Grasping (m)</th>
<th>After Grasping (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>0.012</td>
<td>0.045</td>
</tr>
<tr>
<td>$y$</td>
<td>0.038</td>
<td>0.074</td>
</tr>
<tr>
<td>$z$</td>
<td>0.067</td>
<td>0.110</td>
</tr>
</tbody>
</table>

TABLE I: Average position mean errors in meters during navigation before and after the grasping task.

VII. CONCLUSION

In this work, we developed an approach to enable a team of MAVs to identify, grasp, and deliver objects in challenging desert-like environments. The key challenges included creating a robust gripper for ferrous objects, scanning and locating the objects of interest, uneven terrain, inconsistent wind, and the potential for inter-robot collisions, all of which make the proposed task extremely difficult. We showed the effectiveness of our approach in real tests with the ability to have multiple vehicles simultaneously collecting different colored ferrous objects in the desert. We release the main platform hardware components and designs as open source, which is useful for other researchers to create an autonomous flying robots. We believe that the proposed solution, both in terms of hardware and algorithms, will be useful in industrial automation and search and rescue scenarios. Future strategies will investigate how to carry larger magnetic objects with multiple vehicles in a cooperative manner. We will also explore improved state estimation approaches, eliminating the need for GPS, which would open up opportunities for GPS-denied tasks.
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Chapter 5

Cooperative Autonomous Search, Grasping, and Delivering in a Treasure Hunt Scenario by a Team of UAVs

This section presents the third core publication of this compiled Ph.D. thesis, Cooperative Autonomous Search, Grasping, and Delivering in a Treasure Hunt Scenario by a Team of UAVs [3c], which was published in the Q1 journal, Journal of Field Robotics in 2019. This 24-page publication extends the previous manuscript [2c] with a more detailed methodology description. Furthermore, it displays its functionality during multiple deployments, including Challenge 3 of the MBZIRC 2017 competition, where we achieved first place among the 143 teams registered for the competition.

During the time of writing the publication, only two solutions for solving the complete task of multi-UAV objects delivery were available [82], [83]. In the introductory section of the paper, the novelty of the proposed methodology is compared with these two most relevant papers. Mainly a novel control pipeline that can compensate for external factors (such as wind, which is a common disturbance in outdoor environments) and alternative strategies in the event of a communication blackout are highlighted in the paper. Furthermore, the contribution is compared to similar works focused on the related tasks of object detection, grasping, and transportation.

The second section of the paper details the proposed hardware setup for this task. The following software system structure section focuses on a detailed description of the individual software parts of the system. These parts include object detection, object estimation and motion prediction, UAV position estimation, communication, low-level UAV control, trajectory tracking, high-level planning, and the Failure recovery and Synchronization jobs Manager (FSM), which is both the main scientific contribution of the paper, and the main contribution by the author of the thesis in this paper. The FSM is a novel approach designed to deal with the unexpected failures that occur frequently during real-world deployments of multi-robot systems.

The experimental results section presents the results obtained by multiple deployments of the presented system in simulated and real-world environments. Observations during the development of such a complicated system are pointed out in the following lessons learned section. We emphasize the significance of real-world outdoor experiments over simulations, as they may not reflect the requirements of real robotics. The last part is the conclusions section that summarizes the paper.
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Abstract
This paper addresses the problem of autonomous cooperative localization, grasping and delivering of colored ferrous objects by a team of unmanned aerial vehicles (UAVs). In the proposed scenario, a team of UAVs is required to maximize the reward by collecting colored objects and delivering them to a predefined location. This task consists of several subtasks such as cooperative coverage path planning, object detection and state estimation, UAV self-localization, precise motion control, trajectory tracking, aerial grasping and dropping, and decentralized team coordination. The failure recovery and synchronization job manager is used to integrate all the presented subtasks together and also to decrease the vulnerability to individual subtask failures in real-world conditions. The whole system was developed for the Mohamed Bin Zayed International Robotics Challenge (MBZIRC) 2017, where it achieved the highest score and won Challenge No. 3—Treasure Hunt. This paper does not only contain results from the MBZIRC 2017 competition but it also evaluates the system performance in simulations and field tests that were conducted throughout the year-long development and preparations for the competition.
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INTRODUCTION

Small autonomous unmanned aerial vehicles (UAVs) are widely used in numerous applications of data collection due to their potential for rapid deployment and their ability to reach locations inaccessible by ground robots. While fixed wing UAVs have the advantage of stable flight at high speeds, long range, and long flight time, rotary wing UAVs (such as the popular multirotor helicopters) benefit from their capacity for high maneuverability, vertical take off and landing, flight in cluttered environments in close proximity to obstacles, and hovering in a desired position in a 3D environment. The ability to precisely reach a desired 3D position and hover in place is crucial for long-term information gathering, and especially for physical interaction with objects in the workspace. Delivery applications composed of acquisition, transport, and drop-off provide an example requiring interaction with the environment during autonomous flight. This is the topic discussed in our paper.

A multiple cooperative delivery mission (called Treasure Hunt) was the most complex task in the 2017 Mohamed Bin Zayed International Robotics Challenge (MBZIRC). In the competition, the
delivery task was solved in its full complexity, including searching for objects with unknown positions, grasping moving objects, and cooperation among multiple UAVs working in concert. The deployment of a team of UAVs was motivated by the limited total mission time, and by including large objects with weights exceeding the maximum payload of the individual robots. In the mission, 23 objects (10 static, 10 dynamic, and 3 large) had to be localized in an outdoor arena and collected by three UAVs of limited size. While the small objects (static and dynamic) could be lifted by a single UAV, the large objects required two UAVs to transport them.

The system that exhibited the best performance among all participants in the MBZIRC competition in the Treasure Hunt challenge is presented in this paper. The system design is driven by the specific task proposed and precisely specified by the organizers. The approach is tailored to provide high robustness and performance to solve the challenging task by modification of available robotic methods and designing new algorithms where necessary. Nevertheless, the proposed system is easily reusable in a large set of multi-UAV scenarios as shown in Section 1.2. The core of the system is the failure recovery and synchronization jobs manager (FSM), which is crucial for managing all subsystems and for coordinating all UAVs sharing the same workspace. The FSM is also needed to achieve the reliability required for the deployment of UAVs in real-world conditions, which requires the ability to recover from UAV failures and also from a malfunction of the localization and communication infrastructure. For example, the robots can easily collide with the objects being grasped due to a wind gust which, in combination with the ground effect, can create a hardly predictable external force on the UAV in the final phase of the approach to an object. Such a collision could result in a UAV crash, deadlock, or an overturned object. Moreover, malfunctions of UAV subsystems such as camera dropouts, incorrect range-finder measurements, gripper failure or gripper feedback failure, and imprecise object gripping, can be expected in demanding outdoor conditions. All these eventualities need to be considered by the system to enable undisturbed operation of the remaining robots in the event of a UAV failure, limited operation of a UAV with a faulty subsystem, or an unsuccessful or interrupted grasping task. From this point of view, the proposed FSM concept can be considered as a hierarchical state machine with included synchronization and failure recovery abilities, which may be effectively reused in any complex multi-UAV task involving environment interaction.

Although the rules of the MBZIRC competition allowed the use of global navigation satellite system (GNSS) and the even more precise differential global positioning system (DGPS) for UAV localization, the availability of these systems was not guaranteed. For example, GNSS information was available only intermittently, due to interference with other transmitters located at the competition site and occlusion of satellites by the surrounding buildings and infrastructure. The provided Wi-Fi infrastructure was even less reliable and therefore the proposed FSM approach leverages the combination of different modes of the system based on the availability of Wi-Fi, GNSS, and DGPS. In addition to the FSM, a sensor fusion mechanism is presented for combining information from various onboard sensors (onboard IMU, GPS, DGPS, rangefinder, and camera) which must be considered as potentially unreliable at any time. It is vital that the UAV may continue with the task despite lacking some sensor data (e.g., precise measured altitude above ground), because the competition rules did not allow any human intervention or debugging during the trials, and which is also the case in most of the real-world UAV applications.

Another important subsystem, which is crucial in tasks requiring interaction with the environment, is relative detection and estimation of the state of the objects requiring interaction. In the presented system, the relative localization technique relies on onboard vision, since the objects in the competition were designed to support such an approach. The shape and color of the objects were specified before the mission and a color-based key was used to identify the score for collecting the particular object and to distinguish the object type. Static, dynamic, and long objects were labeled by different colors, all easily distinguishable from the background. Therefore, the vision approach is the simplest way to acquire all data required for the high-level planning (the score, type, and position estimate), and also for the visual servoing in grasping task (precise relative positions of objects). However, any alternative relative localization system can be easily integrated based on the application. State estimation of the object is necessary mainly for dynamic objects, where a velocity estimate of the object needs to be taken into account by the UAV control modules.

Two flight behaviours are required in the Treasure Hunt task: Trajectory following and precise visual servoing. The trajectory tracking mode is used to search for the object in the environment, to approach the vicinity of the object, and to transport the object to the required location. The most important property of this controller is rapid and smooth movement along the trajectory provided by the high-level planning. The visual servoing applied in the final phase of grasping can be realized more slowly, but the requirements on precision are much higher. In the paper, we will present a novel model predictive control (MPC)-based approach that allows integration of the UAV state estimation (including external forces produced by the wind and ground effect) and target state estimation (a position and velocity estimate of the currently observed object), enabling our robots to reach the target with a maximum position error of 8 cm, which is determined by the diameter of the object and the size of the gripper.

1.1 State-of-the-art

Rotocraft or rotor-wing UAVs are suitable for tasks with object manipulation, due to their ability to hover on the spot. Their usage in
this field has already been investigated in several publications, mainly for a single UAV, in particular subparts such as gripper or manipulator design, control techniques, and object detection.

The design of a manipulator for use in industrial applications, for aerial inspection by contact, and also for aerial manipulation is described in Fumagalli, Stramigioli, and Carloni (2016). The design of a multidegree arm manipulator placed on UAVs is presented in Morton and Toro (2016) and in Korpela, Danko, and Oh (2012). The idea of using a suction-based gripper for versatile aerial grasping is presented and experimentally verified in Kessens, Thomas, Desai, and Kumar (2016). Other gripper designs are presented in Mellinger, Lindsey, Shomin, and Kumar (2011) and Pounds, Bersak, and Dollar (2011b).

A study about determining stability bounds, in which the changing mass-inertia parameters of the system due to the grasped object will not destabilize a proportional-integral-derivative flight controller for helicopters, is presented in Pounds, Bersak, and Dollar (2011a). The authors of Thomas, Loianno, Polin, Sreenath, and Kumar (2014) introduce a controller and a planner for high-speed aerial grasping, using a quadrotor UAV with a claw-like gripper. Their approach is used for grasping a cylindrical object relying on feedback from a monocular camera and an inertial measurement unit onboard the aerial robot. Images from the camera are used for computing the desired pitch angle, and the remaining axes (roll and yaw) are controlled using feedback from the vision motion capture system. In Ghadiok, Goldin, and Ren (2012), a system for autonomous grasping of objects using a monocular IR camera is introduced. Detection of the objects is based on finding an IR beacon, which has to be placed on the objects. The authors also rely only on onboard sensors, but the position and yaw estimation is computed offboard on the ground station. A methodology for controlling a multarm manipulating aerial vehicle is presented in Orsag, Korpela, Pekala, and Oh (2013). The control of a system where the control input is generated for the UAV and the manipulator joints simultaneously is described in Heredia et al. (2014), Kamel, Comari, & Siegwart (2016), and Kannan, Quintanar-Guzman, Dentler, Olivares-Mendez, & Voos (2016). The papers (Kim, Seo, Choi, & Kim, 2016; Lippiello et al., 2016; Santamaría-Navarro, Grosch, Lippiello, Sola, & Andrade-Cetto, 2017) present a vision guidance approach using an image-based visual servo for an aerial manipulator. A method for planning a time-optimal trajectory for a quadrotor with the goal of grasping a moving target is introduced in Spica, Franchi, Oríolo, Bülthoff, and Giordano (2012). However, the solution is presented only by simulations.

Detecting and estimating the object is a challenging task that needs to be investigated for autonomous grasping. Online detection of the known object and estimation of its position using features from images are described in RamoSoria, Arrue, and Ollero (2017). Another method for onboard object extraction based on stereo vision for autonomous grasping of objects is presented in RamoSoria, Bevec, Arrue, Ude, & Ollero (2016). However, the aforementioned methods rely on stereo or depth sensors, which are not used on our UAVs. To detect the colored objects, we modified a computationally efficient method (Krajnik et al., 2014), which already proved its reliability and accuracy in real-world conditions.

Ways of transporting large objects by multiple UAVs have already been investigated in Gioioso, Franchi, Salvetti, Scheggi, and Pratichizzo (2014). Mellinger, Shomin, Michael, and Kumar (2013) and Parra-Vega, Sanchez, Izquier, Garcia, and Ruiz-Sanchez (2013). A control scheme for cooperative simultaneous manipulation of an object by a team of UAVs is described in Parra-Vega et al. (2013). The idea of grasping and manipulating objects by a swarm of UAVs has been also studied in Gioioso et al. (2014), where the swarm is teleoperated using the free motion of a human hand. Both these works lack experimental verification, because the systems were tested only in simulations. Transport of large objects by multiple UAVs had been achieved in Mellinger et al. (2013). However, the experiments were done in an indoor environment under the Vicor motion capture system.

Solutions for the Treasure Hunt scenario have already been presented by two teams participating in the MBZIRC competition which had worked on this scenario autonomously. The approach used by the team from ETH Zurich is described in Bähnemann, Schindler, Kamel, Siegwart, and Nieto (2017), and the approach used by the team from the University of Bonn is presented in Nieuwenhuisen et al. (2017). Both teams relied on an electro-permanent magnetic gripper for grasping ferrous objects, which are recognized using a color blob detection algorithm. They also used a similar approach for locating the objects. First, the arena is cooperatively searched by UAVs to create a map of the objects, and then an attempt is made to grasp and deliver each object in the map. However, the solution in Bähnemann et al. (2017) relies on a Wi-Fi communication infrastructure, and the authors do not propose any alternative in the event of communication blackout. They also do not explain how they solve the problem of multiple UAVs coordination over the drop-off zone. In Nieuwenhuisen et al. (2017), the authors mention a conservative solution for a disturbed communication network. However, this solution is not explained in detail, and therefore, their approach cannot be directly replicated and evaluated. Furthermore, their controller does not compensate for external factors such as wind, which is a common disturbance in an outdoor environment.

1.2 Contribution

The contribution of this paper correlates directly with the expected contribution of the MBZIRC challenge. A board of respected scientists from leading robotic groups worldwide selected the Treasure Hunt scenario as the most challenging task in the MBZIRC event for numerous reasons. This scenario extends state-of-the-art systems in various ways: Deployment of multiple UAVs in the same outdoor workspace, multirobot scanning of the environment with no prior information on the position of objects, online distribution of tasks to UAVs based on the obtained information, and physical interaction with the environment. Indeed, physical interaction of UAVs with objects in an unknown outdoor environment, especially
cooperatively (some objects require the cooperation of multiple UAVs), is a challenging and innovative task, mainly if it must be solved in demanding windy environments, such as the MBZIRC 2017 venue in Abu Dhabi. The strong wind gusts present in the location between the coast and the desert significantly influence the precision and the stability of the UAV controllers, particularly in the final phase of object grasping, where they are combined with the ground effect. Further, the light conditions (e.g., the strong and variable sunshine) make the vision task more complicated than in a laboratory environment. The multirobot aspect requires rapid communication and coordination of UAVs, which seemed to be a bottleneck for the approaches presented by most of the other teams. Our solution to the challenges caused by unreliable communication is also a contribution to robotic research.

The overall contribution of our paper goes beyond the MBZIRC challenge, as it contains a comprehensive description of all components of the system that can be used in various collaborative multi-UAV missions, including physical interaction of robots and the environment. Although the system is primarily designed for outdoor deployment with a GNSS signal available, it can be used in GNSS-denied conditions with only a slight modification, since object grasping is realised by visual servoing, which relies on relative localisation only. Besides object grasping and delivery tasks, the system has been successfully deployed in numerous multi-UAV applications, including detection of sources of radiation and electromagnetic fields (Saska, 2017), inspection and documentation of historical sites (Saska, Kratky, Spurny, & Baca, 2017), reconnaissance and surveillance missions (Píníčka, Faigl, Váža, & Saska, 2017; Píníčka, Saska, Leymann, & Lacroix, 2017).

Another contribution of this paper for the robotic community is the fact that the next MBZIRC event intends to build on the achievements of MBZIRC 2017 and to propose even more challenging tasks that are beyond the current state-of-the-art in robotics. Although 143 teams applied to participate in the 2017 contest, including the best robotic labs worldwide, only four groups were able to grasp at least one object autonomously during the competition. To maximize the impact of future MBZIRC events and to encourage more competition, which will again push the limits of robotic systems, it is necessary for more teams to succeed in solving the challenging scenarios. A logical starting point is to use, or at least be inspired by, the approach that demonstrated the best performance in the 2017 MBZIRC, which is presented in this paper. Moreover, we would like to share and highlight the parts of the system and the phases in its development that brought added value in comparison with the systems of our competitors. Our experience and our solutions to the proposed challenges should be beneficial in further MBZIRC contests, in other robotic competitions, and also for the design of autonomous UAV systems for deployment in emergency applications. The rules of the competition forced teams to design a system for immediate deployment (the preparation time was only 20 min for the multi-UAV challenge) and for operation within a given time, without the option of postponing the start of the mission. This contrasts with most robotic experiments presented in the literature, where only successful trials and demos are presented. Short preparation time and a successful start on demand, without the possibility of repeated trials, are required by industry and in emergency applications, and the MBZIRC competition was designed to force teams to achieve these requirements.

1.3 | Problem statement

In the MBZIRC 2017 Treasure Hunt challenge, three UAVs (with a maximum size of 120 cm × 120 cm × 50 cm) must locate, grasp, deliver, and drop a set of objects into a given box within 20 min. The set should contain 10 moving and 10 stationary small objects, as well as three stationary large objects, all of which are randomly placed inside the arena. The small objects were approximately 0.370 kg ferrous disks on a stationary stand or moving TurtleBot2 robot, as shown in Figure 1b–d. Different colors of the objects—green, blue, and red for the static objects, and yellow for the dynamic objects—were associated with different scores, one, two, three, and five points, respectively. The nonstationary objects were moving at random velocities not exceeding 5 km/hr. Three large orange objects not exceeding 200 cm in length, and not exceeding 2 kg in weight, were valued at ten points each on successful transport and delivery by at least two cooperating UAVs into the dropping zone depicted in Figure 1a. If a large object was moved into the dropping zone by a single robot, the team obtained five points. The small objects could be grasped by a single UAV and dropped into a box placed inside the dropping zone. The objects could be picked up by a magnetic gripper, a suction gripper, or another device carried onboard the UAVs. Before the start of each trial, the three UAVs had to be in the start location.

2 | HARDWARE

The specifications of the MBZIRC challenge described above influence the decision on which UAV platform to use. Our intention was to reuse the platforms and the entire system in our follow-up research, and to achieve simple replicability of the system in the future. Therefore, we tried to maximize the use of commercially available off-the-shelf UAV components, and only a few 3D printed specialized tools (sensor holders and the gripper). This approach reduced development time, increased reliability, and now enables our system to be used by other universities with a minimum overhead for technology transfer. It also increases the impact of this paper, which can be considered as a comprehensive manual for building a robust multi-UAV system, even for research groups without any experience with UAVs.

The proposed UAV platform is a complex system composed of integrated active members, computational resources, and sensor modules, shown in a schematic view of the system in Figure 2. The main structure of each UAV consists of a DJI hexacopter F550 frame and E350 DJI motors. This choice satisfies the size limitations of the MBZIRC event, the flight time, and the payload capability that is necessary for additional sensors, and also for carrying the objects. The
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system is controlled at the lowest level by a PixHawk flight controller (Meier et al., 2012) that contains a set of sensors, such as accelerometers, gyroscopes, and magnetometers, which are necessary for stable UAV flight. The open-hardware and open-software architecture is advantageous for the MBZIRC competition, and also for research on multirobot systems. An Intel NUC-i7 PC provides sufficient computation power to solve all the required onboard image processing tasks, and also UAV coordination, state estimation, and motion planning in the complex Treasure Hunt challenge. Transport of messages between the onboard PC and PixHawk autopilot is performed over a serial line using MAVlink protocol. Communication between the UAVs, which is important for their coordination, is provided by the Wi-Fi module embedded in the PC. A high-resolution Mobius ActionCam (2018) camera is used for object detection, and for relative visual localization.

The rules of the competition allowed the use of GNSS and even more precise navigation systems for localization. To maximize the accuracy and to increase reliability, our system uses a combination of the real-time kinematic (RTK) satellite, which enhances the precision of position data derived from satellite-based positioning systems (e.g. GPS, GLONASS, Galileo, and BeiDou), and a classical GNSS module attached to the PixHawk controller. Information on the position is provided in the RTK system by a PRECIS-BX305.
GNSS RTK BOARD (GPS L1L2/GLONASS G1/BEIDOU B1B3)
(Tersus-GNSS, 2017), with accuracy of 10 mm ± 1 parts per million (ppm) horizontally and 15 mm ± 1 ppm vertically when the RTK device is in the most accurate state. RTK FIX. This RTK system requires a stationary GNSS receiver, called RTK basestation, which is placed on a known location. The RTK basestation then broadcasts its position and measurements from all visible satellites (RTK corrections) to the UAVs using Xbee Pro radio modules (Digi International, 2017). A custom board was designed to provide communication of the Xbee module with the RTK device.

In principle, the vertical position (altitude) provided by the RTK GPS is measured above the mean sea level. However, the UAV does not have any information about the ground-level profile or the distance to the objects that are to be grasped, based on the GPS. This information is obtained using the onboard Teraranger One laser rangerfinder, which is mounted face-down and is connected directly to the onboard PC, where its data are filtered and used for precise height control. Finally, the objects are grasped using an OpenGrab EPM v3 electropermanent magnet, which combines the advantages of electro and permanent magnets and creates a very strong magnetic contact with ferrous objects (NicaDrone, 2017). Our custom board (previously mentioned for managing communication from the Xbee module into the RTK device) also provides a low-level interface between the main computer and the gripper.

3 SOFTWARE SYSTEM STRUCTURE

The proposed solution relies on the robot operating system (ROS), which is an open-source set of software libraries and tools commonly used in the robotic community. Using ROS, the complex MBZIRC tasks can easily be divided into smaller subtasks (nodes). This also improves and clarifies the structure of the proposed system. Furthermore, the Gazebo robotic simulator can be used for simulation in the loop, together with firmware from PixHawk, which provides a very realistic testbed and significantly simplifies testing of the whole system. Using this realistic simulator, hardware experiments could be carried out in a shorter time and in a safer way than if direct HW is used. Because changes were double-checked in the simulator, we did not experience any serious crash during more than 1 year of intensive preparation for the MBZIRC event.

In this section, the subcomponents of the proposed system are described. The first two parts explain object detection, object estimation, and motion prediction for dynamic objects. In the next subsection, the estimation of the UAV’s state from all available sensors is introduced, followed by details on communication in the multirobot network. Further, the nonlinear controller used for UAV control is explained, together with the novel MPC-based approach used for online design of a feasible and smooth reference for the nonlinear controller. This is followed by details of high-level planning built upon MPC-based trajectory tracking, which is used for UAV coordination and collision avoidance when the same workspace is shared. Lastly, the FSM, which is crucial for managing all subsystems and for coordinating all UAVs sharing the same workspace, is described. All these subcomponents are executed on the onboard PC Intel NUC-i7.

3.1 Object detection

Since the camera that is used to detect the colored objects has a rolling shutter, vibrations induced by the drone motors cause the acquired images to be subject to a specific ‘jelly’ or ‘wobble’ effect, which makes the use of geometry-based methods for object detection (e.g., the Hough transform) problematic (Afolabi, Man, Liang, Guan, & Krilavičius, 2015; see Figure 3). We therefore designed a computationally efficient ellipse detection algorithm, which relies on the use of statistics that are robust to this type of noise (Krajník et al., 2014). However, the original method described in Krajník et al. (2014), which used adaptive thresholding to detect black-and-white patterns, had to be extended to process the color information.

Since the perceived colors are influenced by the light conditions, and the exact colors of the objects were not known until the actual contest, we created a semi-automatic autocalibration method that can learn a Gaussian-mixture-based model (GMM) of each color during a short hover over the objects. Once the GMMs are learned, they are used to create an RGB color map, which allows the image pixels to be classified rapidly into object candidates and the background.

The color map is then used in the method (Krajník et al., 2014), which searches for continuous segments of object-colored pixels.
establishes their bounding box, the number of pixels, the centroid, convexity, and compactness and uses these statistics to reject segments that cannot correspond to circular objects. Then, using the known object size and camera parameters, the method calculates the relative 3D position of the object. This position is then transformed to a global 3D coordinate frame, and objects that do not appear to be close to the ground plane are rejected as false positives. Finally, global 3D positions of the detected objects are forwarded to a mapping module, which integrates multiple detections of the objects into a single 3D representation, which is then used by the planning system.

The performance of the method during tests and in the contest itself indicated computational efficiency and robustness to changing illumination, which was one of the key factors in the robustness of the entire system used in the MBZIRC competition.

### 3.2 Object estimation and motion prediction

Localization of targets on onboard cameras tends to provide data that are inherently embedded with raws. The data may be skewed by phenomena such as signal noise, false positive detections, irregular detection rate, data blackouts, etc. These issues can hardly be mitigated during the detection, and some of them (e.g., data blackouts) also depend on the external environment. Moreover, several moving targets appear in the MBZIRC challenge and so estimates of unobserved states such as velocities and heading may help to follow their position precisely. This leads to a need to filter the detected position of the targets. We also required the filtration system to be capable of sorting out measurements belonging to targets that have been marked as unreliable, for example, due to data blackout being too frequent. Another requirement comes from the multirobot nature of the task. A UAV should share information about parts of the map that are currently occupied. Targets in those areas should then be filtered out in other UAVs to prevent unrequired grasping of the same target by multiple UAVs.

In the event that there is a single target in the field of view (FOV) of the UAV, an Unscented Kalman Filter (UKF) is used as a filter and as a predictor in conjunction with the car-like motion model

\[
\begin{align*}
\mathbf{x}_n^{[1]} & = \mathbf{x}_0^{[1]} + \mathbf{x}_0^{[1]} \Delta T, \\
\mathbf{x}_n^{[0]} & = \begin{pmatrix} \cos \phi_{n+1} \\ \sin \phi_{n+1} \end{pmatrix} \mathbf{x}_n^{[1]}, \\
\phi_{n+1} & = \phi_n + \phi_{n} \Delta T, \\
\psi_{n+1} & = \psi_n + \psi_{n} \Delta T, \\
\mathbf{v}_{n+1} & = \mathbf{v}_n + \mathbf{v}_n \Delta T, \\
K_n & = K_n + K_n \Delta T,
\end{align*}
\]

where \( \mathbf{x}_n^{[1]} = (x, y)^T \) is the position of the object in the global coordinate system, \( \phi_n \) is its heading, \( \psi_n \) is the curvature of its turn, \( \mathbf{v}_n \) is its scalar velocity, \( \mathbf{a}_n \) is its scalar acceleration, and \( \Delta T \) is the time difference. An estimate of the target heading allows its motion to be tracked, while the onboard camera is oriented with its wider FOV in favor of detecting sudden changes of the object’s heading.

However, real-world scenarios might contain several objects in the FOV, while some of them are moving. In that case, the UAV needs to track a particular object independently of the movement of all the objects in the scene. This requires a local map of the objects to be actively maintained. Our map model was based on Equation (1) for an arbitrary number of independent objects. Another state has been included to cover the type of the object (its color and whether it is moving) as well as the time of its last update and whether it is currently active. Manipulation of the objects in the map obeys the following principles:

- An object that has not been seen for more than 5 s is deactivated. Deactivated objects stay in the map, but their movement is no longer predicted by the UKF.
- Objects that are deactivated for more than 3 s are deleted from the map.
- Objects located outside of the competition arena or in any of the locally banned areas (near the dropping zone or around other UAVs) are deleted from the map, and new measurements in these areas are discarded.

Additionally, it can be anticipated that grasping attempts may not be successful at all times. The filter allows a temporarily ban on an area around a particular object, to avoid deadlock in the grasping state machine. Such a ban is valid for 30 s in a radius of 4 m around the object.

### 3.3 UAV position estimation

Automatic control of UAVs relies on estimates of the states of the UAV dynamical system. Namely, knowledge of position and velocity (both vertical and horizontal) is required to coordinate the movement for precise picking up and delivery of the object. Our platform is equipped with several independent sources of information, which are fused to obtain a single, reliable and smooth estimate of the UAV pose. An important requirement is to ensure smoothness of the resulting signal, since the SO(3) state feedback is sensitive to noise.

The main source of data for both the vertical and the horizontal axes is the PixHawk flight controller. Its extended Kalman filter fuses present-day inertial sensors—a three-axis accelerometer and a gyroscope with an altitude pressure sensor and a GPS receiver. Although the aircraft is already capable of autonomous flight with this off-the-shelf setup, we make use of other sensors to provide more precise localization and thus better precision of object manipulation.

#### 3.3.1 Horizontal position estimation

The position estimates in the lateral axes are based on the estimate provided by PixHawk, namely positions \( \mathbf{x} \), and velocities \( \mathbf{v} \). Although the precision of the estimates may be satisfactory locally for short time intervals, they are prone to significant drift in time spans of minutes.
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To correct this drift, and thus to ensure repeatability of the experiments and, for example, locating the dropping zone, the horizontal position from PixHawk is corrected by differential RTK GPS. Position measurements from the RTK GPS receiver are fused using the linear Kalman filter with the model

$$A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} \Delta t \\ \Delta t \end{bmatrix}$$

(2)

where $$x_{p[k]} = A x_{p[k-1]} + B u[k]$$ is the linear system equation, $$x_{p[k]} = [x_1, y_1]$$ is the state vector finally used for control, and $$u[k]$$ is the system input. According to our experience,

$$x_{p[k]} + \sum_{n=0}^{k} x_{n} \Delta t_n = x_{p[k]} \quad \forall k \in \mathbb{N}$$

(3)

does not hold for the position and velocity estimate provided by PixHawk. This is a very useful observation for somebody building a fully autonomous UAV system using an off-the-shelf controller. The input vector $$u$$ consists of velocities obtained as differentiated positions $$x$$ (later integrated by the filter), which ensures that the proposed filter does not introduce any drift into the resulting estimate when no RTK GPS corrections are received. In situations when the position is not being corrected, the resulting estimate follows the same relative state trajectory as $$x$$, just shifted according to the latest correction. The final tuning of the filter resulted in process covariance $$Q = \text{diag}(1, 1)$$ and measurement covariance $$R = \text{diag}(10e3, 10e3)$$. Moreover, the RTK GPS corrections were saturated to ever impose maximally 0.25 m difference from the internal state of the filter. Such technique limits sudden changes of the estimated position, which was necessary for safety of the flight.

The multirobotic scenario requires a coordinate space to be shared among all three UAVs. The base of our Cartesian system is set to predefined GPS coordinates and its orientation is according to the East-North-Up convention. Therefore, the first, second, and third axis point to the east, north and upwards, respectively. A point of origin is measured using the RTK GPS, to which all independent coordinate systems of all UAVs are then shifted after each of them is powered up. The common base station of the differential RTK GPS then ensures that all UAV estimates are corrected to lie within the same global coordinates.

### 3.3.2 Vertical position estimation

In contrast with the horizontal position, estimates of the height rely much less on PixHawk. The linear Kalman filter for the vertical axis also uses the differentiated PixHawk height in the same manner as the horizontal axis. However, height corrections come not only from the differential RTK GPS, but also from the down-facing TeraRanger rangefinder and the object detector, which is able to provide an estimate of the relative distance, when flying above an object. The estimator provides an option to switch between these sources of data, depending on the current task and the circumstances.

It is feasible to correct the height using the TeraRanger rangefinder, when flying above uneven ground, but it cannot be used reliably when the down-facing sensor is obstructed, for example, when carrying an object, or when there might be a foreign object on the ground, namely the dropping box. RTK GPS can provide precise relative height measurements, but only when RTK FIX has been established. This depends on the strength of the GNSS signal and on the quality of the communication link between the base station and the UAV. Finally, correcting the altitude using data from the object detector may bring in unexpected steps in the signal due to false-positive detections. Since none of the additional sources is completely reliable, we implemented a safety mechanism for detecting anomalies, which can toggle off any of the above-mentioned sensors from being fused.

### 3.4 Communication between UAVs

In multirobot systems, reliable communication is required mainly if there is a need for direct cooperation between multiple autonomous vehicles, as in the case when large objects are to be carried cooperatively. However, a reliable communication channel is a crucial tool even for coordinating the UAV team sharing the same workspace for grasping small objects individually, as was demonstrated in the MBZIRC competition. The rules of the MBZIRC event specified that all teams are obliged to share the same 5 GHz Wi-Fi network, the reliability of which was influenced by interference occurring during transmission. This may easily lead to packet loss, which can interrupt the connection. Decreased reliability of the communication link during the entire mission is not limited to the MBZIRC case. It is a typical feature of most UAV applications in demanding outdoor conditions. The MBZIRC contest therefore provided an interesting and realistic evaluation scenario for multi-UAV systems, in which it cannot be assumed that a complete communication network is available at all times. In our opinion, our system achieved significantly better performance in the multi-UAV scenario than the other teams, due to the following strategy. We attempted to maximize utilization of the communication channel, if it was available, to achieve optimal behavior of the system. However, it was important to be able to degrade into a system not relying on the communication infrastructure at all. This was done at the cost of decreased performance, but our system still provided safe flight operation of multiple UAVs solving the given task. A smooth and possibly repeated transition between the optimal behavior relying on communication and the nonoptimal but safe and still working system without communication, and back, is provided by the FSM approach described in Section 3.8.

The software part responsible for managing communication between UAVs is based on the ROS master within the ROS network. To increase the robustness of the communication net in the event of a failure of the robot that is the leader in the ROS master scheme, the proposed method relies on multiple independent ROS masters assigned to each of the UAVs. The ROS package multimaster_fkie (Tiderko, 2017) is used to maintain communication between these ROS masters. This package offers a set of nodes to establish and
manage a multimaster network, which is necessary for such tasks with the team of UAVs in the event of an unreliable communication infrastructure.

To reduce the load of the communication channels managed by the ROS master network, only selected information (topics) are exchanged between the team members:

- the actual position of the UAV in the global coordination system,
- the actual state of the high-level state machine being part of the FSM,
- the estimated position of the object during grasping,
- the planned trajectory.

These topics are used in nodes for proactive collision-free planning, fail-safe reactive collision avoidance, and object estimation. The bandwidth of the Wi-Fi network necessary for transmission of all mentioned information for a single UAV is approximately 10 kbps.

### 3.5 Low-level UAV control

The position controller uses the estimated state as feedback to follow the trajectories given as an output of the high-level trajectory planner. In many previous works, a backstepping approach is used for UAV control, because the attitude dynamics can be assumed to be faster than the dynamics governing the position, so linearized controllers are used for both loops (Héristé, Hamel, Mahony, & Ruzzotto, 2012; Mellinger et al., 2013; Weiss, Scaramuzza, & Siegwart, 2011). However, we need the system to be capable of large deviations from the hover configuration during operations like fast mapping of objects, or for strong wind compensation. We therefore use a nonlinear controller. Let us consider an inertial reference frame denoted by \([e_x, e_y, e_z]\) and a body reference frame centered in the center of mass of the vehicle with an orientation denoted by \(R = [b_x, b_y, b_z]\), where \(R \in SO(3)\). The dynamic model of the vehicle can be expressed as

\[
\dot{x} = v, \\
\dot{v} = \tau, \\
\dot{R} = R\Omega, \\
\dot{\Omega} = \omega, \\
M \dot{x} = M,
\]

where \(x \in \mathbb{R}^3\) is the Cartesian position of the vehicle expressed in the inertial frame, \(v \in \mathbb{R}^3\) is the velocity of the vehicle in the inertial frame, \(m \in \mathbb{R}\) is the mass, \(f \in \mathbb{R}\) is the net thrust, \(\Omega \in \mathbb{R}^3\) is the angular velocity in the body-fixed frame, and \(J \in \mathbb{R}^{3 \times 3}\) is the inertia matrix with respect to the body frame. The hat symbol \(\hat{\cdot}\) denotes the skew-symmetry operator according to \(\hat{\mathbf{y}} = \begin{bmatrix} 0 & -y_z & y_y \\ y_z & 0 & -y_x \\ -y_y & y_x & 0 \end{bmatrix} \mathbf{y}\) for all \(x, y \in \mathbb{R}^3\), \(\mathbf{g}\) is the standard gravitational acceleration, and \(e_0 = [0 \quad 0 \quad 1]^T\). The total moment \(M \in \mathbb{R}^3\), with \(M = [M_x, M_y, M_z]^T\), along all axes of the body-fixed frame and the thrust \(f \in \mathbb{R}\) are control inputs of the plant. The dynamics of the rotors and propellers are neglected, and it is assumed that the force of each propeller is directly controlled. The total thrust, \(f = \sum_{i=1}^{3} f_i\), acts in the direction of the \(z\)-axis of the body-fixed frame, which is orthogonal to the plane defined by the centers of the six propellers. The relationship between a single motor thrust \(f_i\) and the net thrust \(f\), and the moments \(M\) can be written as

\[
\begin{pmatrix}
f \\ M_x \\ M_y \\ M_z
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
-\cos \theta & 0 & \cos \theta & -\sin \theta & \sin \theta \\
\sin \theta & \cos \theta & 0 & -\cos \theta & \sin \theta
\end{pmatrix}
\begin{pmatrix}
f_i \\ f_i \\ f_i \\ f_i \\ f_i
\end{pmatrix}
\]

where \(c = \cos(30°), s = \sin(30°), \) and \(d\) is the distance from the center of mass to the center of each rotor in the \(b_1, b_2, b_3\) plane. For nonzero values of \(d\), Equation (5) can be inverted using the right pseudoinverse.

For control, we build on the work in Lee, Leok, and McClamroch (2013) and in Mellinger and Kumar (2013) with control inputs \(f \in \mathbb{R}\) and \(M \in \mathbb{R}^3\) chosen as

\[
M = -k_x e_x - k_y e_y + \Omega \times \dot{\Omega} - J (\Omega \dot{R} R, \Omega - R^T \Omega),
\]

\[
f = -k_x e_x - k_y R \int \dot{\Omega} \hat{R} R^T \Omega \, dt - k_i \int \dot{e}_x \hat{R} R^T \Omega - k_e - me_x
\]

\[
+ m(x_d, \dot{x}_d) R e_x = f \hat{R} e_x.
\]

Note that here we have to define \(b_{2,\text{abs}}\) based on the yaw, instead of defining \(b_{1,\text{abs}}\) as it was defined in Mellinger and Kumar, 2011, due to a different Euler angle convention (we use the ZYX convention instead of ZYX). The quantities

\[
e_\theta = \frac{1}{2} (R_\theta^T R - R_\theta^T R^T), \quad e_\Omega = \Omega - R_\theta \Omega R_\theta^T, \quad e_x = x - x_0, \quad e_x = x - x_0
\]

represent the orientation, the angular rate errors, and the translation errors, respectively. The symbol \(\hat{\cdot}\) represents the veer map \(\hat{\cdot} : \mathbb{R}^3 \rightarrow \mathbb{R}^3\). If the initial attitude error is less than 90°, the zero equilibrium of the tracking error is exponentially stable, that is, \([e_\theta, e_\Omega, e_x]^T = [0°, 0°, 0°]^T\)
3.6 | Trajectory tracking

The state feedback, described in Section 3.5, which provides precise position and velocity control, requires a smooth and feasible reference. The reference consists of all states of the translational dynamics—position, velocity, and acceleration—and is provided at 100 Hz, the same rate as the resulting control signal. There are various ways to create the reference. Typically, thanks to the differential flatness of the UAV dynamical system, a QP optimization can be solved to find a polynomial given the initial and final state conditions (Mellinger & Kumar, 2011), which can then be sampled to create the reference. In our case, we chose to generate the reference using a MPC approach. MPC ensures that the resulting trajectory satisfies a given model as well as the dynamical constraints, which are imposed on the model. As it optimizes control actions over a prediction horizon, it can react adequately to unfeasible changes in the reference trajectory, and can also create proper feed-forward projections to minimize the control error in the future.

The MPC tracker uses a QP formulation of a minimal sum-of-squares problem, where the optimal control action $u$ is found for a future prediction horizon of states $x_{t+i} = (x_i, \dot{x}_i, \ddot{x}_i, \dot{y}_i, \ddot{y}_i, \dot{z}_i, \ddot{z}_i)$ by minimizing the function

$$V(x_{0}, \ldots, x_{m-1}; u_{0}, \ldots, u_{n-1}) = \frac{1}{2} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} (x_{i+j} - x_{ij})^2,$$

subject to $x_{i+j} - x_{ij} \leq x_{i} \leq x_{L}$, $x_{0}, \ldots, x_{m-1} \leq x_0$, where $x_{ij} = x_{ij} - \dot{x}_{ij}$ is the control error, $\dot{x}_{ij}$ is the setpoint for the MPC, $m$ is the length of the prediction horizon, and $x_i$ and $x_L$ represent box constraints on states. The control error $\dot{x}_{ij}$ requires the formation of a general prediction of $x_{ij}$, which was described previously in Baca, Loiano, and Saska (2016). In our case, the optimized control action is not directly used to control the real UAV. Instead, it controls a model of the UAV translational dynamics in real-time simulation. States of the simulated model are then sampled at 100 Hz to create the reference for the state feedback. This is a novel approach in UAV control, where benefits of both nonlinear control and linear MPC are used together.

An important notion is the difference between the trajectory setpoint $x$ and the reference, which is generated by the MPC tracker. The trajectory setpoint $x$ is provided by an operator or a program. No requirements are imposed on $x$. In contrast, the reference produced by the MPC Tracker is feasible, satisfies the UAV dynamics and state constraints, and serves as a control reference for the SO(3) state feedback.

The simulated model is a linear time-invariant system covering the third-order translational dynamics of the UAV with sampling of $\Delta t = 0.01\, \text{s}$. In our MPC formulation, $\Delta t$ is different for the first iteration ($\Delta t = 0.01\, \text{s}$) and for all the other iterations ($\Delta t = 0.2\, \text{s}$). This allows smooth control of the simulation, if the MPC is executed at 100 Hz, while there is a relatively sparse distribution of further states, which allows us to have a much longer prediction horizon than there would normally be with $\Delta t$ being constant. As in traditional MPC, only the control action in the step is used to control the model in the simulation. In the meantime, a new instance of the optimization task is formulated, starting from new initial conditions, which results in a fresh control action for the next step. This method is valid only if the MPC can be solved repeatedly within $0.01\, \text{s}$.

The penalization parameters $Q$ and $P$ in Equation (10) were found empirically. As in our previous work (Baca et al., 2016), we used the move blocking technique to effectively prolong the prediction horizon while maintaining the computational complexity. The particular control action distribution for the MBZIRC competition was as

$$U = (1 \ 1 \ 1 \ 1 \ 5 \ 5 \ 5 \ 10),$$

which results in an 8-s prediction horizon with only 33 variables in the optimization task.

Creating the control reference for the state feedback with MPC has several advantages over conventional solutions. It produces a reference that is feasible according to the specified model, which makes it safe to execute. If the setpoint for MPC is not feasible, the resulting reference is feasible with respect to Equation (10). The inherent predictive nature of MPC provides trajectory tracking optimizing actions over the future, which makes it ideal for tracking moving targets, such as the moving objects in the competition.

As defined in Equation (10), MPC handles state constraints as linear constraints. We impose maximum acceleration and velocity box constraints on the UAV to ensure safe and feasible resulting trajectories. The optimization being solved lies in the family of linearly constrained quadratic programming, which acquires a global optimum in a convex polytope. A custom solver, based on a sequential closed-form solution, has been implemented to ensure guaranteed real-time performance.

MPC-based trajectory tracking operates in two modes, as follows. The first simple positioning mode, used mainly for short distance position changes, applies either relative or absolute position commands, and tries to reach a given position in the fastest way with respect to the MPC scheme. The second trajectory-following mode used by high-level trajectory planning (Section 3.7) uses a precomputed path plan, and tries to precisely track the trajectory while respecting the plan waypoints schedule, which is crucial for multirobot collision-free operation.

Having the predictions of the future movement for all UAVs allows us to extend the capability of the MPC tracker to avoid future collisions. When communication between the aircraft is established, they exchange their future trajectory predictions and act according to a decentralized mechanics, which will alter their courses to avoid the collision, based on sorting the UAVs by priorities. If there is a potential collision between two UAVs, the UAV with lower priority will avoid the other UAV by changing to a higher flight level. The system also allows priorities to be reassigned dynamically in the following cases:

- UAV should be avoided at all times (its priority is higher by definition). This may occur when it is currently grasping an object, or when its avoidance mechanism is accidentally turned off.
• UAV should avoid the other aircraft even if it has higher priority. Such a situation occurs when the other machine does not comply with the mechanics for any reason.

3.7 | High-level trajectory planning

High-level trajectory planning is built on top of MPC-based trajectory tracking, which is used for precise tracking of the planned trajectories. The onboard online trajectory planning mechanism is used in two main parts of the Treasure Hunt scenario. The first task is Sweeping of the arena, where the team of UAVs is required to localize the objects within the arena, and either save their locations to the global map (at the beginning of the mission) or immediately try to grasp the first detected object (later in the mission, once all objects detected in the initial map have been processed, the grasping was successful, or failed repeatedly). The second online trajectory planning is utilized in Proactive collision-free planning, which is involved in cases where one UAV has to fly into another position. For example, when it holds the grasped object and wants to drop it into the dropping box.

3.7.1 | Sweeping

Sweeping the arena designed for the MBZIRC Treasure Hunt challenge involves localizing both dynamic and static objects. The trajectory planning for so-called sweeping can be described as coverage path planning (CPP; Galceran & Carreras, 2013), where for a given area the CPP should find a path from which the entire workplace can be scanned with an onboard sensor, in our case an onboard camera.

The proposed multirobot CPP algorithm is based on simple area decomposition into three equally large zones that split the area along the larger side (Figure 4). Each arena zone has one UAV assigned to localize and pick up the objects from. All UAVs then plan the coverage path using Boustrophedon coverage (Choset & Pignon, 1998) in each part of the area separately. Using Boustrophedon coverage, we create zigzag paths, as shown in Figure 5, such that the reduced FOV entirely covers the particular arena zone. The reduced FOV is set based on the required overlap in the coverage (set to 20% during the competition) and on the real FOV camera projection to the ground plane with respect to the sweeping altitude that is used.

In the first approach, called static sweeping, the UAVs follow the created trajectories at a height (~ 7 m) and simultaneously detect the colored objects while the global map of the static objects is being created. After this initial coverage, the approximate positions of the detected static objects are estimated based on multiple detections of the same object. The second approach, called dynamic sweeping, is applied later in the schedule of the task, and the UAVs use similar paths as in the static sweeping. However, the sampled trajectories are used repeatedly (not just once, as in the static sweeping) and the UAVs do not create a global map. Instead, each UAV tries to find and estimate the position of any object while following the sweeping trajectory. When any object is located, the trajectory following is stopped and the UAV tries to grasp the object immediately. Either after successful grasping and dropping of the object, or after a number of unsuccessful attempts.
grasps, the UAV continues with dynamic sweeping from the last trajectory sample.

3.7.2 | Proactive collision-free planning

Our strategy for covering the Treasure Hunt competition arena is based on decomposition into three equally large zones for each of the UAVs (Figure 4). Unfortunately, the dropping zone is located in one-third of the competition arena. After successful grasping, the UAV in part 1 therefore has to fly through the remaining zones to drop the object. Because there is a possibility of colliding with another UAV during this flight through the remaining zones, proactive collision-free planning has to be used. The actual positions of the UAVs are known due to Fi communication. Therefore, we decided to use different flying heights for each of the UAVs, which minimizes the possibility of a collision, without any additional planning. Unfortunately, while completing this task, the UAVs cannot maintain only these heights during the mission, as they have to descend for events such as grasping the objects and then dropping them. These events take most of the overall flight time, because they require a complicated grasping manoeuvre and hovering in front of the dropping zone, if it is sharing with other UAVs. Moreover, the grasping manoeuvre can be repeated several times before the object is gripped.

The proposed solution for finding a collision-free trajectory uses four assumptions derived from the MBZIRC rules, which are, however, valid for most cooperative transport applications:

- A Collision can occur only if a UAV leaves its dedicated height.
- The position of the UAV in the x-axis and in the y-axis does not alter rapidly in the event that it flies out of its safe altitude (the grasping and dropping manoeuvres are carried out following strictly vertical trajectories that accept grasping of dynamic objects, but where the lateral movement is also minor).
- The shape of the competition workspace is convex.
- At most three UAVs are used in the environment (this assumption is valid only for the MBZIRC Treasure Hunt task, but an extension of the approach is straightforward for different numbers of robots).

Thanks to these assumptions, the method for very rapidly computing a collision-free trajectory can be simplified to finding a collision-free path in 2D (at the dedicated height) between two points, where only two obstacles can occur. These obstacles are circles centered on the x and y coordinates of neighboring UAVs with safety radius \( r_a \). It is prohibited to encroach on these circles. The safety radius of the circles depends on the speed of the UAVs which, for security reasons in the MBZIRC competition, was restricted to a maximum of 30 km/hr. We used a detection radius (the relative distance between UAVs in which the avoidance maneuver is initiated) of 5 m radius during the competition, while the critical radius in which the UAVs are considered to be in a collision is 0.8 m.

Based on the previously realized experimental comparison of available path planning approaches (Saska, Kulich, & Preucil, 2006), a visibility graph method (Lozano-Pérez & Wesley, 1979) was applied to solve the collision-free planning problem. The method provides the shortest path and it is sufficiently fast in simple situations including limited number of obstacles. Only four possible paths in the graph consisting of tangent lines to circles, which represent the obstacle, and the circle segments can be considered as a candidate solution in our case of two obstacles. The solution can, therefore, be found analytically in a very short time (possibly in each control step) with negligible burden on the processor. See examples of trajectories generated by proactive collision-free planning in Figure 7a–d.

A collision-free trajectory exists only for described planning when the start points or the end points are not inside the safety radius \( r_a \) of another UAV. In situations when a UAV is already inside the safety radius \( r_a \) of another UAV, the UAV finds a plan into the nearest position that is not in conflict with a UAV, and the collision-free planning procedure is initiated. If the high-level planning system requires to fly into a position, which is occupied by another UAV, then a temporary goal position is set instead. This position is the closest feasible position to the original goal such that it lies on the original trajectory. The UAV then waits for up to 1.5 min until the goal position is available again. If the goal position is not freed within this time, it is assumed that the information about the occupation of the goal position is incorrect. During the MBZIRC competition, the planning was repeated five times per second, and in the event of a communication interruption, the last received states of other UAVs were considered as correct for 5 s.

3.8 | Failure recovery and synchronization jobs manager

The main core of the system is the FSM concept, which is used for managing all subsystems. It increases the robustness of the entire

![FIGURE 7 Examples of trajectories generated by fast proactive collision-free planning. The black circles denote obstacles. The red path shows the shortest collision-free trajectory, and the gray paths denote other collision-free paths.](wileyonlinelibrary.com)
code structure resolving the remaining few subsystem failure cases due to wrong sequential and concurrent operations. In the proposed system, the FSM is designed using SMACH (Bohren, 2017), a ROS-independent Python library, and it is fully integrated into the designed ROS framework.

As was mentioned in the introduction, the entire FSM structure may be considered as a hierarchical state machine with synchronization and failure recovery abilities. For simplicity, we will refer to the components of the FSM as state machines in this section. In Figures 8, 9, 10, and 12, the internal states of the FSM levels (the so-called state machines) are visualized by rectangles, and the nested lower-level state machines are visualized by double-line rectangles, such as the Treasure Hunt mission state machine introduced in Figure 8a by the Treasure Hunt mission rectangle, and described in detail in Figure 8b. Transitions between two states and from one state to a lower-level state machine are marked by the arrow with a label of an outcome describing the transition. Dotted terminal states represent the transition that is called after returning to a higher level state machine. The land event is called whenever any state produces an outcome that means that the UAV cannot continue in its mission.

The diagram of the main state machine is visualized in Figure 8a. In the first step, the trajectories for static sweeping and also for dynamic sweeping in the predefined part of the competition arena (see Section 3.7.1) are loaded, and an automatic take off is called. Once the UAV is
in the air, the mission state machine is activated (Figure 8b). The mission is a concurrent state machine that sequentially runs the static sweeping procedure and the dynamic sweeping procedure, while simultaneously controlling the voltage of the battery. If the battery is discharged, the state machine terminates all currently executed tasks of the UAV, and a land event is called. The level of voltage for battery discharge was set experimentally for each battery type.

The static sweeping state machine (Figure 9) starts by following the sweeping trajectory and creating a map with approximate positions of the static objects. After this initial coverage of the competition arena, an attempt is made to grasp the nearest estimated static object in the map. The grasping procedure is shown in Figure 12. Initially, the state machine starts with the object detection mechanism. Whenever an object is located, the UAV tries to align itself horizontally above the estimated position of the object and then to descend to the grasping height of 1.5 m above the ground. Once the UAV has reached the desired height and it is aligned above the object, it tries to grasp the object. Whenever the object is lost in the steps after descending to the grasping height, the UAV ascends and repeats these steps again. The steps are also repeated if the grasping fails. Only two attempts are made to grasp the estimated object. If the UAV was not successful in these attempts, the state machine returns the UAV to the safe flying height and it is terminated with the outcome that the grasping was unsuccessful. After a successful grasp, the UAV also ascends to the safe flying height, but the grasping state machine outputs that the grasp was successful. The decision as to whether the UAV is carrying an object is made via a feedback from the Hall effect sensors that are placed on the gripper. To avoid deadlock, the state machine is terminated in the first node if the object is not found within a certain time.

![Diagram of the grasping state machine](image)

**FIGURE 12** Diagram of the grasping state machine

---

**FIGURE 11** Waiting position around the dropping zone, and a Gantt diagram of the proposed time window strategy. The index of the UAV indicates to which part of the arena the UAV belongs. (a) Position of the waiting point in the MBZIRC arena. (b) Gantt diagram of the time window for particular UAVs. MBZIRC: Mohamed Bin Zayed International Robotics Challenge; UAV: unmanned aerial vehicle [Color figure can be viewed at wileyonlinelibrary.com]
The static sweeping state machine reacts to unsuccessful outcomes from the grasping procedure by selecting a new object for grasping from the map. When the grasping attempt was successful and the UAV is carrying the object, the UAV flies at its safe height to a position above the waiting point. The waiting point is selected based on the part of the competition arena assigned to the UAV. During the MBZIRC competition, the safe flying heights for part 1, part 2, and part 3 were 3, 4, and 5 m, respectively. The waiting points were located 7 m (measured in \( x, y \) plane) from the center of the dropping box (Figure 11a). Once the UAV reaches the position above the waiting point at its safe height, it descends to the dropping height of 1.5 m above the ground. At this waiting point, the UAV hovers until the moment when the dropping zone is not occupied by any other UAV, if the communication infrastructure is available, or until the UAV has access to the dropping zone based on the time windows, if the communication channel cannot be used for negotiation and for sharing the status of the dropping zone.

The negotiation about access to the dropping zone is based on queries of the current UAV on its waiting position addressed to neighboring UAVs. The neighboring UAV responds with confirmation that allows the current UAV to access the zone, but only when the neighboring UAV is not inside this zone, or if the neighboring UAV has not been waiting for access for longer than the current UAV. The current UAV starts with the dropping maneuver only when it receives confirmations from all neighboring UAVs. The negotiation about access to the dropping zone is carried out repeatedly until the UAV receives confirmations.

If communication has been lost for more than a predefined time during the mission, all UAVs will switch to a strategy with time windows for accessing the zone to avoid collisions in the dropping zone. Time windows in seconds are set for each UAV. This range of time windows provides two time intervals for dropping for each UAV per minute. The UAV in part 1 can be in the restricted area around the dropping zone in the 0–9 s time interval, the UAV in part 2 can be there in the 10–19 s time interval, and the UAV in the part 3 can be there in the 20–29 s time interval. This strategy is the same for accessing the dropping area in the second half of the minute, so the intervals are offset by 30 s (Figure 11b). The UAV can call the dropping procedure only when it is in the waiting position at the dropping height, and its time window starts. This strategy is not as effective as negotiation and sharing of the status of the dropping zone, but it is safer in the case of a problematic communication network. This strategy requires the clocks on the UAVs to be initially synchronized within a few milliseconds using chrony—an implementation of the network time protocol.

The dropping maneuver is done in sequence: Flying above the dropping box at the dropping height, dropping the object, and returning to the UAV safe height above the waiting position. After dropping the object, the state machine initializes the grasping procedure with the next estimated object in the map. This is done until all detected objects have been grasped, or an attempt has been made to grasp them, in the case of a grasping failure.

In the dynamic sweeping state machine (Figure 10), the UAV flies the dynamic sweeping trajectory, and when any object is detected and its position is estimated, the UAV immediately tries to grasp it. After successful grasping and dropping, the UAV flies back into the dynamic sweeping trajectory and continues with dynamic sweeping while simultaneously looking for the remaining objects. This approach is not as effective as the initial static sweeping procedure, where the UAVs could fly for another object in the map directly, and minimize the overall flight time, but it is more robust. In the ideal case of perfect mapping and grasping procedures, all static objects are grasped during the static sweeping part, and only the dynamic objects are hunted during the dynamic sweeping. In the demanding real-world conditions of the MBZIRC arena, with changing light conditions and wind gusts, many objects were not grasped in the first phase of the mission. This was due to a safety protocol that allowed a reduced number of grasping attempts per object to avoid a deadlock. These missed objects could be grasped later, in the dynamic sweeping part, as the local environment conditions changed.

Another interesting property of this approach is the possibility to exchange the dropping trajectories, and therefore the operational zones and waiting positions between the UAVs after a given period of the mission. This increases the robustness and the performance of the overall system in the event of a failure or a malfunction of a UAV subsystem. Even if all components of all UAVs are fully functional as designed, each UAV in the team behaves differently in different tasks, and it often happened that a UAV could accomplish a task in which another team member failed, and vice versa. This is another useful lesson learned during the MBZIRC event that should be adapted for designing multirobot systems, if possible. Finally, splitting the static object grasping in the initial sweeping part and the subsequent grasping of dynamic objects and the remaining static objects increases the overall system robustness. There is a much lower probability of a UAV crash during static object grasping. This has been shown in numerous realistic complex simulations, and also during system testing and its deployment in the competition.

4 | EXPERIMENTAL RESULTS

In this section, we present both the experimental results achieved while preparing for the Treasure Hunt scenario, and also the performance of the system during the MBZIRC competition. The remainder of this section is divided into main parts, where we present the experimental results achieved in the simulator, during the preparations for the competition in South Bohemia, in the final tests in a challenging desert environment and in the course of the MBZIRC competition. A video attachment to this paper is available at website http://mrs.felk.cvut.cz/jfr2018treasurehunt.

4.1 | Robotic simulator

The system was initially developed using the Gazebo robotic simulator, which was used as the simulation in the loop, together...
with the PixHawk firmware. Using the robotic simulator, the process of developing the subsystems and integrating the entire system was carried out significantly faster and more safely than when using the real system directly. In addition, by modeling the whole scenario in the simulator and by testing the behavior of the complex FSM approach in it, the complete system achieved the necessary level of reliability for deployment in tasks such as the Treasure Hunt.

The underlying layers of the control pipeline, namely, the UAV state estimation, control, tracking, and predictive collision avoidance, were extensively tested using the Gazebo simulator. To show the system robustness, we conducted 24-hr simulated flights of five UAVs in an area of 100 × 100 m. Each UAV followed an independent random walk reference in the same height. Without the collision avoidance technique, the median time of the first collision between any of the UAVs was 104 s, from total of 495 simulated scenarios (simulation was always restarted after the first collision). With the collision avoidance mechanism, there was not a single collision within the 24-hr of the experiment, while the minimal registered distance between the UAVs was 1.21 m, which is still 50% more than the collision distance 0.8 m of the used platforms. See Table 1 for the comparison of percentiles of duration of the experiment before the first collision occurred.

The results from 20 simulations of the complete MBZIRC 2017 Treasure Hunt scenario are shown in Table 2. Each of these simulations contained 10 static and 10 dynamic objects, which were randomly placed in a simulated MBZIRC arena. Snapshots from simulation are shown in Figure 13. We expected that the dynamic objects will move according to some motion model that is predictable and smooth. Therefore, we modeled the movement of the dynamic objects in simulation using the car-like motion model, where the velocity of the object did not exceed 0.3 m/s. Due to the movement type of dynamic objects being uncertain, the mission was divided into two parts. The first part is the safe part of the mission, where only the static objects are attempted to be grasped and delivered. After this part is finished, the rest of objects will be targeted regardless of whether they are static or dynamic. Results from the simulations in Table 2 show that the system is capable of collecting all targets to the dropping box in the competition time interval of 20 min. The best time of finishing the mission was 12.1 min and the worst was 17.4 min. The average time needed was 13.6 min. Results in Table 2 also show that all static objects were grasped faster than the fastest dynamic object. Furthermore, thanks to using collision avoidance methods, there was no collision between members of the team during the mission. The closest any UAVs got to each other was 1.9 m, which only happened in one of the simulations, and in general the mutual distances were higher than that.

4.2 | Experimental camps in the Czech Republic

Key parts of the proposed system were tested in the course of experimental camps held in the countryside of South Bohemia in the Czech Republic throughout the year before the competition (Figure 14). Repeated experimental verification of key parts of the proposed system was necessary to test phenomena that are difficult to simulate, and also to discover issues that were not present in our previous hardware experiments without physical interaction of the robot with the real-world environment. One issue that was discovered was the influence of the force produced by the propellers on the carried objects. This exposed the need for a stronger magnetic gripper, which we then designed. Another discovered issue was the ground effect caused by the objects. This manifested itself as turbulence in the last phase of the grasping maneuver.

The most crucial parts of the system were the low-level UAV control and the MPC-based trajectory tracking, used for precise positioning of the UAV. These were thoroughly tested to obtain the centimeter precision required for the grasping task. The MPC-based trajectory tracking used during the colored object mapping is shown in Figure 14a. In addition, initial testing of the object detection was carried out. However, in accordance with the initial specification of the

<table>
<thead>
<tr>
<th>Percentile</th>
<th>0.5</th>
<th>0.75</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without the avoidance</td>
<td>104 s</td>
<td>152 s</td>
<td>264 s</td>
<td>431 s</td>
</tr>
<tr>
<td>With the avoidance</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: The results were obtained in two 24-hr simulated flights (one with and one without the collision avoidance mechanism used) with five UAVs, conducting a 2D random walk on 100 × 100 m area. The total of 495 collisions were recorded if the collision avoidance mechanism was not used.

<table>
<thead>
<tr>
<th>Mission time (min)</th>
<th>Time needed for grasping of the static object (s)</th>
<th>Time needed for grasping of the dynamic object (s)</th>
<th>Smallest distance between UAVs (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min 12.1</td>
<td>23.7</td>
<td>35.0</td>
<td>1.9</td>
</tr>
<tr>
<td>Max 17.4</td>
<td>36.4</td>
<td>51.2</td>
<td>3.3</td>
</tr>
<tr>
<td>Mean 13.6</td>
<td>30.6</td>
<td>43.6</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Note: UAVs in a distance closer than 0.8 m are colliding in the simulation as well as in the real system, which never happened in simulations and real flights if the collision avoidance approach was used. UAV: unmanned aerial vehicle.
shape of the object expected in the competition, we designed square shaped objects with numbers describing the rewards (Figure 14b). Videos showing initial attempts for grasping and dropping of the object, and trajectory following are available at http://mrs.felk.cvut.cz/jfr2018treasurehunt-video1.

One of the experimentally verified subsystems was the MPC-based collision avoidance implemented for reactive avoidance of collisions between multiple UAVs in the MBZIRC competition. Using the MPC predictions of the future parts of the trajectory of other UAVs (discussed in Section 3.6), each UAV can avoid collisions with other UAVs by a simple change of flight height in potential collision parts of the future trajectory. It is necessary to employ this method in scenarios with a problematic communication network. This is because after reestablishing communication the proactive collision-free planning may not be able to deal with a suddenly discovered imminent collision, or may not even be active in the current phase. This safety mechanism is implemented on the lowest level of control in all phases of the mission. Figure 15 shows the verification of MPC-based collision avoidance, with two UAVs exchanging their position and one hovering UAV between the two positions. A video showing this verification is available at http://mrs.felk.cvut.cz/jfr2018treasurehunt-video2. Such collision avoidance requires only a small number of messages to be shared between UAVs. These messages contain the MPC future trajectory predictions of each UAV, and are distributed with a very low frequency of 2 Hz. Although the proposed collision avoidance technique requires only a low communication bandwidth (~ 6 kB/s for three UAVs), the collision avoidance was not always used during the competition, due to dropouts of communication between UAVs, which was observed by all teams in the competition.

Another evaluated subsystem was the object detection and mapping. In particular, the datasets gathered were used to compare computational efficiency of our object detection method to the Maximally Stable Extremal Regions (MSER) (Matas, Chum, Urban, & Pajdla, 2004) and “SimpleBlobDetector” methods included in the OpenCV library (Bradski, 2000). The results indicated that the system presented achieved significantly higher frame rates compared to the aforementioned two methods. This confirmed the experiments in Krajník et al. (2014), which introduced an algorithm our detection was based on.

4.3 Desert testing in the United Arab Emirates

Finally, the complete system was thoroughly tested for a period of three weeks just before the competition, in the desert near Abu Dhabi in the United Arab Emirates. The desert environment was challenging, due to the uneven terrain and the rapidly changing wind conditions. By tuning the system for such weather and terrain conditions, our system was better prepared for the environment at the Yas Marina Circuit in Abu Dhabi, where the competition was held. The rapidly changing terrain profile in the dunes of the desert also had an influence on the quality of the communication network. The frequent interruptions of the connection inspired our solution, which does not rely on the communication network.

As we have mentioned, several important features of our system were, in our opinion, the dominant factors that led to our winning performance in all trials of the Treasure Hunt challenge in the MBZIRC competition. Most of the other teams did not take into consideration external disturbances such as wind in their controller. Surprisingly, the MBZIRC competition arena was not perfectly flat, and some teams had relied on its flatness. Finally, relying on a robust communication network was the main bottleneck of the competitive solutions.

Photos from the tests of the system in the desert are shown in Figure 16. The grasping procedure is captured in the image on the right, and the dropping maneuver is shown in the image on the left. A video showing the behavior of the complete system with three UAVs in this environment is available at http://mrs.felk.cvut.cz/jfr2018treasurehunt-video3. During this testing, the yellow objects were stationary as opposed to the competition, where they were dynamic. This means, that in this phase, the system was tested for the static

FIGURE 14 Experimental verification of the MPC-based trajectory tracking method and the object detection algorithm during the experimental camps in the countryside of South Bohemia in the Czech Republic. http://mrs.felk.cvut.cz/jfr2018treasurehunt-video1. MPC: model predictive control; UAV: unmanned aerial vehicle [Color figure can be viewed at wileyonlinelibrary.com]
objects only. In addition, the paths traveled by the UAVs during the experiment presented in the video are shown in Figure 17. In this figure, the $z$-axis denotes the height above the level of the starting position as measured by the differential RTK GPS. The UAVs were kept at constant height above the ground and therefore the graph shows how uneven the terrain was. Furthermore, Figure 17 depicts the positions and colors of the objects that were collected.

4.4 Results from the MBZIRC competition

Our system was applied four times in the Treasure Hunt scenario during the final MBZIRC competition. During the competition, the number of dynamic (yellow) objects was decreased from announced 10 to 3 for this scenario for organizational reasons. The results, that is, the number of colored objects that were collected, are shown in Table 3. The first two
attempts, denoted as TRIAL 1 and TRIAL 2, are the results from Challenge 3, which contained only the Treasure Hunt scenario. The remaining two trials (GRAND 1 and GRAND 2) were a part of the Grand Challenge, where the Treasure Hunt scenario was undertaken simultaneously with the scenario of landing on a moving ground vehicle (Challenge 1), and the scenario where a ground robot had to locate and reach a panel, and further physically operate a valve located on the panel (Challenge 2). During these four trials within the competition, 25 objects overall were successfully placed into the dropping zone. The best performance according to the number of grasped and placed objects was achieved during the second trial of the Grand Challenge, when eight objects, including a nonstationary object were brought into the dropping zone. The system described in this paper won first place in Challenge 3, and contributed to our third place in the Grand Challenge. A video showing results from the MBZIRC competition is available at http://mrs.felk.cvut.cz/jfr2018treasurehunt.

One part of the system for the Treasure Hunt scenario involved localizing objects using sweeping trajectories (described in Section 3.7.1). The static sweeping paths traveled by UAVs in the trials of Challenge 3 are shown in Figures 18 and 19. The flight time of the described UAV platform with fully charged four cell batteries with 6,750 mAh capacity is up to 15 min, which is less than allowed time per trial. The organizers allowed to change the batteries during the trial without any penalization. The trajectories before changing the batteries are labeled in the graphs as part 1, and after the batteries are changed, they are labeled as part 2. Furthermore, on these graphs, the colored points denote the detections of the objects that were observed, and the larger circles denote the estimated positions of these objects. After processing the data from the first trial, we decided to decrease the sweeping trajectory height from 7 to 6.5 m. This modification made objects more visible in camera images, which improved object detection. A disadvantage of this change

![Figure 17](https://example.com/figure17.png)

**Figure 17** The paths traveled by individual UAVs during the desert experiment. The colored points denotes the positions of the objects that were collected. UAV: unmanned aerial vehicle [Color figure can be viewed at wileyonlinelibrary.com]

<table>
<thead>
<tr>
<th>Numbers of the objects collected in the Treasure Hunt scenario during the MBZIRC 2017 competition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placed into the box</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>TRIAL 1</td>
</tr>
<tr>
<td>TRIAL 2</td>
</tr>
<tr>
<td>GRAND 1</td>
</tr>
<tr>
<td>GRAND 2</td>
</tr>
</tbody>
</table>

Note: B: blue static object; G: green static object; GRAND 1 and 2: trials of the MBZIRC Grand Challenge; R: red static object; TRIAL 1 and 2: trials of MBZIRC Challenge 3; Y: yellow nonstationary object.

![Figure 18](https://example.com/figure18.png)

**Figure 18** Mapping sweep during the first trial of Challenge 3. The colored points denote the detections of the objects that were observed, and the larger circles denote the estimated positions of these objects. UAV: unmanned aerial vehicle [Color figure can be viewed at wileyonlinelibrary.com]
was that it prolonged the trajectories, because the condition of at least 20% of overlap in the coverage could not be satisfied by following the same trajectory (in the $xy$ plane). For this reason, the sweeping trajectories differ between these two trials.

Another important part of described system is the grasping capability, where the UAV has to grasp a ferrous object. The overall grasping approach has been presented in Section 3.8, where the grasping state machine is depicted in Figure 12. Switching of the phases of the grasping state machine is shown in Figure 20, where an attempt at grasping was repeated after being aborted once. For a visualization of the transition between these phases, the resolution of the graph in Fig. 20a is 0.05 m in the $x$-axis and in the $y$-axis. In addition, detections of the object in three parts, which are indicated by dotted arrows, are shown in Figure 20b–d.

The dropping approach for delivering the grasped objects into the dropping box has been described in Section 3.8. Switching the phases of the dropping state machine is shown in Figure 21a, where the dropping procedure was carried out by two UAVs. Objects were dropped by each UAV at a different time, and thus there was no collision between them. Figure 21b,c show snapshots from the onboard cameras on the UAVs during the dropping maneuver.
Photos from the competition are shown in Figure 24. The upper image shows the UAV following the static sweeping trajectory. The images in the middle row and the image on the left in the lower part of the figure capture moments when the UAVs were grasping objects. The remaining image shows an object being dropped into the dropping box. In addition, the paths traveled by the UAVs during the first trial of Challenge 3 are shown in Figure 22, and the paths traveled in the second trial of the same challenge are shown in Figure 23. Furthermore, in these graphs, the colored points denote the positions of the objects that were collected.

FIGURE 21 Phases of the dropping state machine of two UAVs. UAV: unmanned aerial vehicle [Color figure can be viewed at wileyonlinelibrary.com]

Photos from the competition are shown in Figure 24. The upper image shows the UAV following the static sweeping trajectory. The images in the middle row and the image on the left in the lower part of the figure capture moments when the UAVs were grasping objects. The remaining image shows an object being dropped into the dropping box. In addition, the paths traveled by the UAVs during the first trial of Challenge 3 are shown in Figure 22, and the paths traveled in the second trial of the same challenge are shown in Figure 23. Furthermore, in these graphs, the colored points denote the positions of the objects that were collected.

5 | LESSONS LEARNED

Although the competition results can be considered a major success, it was not without hurdles, mainly during implementation, testing and tuning of the proposed system. From the implementation part, it was convenient to develop the system compatible with the ROS, which allows to divide the system into independent components that were implemented separately by different research groups. Furthermore, their testing were significantly simplified by employing the Gazebo robotic simulator together.
with the firmware from PixHawk, which speeds up the overall progress of the development.

The required usage of more vehicles simultaneously even increased the complexity of the task. Every UAV is equipped with several sensors that could be a source of unreliability. By testing the behavior of the proposed system in desert near Abu Dhabi in the United Arab Emirates, our system was well prepared for the environment at the Yas Marina Circuit in Abu Dhabi, where the competition was held. The system was tuned to properly react to strong wind, decreased visibility due to sand, and to problems occurring by intensive light from sun. Hence we stress the significance of the real-world outdoor experiments above simulation, to obtain real sensor data.

5.1 | Toward a more general solution

Despite our best effort to develop a general solution capable of autonomous searching, picking, and placing objects, several subsystems have been tailored specifically to the competition scenario. The vision system was designed to locate the objects with colors and shapes specified by the rules of the competition. In the case of an object of more difficult shape and color patterns, a different approach for its localization would be required, for example, based on

FIGURE 23 Paths traveled by individual UAVs during the second trial of Challenge 3. The colored points denotes the positions of the objects that were collected. UAV: unmanned aerial vehicle [Color figure can be viewed at wileyonlinelibrary.com]
on artificial neural networks. Further, estimation and prediction of the object movement using a car-like model provide a framework suitable for tracking the most common ground vehicles. A more precise model could be used to better estimate state of a specific vehicle [e.g. with differential drive model, or if capable of 3D motion]. The presented proactive collision-free planning, using different flying heights and the visibility graph method, has been selected due to simple scenario with three UAVs. A requirement of a higher number of independent flying heights would occur with higher number of deployed UAVs. Then, a different splitting of the arena would be required since it is not efficient to often ascend and descend for the UAV. In this case, each individual UAV will be resolving a possible collision only with other UAVs, that are assigned to arena parts through which the UAV will need to fly. Taking these observations, the presented approach can be applied to various outdoor multirobot scenarios, as shown in our consequent research after the competition listed in Section 1.2.

6 | CONCLUSIONS

A system designed for Challenge 3 of the MBZIRC competition has been described in this paper. The paper has focused on the properties of the design that in our opinion were the most important factors leading to the best performance of the system in all trials in the 7 Treasure Hunt challenge. The system is able to solve object manipulation tasks in demanding outdoor environments, and to do so cooperatively in a team of three UAVs.

While many of the methods described here do not represent the bleeding edge of robotics research, they were designed to be versatile and substitutable. This allowed their easy integration into a complex modular system, which enabled efficient testing of the individual modules, making us aware of these modules deficiencies and possible faults during their deployment in real conditions. Our knowledge of the faults encountered during the field tests was reflected in the design of the core module of our system, the FSM. This module ensured that occasional faulty behaviour of the individual modules did not result in a critical failure or system deadlock. Still, the development of this complex system led to numerous significant contributions beyond the state-of-the-art in robotics, which could facilitate the deployment of multi-UAV platforms in challenging scenarios motivated by current needs of the industry. This was the main motivation for our paper and also for the MBZIRC competition itself.

The results shown in numerous realistic simulations in Gazebo and in experiments in a demanding desert environment have been presented in this paper following by analysis of necessary improvements of the system towards more general applications, which go beyond the MBZIRC 2017 competition. However, the most meaningful and credible verification of the performance and the reliability of the system was achieved in the MBZIRC competition, where our approach won the first place Challenge 3, on the basis of achieving the best score among 17 finalists selected from 142 registered teams.
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Chapter 6

Cooperative Transport of Large Objects by a Pair of Unmanned Aerial Systems using Sampling-based Motion Planning

In this chapter, we present the fourth core publication, *Cooperative Transport of Large Objects by a Pair of Unmanned Aerial Systems using Sampling-based Motion Planning* [5c], which was published in the IEEE Conference on Emerging Technologies and Factory Automation in 2019.


The introduction of the paper explains our motivation to provide the novel methodology required to tackle the problem of cooperative transportation of large objects by a pair of UAVs. This section also lists the contributions of the paper and provides the most related works. To the best of our knowledge, this was the first method enabling motion planning for a UAV pair carrying an object in real time, while also considering the stability of the system in environments with obstacles.

The second section of the paper describes the system architecture, which relies on communication to share plans between the UAVs and enables replanning in the event of an appearance of an unknown obstacle. The proposed motion planning algorithm for cooperative carrying is explained in the next section. The proposed concept aims to solve the given task by planning a path that prefers to maintain the shape of the pair in a configuration close to the desired one, as long as it is enabled by environmental constraints while allowing for temporary deviation when necessary.

The proposed method in the fourth core publication has been evaluated in numerous simulations and outperformed state-of-the-art sampling-based algorithms in statistical tests in several aspects. The performance and robustness of the entire system were also verified in experiments of autonomous transportation of large objects in an outdoor environment with obstacles. Results from these tests are shown in the experimental results section.
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Abstract—Cooperative carrying of large, cable-suspended payloads by a pair of cooperating unmanned aerial vehicles (UAVs) is tackled in this paper. The proposed system, involving a sampling-based motion planning algorithm and a model predictive control-based coordination of UAVs, aims to achieve a smooth and reliable flight performance in environments with obstacles. The motion planning is designed to satisfy constraints on relative positions of UAVs, which are defined from the cooperative transport task and by onboard mutual localization, which is used for real-time estimation of states of neighboring robots carrying the object. Besides, a guiding principle with a cost-driven expansion is employed to steer the growth of a Rapidly-exploring Random Tree (RRT) to keep the coupled system of UAVs and the object as close to desired mutual positions as possible. A significant deviation of the controlled system from the desired configuration, by increasing or decreasing the relative distance between UAVs carrying the cable-suspended object, is achieved only if it is required by environment constraints (e.g., in narrow passages), while the allowed limits are always satisfied. Using the guiding principle enables us to find feasible solutions of the problem in a reasonable short time using onboard computer even in environments with a complicated structure of obstacles. The proposed system was evaluated in numerous simulations, compared with state-of-the-art solutions using statistical sets of results, and its performance and reliability were verified in experiments in real-world conditions.

MULTIMEDIA MATERIAL
A video attachment to this work is available at: http://mrs.felk.cvut.cz/etfa2019transport

1. INTRODUCTION
Deployment of UAVs for object manipulation, tactile inspection, construction, and other applications that require to interact with the surrounding workspace via external forces between the hovering UAVs and objects in the environment is a very challenging task. This is due to its high complexity, demands on precise control, perception, UAV state estimation, and high risk of collision and mission failure. Although development of such a system is a hot topic in the robotic community (see e.g., results of AEROARMS project1), most of the presented solutions have been limited to verification in simplified conditions.

Transport of large object by a single UAV is addressed in [1], where authors are using long reach manipulator consisting from two arms. However, such system requires large and powerful UAV that limits its deployment. Therefore, many authors, including us, are proposing to use multiple UAVs instead of a single one. The most relevant work [2] tackles the transport of objects by rigidly attached quadrotors, but the reliability and performance of this approach is difficult to compare with the proposed solution, since the method is verified only in numerical simulations and the aspects of real-world deployment are not considered. In addition, it requires a known reference trajectory, which limits its usage in autonomous missions. Transport of large objects by multiple UAVs is addressed in [3], [4], where the systems are designed for using in a simple indoor environment without obstacles and a motion capture system is used for team stabilization. A motion capture system was also used in the state-of-the-art solution [5], where stabilization of a bar attached by ropes with different lengths to two UAVs is studied. Their system enables stabilization of the bar in a static position, but it does not allow its transport in environments with obstacles. Transport by UAVs equipped with manipulators in an environment with obstacles is studied in [6]. In this approach, estimate of the UAVs states are obtained by a motion capture system and therefore possible real-world influences are not considered in the motion planning. The proposed approach considers various sources of real-world disturbances and represents an unique solution in terms of applicability in real-world conditions with integrated motion planning technique to allow transportation task in environment with obstacles and narrow passages.

Motivation for the research aimed to design a complex system being able to solve challenging scenarios of autonomous interaction of cooperating UAVs with objects in real outdoor
II. Notation and Problem Definition

The configuration of the UAV pair is described by the vector \( q = \{x_1, y_1, \varphi_1, x_2, y_2, \varphi_2\} \in \mathcal{C} \), where \((x, y)\) is the 2D position above the terrain, \(\varphi\) is the heading, and \(\mathcal{C}\) is the configuration space. The UAVs are assumed to fly at the constant altitude, which is a necessary assumption due to the applied suspended gripping mechanism. For each UAV, the following simple model can be used: \(\dot{x} = v \cos \varphi, \dot{y} = v \sin \varphi, \) and \(\dot{\varphi} = \theta\), where \(v\) is the forward velocity and \(\theta\) is the yaw rate. This motion model guarantees feasible paths that can be accurately tracked by the UAV, since a near-hover flight (without agile maneuvers) is assumed in the cooperative transport scenario.

The geometry of UAVs is modeled by circles for simplification and the obstacles are represented in a known map by a set of 2D polygons. The collision-free configurations, where the UAVs do not touch any obstacle, form the subset \(\mathcal{C}_{\text{free}} \subseteq \mathcal{C}\). The relative position of the UAVs is constrained to allow a reliable solution of the transportation task. If the distance between the UAVs reaches an upper limit \(d_{\text{max}}\), the force induced by the object can exceed its lifting capacity. If the distance between the UAVs is smaller than the lower limit \(d_{\text{min}}\), external disturbances can destabilize the system. The set of collision-free configurations in which the distance

\[ \text{the distance between the ends of cables attached to the UAVs in this setup of the system. Based on the system analysis} \]

... and field experiments, the limits of distances between the UAVs in such a system can be identified together with a desired distance, in which the system is stable and the thrust of both robots is effectively used for reliable flight operations.
between the two UAVs is larger than \( d_{\text{min}} \) but less than \( d_{\text{max}} \), forms the subset \( C_{\text{valid}} \subseteq C_{\text{free}} \). Collision-free paths for both UAVs from the initial configuration \( q_{\text{init}} \) to the goal \( q_{\text{goal}} \) are then found in a 6D configuration space under geometric and differential constraints.

### III. System Description

The system used for stabilization of a UAV pair carrying an object and its navigation into a desired state in environments with obstacles is based on onboard model predictive control technique (MPC) [20] integrated into the control loop for precise following trajectories that can be planned in real-time (see Fig. 3 for a scheme of the entire control and motion planning system). The motion planning algorithm is included in the Motion Planning and Re-planning block, and it is used for simultaneous finding trajectories for both robots in the UAV pair. This block can contain any feasible motion planning technique, which enables to respect the constraints of UAV mutual positions. We propose to use the sampling-based method, which enables to obtain a solution for both UAVs in one planning process. Therefore, the planning task is realized onboard of one of the robots and the obtained trajectories are shared (using Wi-Fi in the presented HW setup) with its neighbor to ensure reliable coordination of the system.

The following of the distributed trajectories is achieved using three blocks: MPC Tracker, State Estimation, and Control. The MPC Tracker computes feasible references for the Control unit according to the current information obtained from the State Estimation block (see [21] for details).

In the beginning of the mission, the plan is made with prior knowledge of the environment. For using in real-world conditions, where the known map can differ from reality, the system is able of re-planning in the case of detection of a possible collision. The feasibility check of the current plan is realized in the Collision Warning block, where new obstacles are detected by onboard sensors and added into the map. The relative positions of the UAVs, which are constrained when carrying an object, are obtained either by sharing their global states from an external localization if available (such as GNSS-based state estimation described in [20]) or by a direct onboard mutual localization (for a UV light-based localization purposely designed to solve this task see [22]).

### IV. Motion Planning Algorithm for Cooperative Carrying

Computing trajectories for multi-UAV systems requires to consider motion models of the UAVs, to avoid their mutual collisions as well as collisions with the obstacles. Moreover, in the case of object carrying, additional constraints have to be considered due to the composed system stability. Sampling-based planners like Probabilistic Roadmaps (PRM) [15] and Rapidly Exploring Random Trees (RRT) [14] are efficient tools to solve this problem as they are able to cope with many-DOF systems and with motion constraints. The idea of the sampling-based planning is to random sample the configuration space \( C \) and classify the samples as free or non-free using collision detection. The free samples are stored in a roadmap and the nearest free samples are connected by edges. Then, the path in the roadmap corresponds to a motion in the workspace.

The basic RRT builds a configuration tree \( T \) rooted at an initial state \( q_{\text{init}} \) by sub-sequence adding of new reachable feasible configuration. In each iteration of the tree construction, a configuration \( q_{\text{rand}} \) is randomly sampled from the whole configuration space \( C \) and its nearest neighbor \( q_{\text{near}} \in T \) in the tree is found. The configuration \( q_{\text{near}} \) is then expanded using the motion model to obtain new configurations reachable from \( q_{\text{near}} \). The new positions are obtained by applying control inputs to the motion model over time \( \Delta t \). From these configurations, the nearest one towards \( q_{\text{rand}} \) is selected and added to the tree. The algorithm terminates if the goal configuration is approached within a given distance or if the maximum number of iterations is reached.

To find paths as fast as possible and also to find path with a good quality in terms of reliability and smoothness of the flight of the composed system, we propose to employ the guiding principle with the cost-driven tree expansion. This extension is crucial, since we aim at design of a system working onboard of UAVs being able to re-plan in case of detected environment alteration, which is necessary in systems operating in real-world conditions. The idea of the guiding-based sampling of the configuration space that we have proposed in [23], [17] is to generate random samples along a predefined guiding path in the workspace. The guiding path can be computed as a simple geometric path, e.g. using Voronoi diagram or Triangular-based methods. The guiding path is represented by \( n \) points in a space of lower dimension (in our case 2D) and one of the point is considered as a temporal virtual goal \( q_{\text{goal}} \). The random samples are then generated with probability \( p_{r} \) around the virtual goal, otherwise they are generated from the whole configuration space \( C_{\text{valid}} \). In our case, the random samples are also generated in 2D space. The distance between the random sample \( q_{\text{rand}} \) and any configuration of the pair of the UAVs \( q \) is computed as the distance between \( q_{\text{goal}} \) and the middle point between the UAVs in configuration \( q \).

Algorithm 1 shows the pseudocode of the planner using a guiding path, called RRT-path. In each iteration of the RRT-path algorithm, the distance to a temporal virtual goal \( v_{\text{goal}} \) and the distance to the planner goal \( q_{\text{goal}} \) is checked. Whenever the distance to a temporal virtual goal \( v_{\text{goal}} \) is lower than a predefined constant \( d \), the virtual temporal goal is updated to the next point of the guiding path. The tree expansion is interrupted, if the distance to the planner goal \( q_{\text{goal}} \) is lower than \( d \) (a solution is found) or if the maximal number of iterations of the algorithm \( i_{\text{max}} \), is reached.

In the RRT-path as well as in the basic RRT, the function \( \text{expandNode} \) incrementally expands the tree by applying suitable control inputs that minimize distance to a random sample, which ensures finding a feasible trajectories with respect of dynamic constraints. Unfortunately, this strategy leads to a path that is not smooth enough to provide reliable and effective
motion of the system in real-world conditions since it contains frequent changes of the control inputs, which may result system oscillations. We propose to employ a novel cost-driven tree expansion design to solve the cooperative carrying task. In the expansion of the tree, control inputs with the minimal value of a cost function, which penalizes their changes, are selected.

The path that is smooth and where the UAVs are maintaining the ideal bounded mutual distance between themselves for the most of the time is preferred in the scenario of cooperative large object transportation. To achieve this requirement, the cost of the configuration $q$, reached by expanding the tree from the configuration $q_{\text{near}}$, toward the configuration $q_{\text{rand}}$, is obtained as

$$c(q; q_{\text{near}}, q_{\text{rand}}) = \alpha \cdot (d(q) - l)^2 + \beta \cdot \text{dist}(q, q_{\text{rand}}) + \gamma \cdot h(q_{\text{near}}, q).$$

The first part of the cost function, where $d(q)$ is distance between UAVs at configuration $q$ and $l$ is the ideal distance, is designed to penalize configurations in which the mutual distance differs from the ideal one. The second part, where $\text{dist}(\cdot, \cdot)$ represents the Euclidean distance between two configurations, is included to prefer configurations which are closer to the random sample. The aim of the last part is to prefer solutions, in which the movement direction remains unchanged in consequent steps. The value of function $h(q_{\text{near}}, q)$ is minimal (0) in case the tree is expanded into the same direction as it was for $q_{\text{near}}$ and maximal (1) if the tree is expanded into the opposite direction. Only the control inputs that lead to a valid configuration $q \in C_{\text{valid}}$ are used to grow the tree. Parameters $\alpha$, $\beta$, and $\gamma$ influence type of the preferred path. For example by increasing only the parameter $\alpha$ (with the remaining parameters unchanged), configurations of UAVs that have mutual distance closer to the ideal distance will be preferred at the cost of relaxing the requirements on path smoothness and distance from $q_{\text{rand}}$.

V. EXPERIMENTAL RESULTS

Two sets of experiments have been realized to evaluate the RRT-path cost-driven (RRTc-path) planner and to verify functionality of the proposed system.

A. RRTc-path versus existing methods

The proposed RRTc-path algorithm has been compared with the basic RRT, RRT-path, and Transition-based RRT (T-RRT) [19] methods. The generation of control inputs for an expansion of a node in the tree is achieved by combinations of the forward and yaw rate controls of both UAVs. For these experiments, only forward or no movement of the UAVs is allowed ($v \in \{0, 1\} [m/s]$, $\theta \in (-75, 75) [\text{deg/s}]$, and $\Delta t = 1 [s]$) and the branching factor of a node in the tree

---

Algorithm 1: RRT-Path planner

\[\begin{align*}
\text{input} & : \text{ initial configuration} \ q_{\text{init}}, \ \text{goal configuration} \ q_{\text{goal}} \\
\text{output} & : \text{ path} \\
\text{begin} \\
T & = \text{addNode}(q_{\text{init}}); \\
q_{\text{rand}} & = \text{random configuration around} \ p(T) \ \text{if} \ \text{rand} < p, \ \text{then} \\
q_{\text{rand}} & = \text{random configuration} \ \text{from} \ C_{\text{valid}}; \\
\text{for} \ \text{iteration} = 1 \ \text{to} \ l_{\text{rand}} \ \text{do} \\
\quad & \text{if} \ \text{rand} < p, \ \text{then} \\
\quad & \ q_{\text{rand}} = \text{random configuration around} \ p(T) \ \text{else} \\
\quad & \ q_{\text{rand}} = \text{random configuration} \ \text{from} \ C_{\text{valid}}; \\
\quad & \ q_{\text{near}} = \text{findNearestNeighbor}(q_{\text{rand}}); \\
\quad & \ q_{\text{near}} \neq \text{NULL} \ \text{then} \\
\quad & \ T = \text{addNode}(q_{\text{near}}); \\
\quad & \text{if} \ \text{distance} \ \text{to} \ q_{\text{goal}} < d \ \text{then} \\
\quad & \ \text{update} \ q_{\text{goal}}; \\
\quad & \text{if} \ \text{distance} \ \text{to} \ q_{\text{near}} < d \ \text{then} \\
\quad & \ \text{break}; \\
\quad & \text{end} \\
\text{end} \\
\text{path} & = \text{reconstructPath}(T, q_{\text{goal}}); \\
\text{return} \ \text{path}; \\
\text{end}
\end{align*}\]
is 195 (the yaw with 13 values). The maximal and minimal allowed mutual distances have been identified as \( d_{\text{max}} = 4 \text{ [m]} \) and \( d_{\text{min}} = 2 \text{ [m]} \), respectively. The required ideal mutual distance for transport of a large object is \( 3 \text{ m} \), i.e. \( d_{\text{opt}} = 3 \text{ [m]} \). The parameters for particular algorithms are set as

- **RRTc-path**: the parameters of the cost function (eq. (1))
  - \( \alpha = 10, \beta = 1, \gamma = 3 \).
- **T-RRT**: \( n_{\text{fail}} = 10, \alpha = 2 \), \( \text{cost}(q) = (d(q) - l)^2 \). The same cost function cannot be used for both T-RRT and RRTc-path techniques. In the T-RRT method, a node that is the closest one to the randomly generated sample is selected and added to the tree if a transition test is passed. However, the distance to the randomly generated sample is already included in the cost function that we propose. Therefore, it was necessary to use a modified cost function \( \text{cost}(q) = (d(q) - l)^2 \) for the T-RRT experiments to achieve comparable results. Since the cost functions of the T-RRT and RRTc-path planners are different and the basic RRT and RRT-path techniques do not allow using a cost function, we present a comparison of the individual quality criteria important for the application instead of the total cost of found solution.

The performance of all planners has been tested in an environment without obstacles and in an environment with several walls including a narrow passage (Fig. 4). Obstacles are dilated by the dimension of the UAV to prevent collisions. The quality of achieved solutions is compared by

- the length of the path (average from paths of both UAVs),
- the smoothness of the path (sum of the \( h(\cdot, \cdot) \) function (see eq. (1)) along the entire path normalized by its length),
- average deviation from the ideal mutual distance between UAVs,
- maximal deviation from the ideal mutual distance between UAVs,
- and the number of iterations of the algorithm.

The obtained results are summarized in Table I. All performance results in Table I, except for the maximal deviation from the ideal mutual distance between UAVs, correspond to average values 20 runs with the same setting.

The growth of the tree in the RRT-path and the proposed RRTc-path techniques is stimulated by the guiding principle. Due to this technique, shorter solutions compared to the RRT or T-RRT algorithm tend to be found. Additionally, these solutions are found using significantly lower number of iterations. All planners except for the RRTc-path do not consider requirements on smoothness of the solution, which results in higher values of the smoothness indicator (the first column in the table) in comparison with the RRTc-path. If only these three planners are compared, the RRT-path planner provides solutions that are more smooth than the RRT and T-RRT because the tree expansion in this case is not entirely randomized into all direction but around the guiding path.

Experiments clearly confirm that the T-RRT and RRTc-path methods enable to find solutions with significantly smaller deviation from the ideal mutual distance between the UAVs compared to the RRT and RRT-path, due to the applied cost function. The T-RRT algorithm uses the transition test as an evaluation criteria for the quality of a new configuration [19]. A new configuration \( q_{\text{new}} \), acquired by applying selected control inputs from the state \( q_{\text{new}} \), is automatically accepted by this test whenever the cost of \( q_{\text{new}} \) is less or equal than the cost of \( q_{\text{opt}} \). Therefore, if the distance between the UAV pair is deflected from the required distance, the tree is rarely expanded into a configuration with smaller deviation from the ideal mutual distance and the system remains deflected. This behavior of the T-RRT method is visible in Table II, where results of sets of 20 experiments in the environment without obstacles are presented. In these experiments, UAVs are purposely initiated in configurations, in which the mutual distance between the UAVs differs by 0.5 m from the required distance \( d_{\text{opt}} = 3 \text{ [m]} \). The T-RRT algorithm provides solutions in which the UAVs transport an object in a formation in almost the same deviated mutual distance along the entire trajectories, since there is no mechanism to prioritize better configurations. The proposed RRTc-path method provides solutions in which the UAV pair maintains the ideal distance whenever it is enabled by environmental constraints (e.g. if the formation is not forced to shrink its shape by obstacles in narrow passages).

**TABLE I: Comparison of results obtained by solving the cooperative motion planning problem in the environments in Fig. 4.** The most important properties for stable and robust cooperative transportation, smoothness of the obtained paths and mutual UAVs position close to the optimal formation, are evaluated in the first three columns. Although the minimal length of the paths (the fourth column) is also a desired property, it is not the most important for the given application. The number of iteration (the fifth column) influences computational requirements. Nevertheless, all evaluated algorithms provided the result in a reasonable time on onboard computer in these maps.

<table>
<thead>
<tr>
<th></th>
<th>smooth.</th>
<th>max. dev.</th>
<th>ave. dev.</th>
<th>length</th>
<th>iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[m]</td>
<td>[m]</td>
<td>[m]</td>
<td>[m]</td>
<td>[-]</td>
</tr>
<tr>
<td>empty space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRT</td>
<td>0.184</td>
<td>0.845</td>
<td>0.150</td>
<td>137.800</td>
<td>1362</td>
</tr>
<tr>
<td>T-RRT</td>
<td>0.184</td>
<td>0.156</td>
<td>0.015</td>
<td>135.800</td>
<td>1056</td>
</tr>
<tr>
<td>RRT-path</td>
<td>0.061</td>
<td>0.925</td>
<td>0.429</td>
<td>112.800</td>
<td>116</td>
</tr>
<tr>
<td>RRTc-path</td>
<td>0.001</td>
<td>0.096</td>
<td>0.001</td>
<td>112.900</td>
<td>129</td>
</tr>
<tr>
<td>narrow corridor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRT</td>
<td>0.190</td>
<td>1.000</td>
<td>0.421</td>
<td>239.025</td>
<td>2576</td>
</tr>
<tr>
<td>T-RRT</td>
<td>0.196</td>
<td>0.402</td>
<td>0.056</td>
<td>240.900</td>
<td>1672</td>
</tr>
<tr>
<td>RRT-path</td>
<td>0.007</td>
<td>1.000</td>
<td>0.610</td>
<td>190.875</td>
<td>193</td>
</tr>
<tr>
<td>RRTc-path</td>
<td>0.015</td>
<td>0.218</td>
<td>0.025</td>
<td>204.625</td>
<td>697</td>
</tr>
</tbody>
</table>
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The RRTc-path method

![Comparison of results obtained by the proposed RRTc-path method with three different existing techniques. An example of solution paths and trees after the search processes in an environment without obstacles is shown in the first row, and in environment with a narrow passage in the second row. The solution paths connect initial configurations (left down corner of the maps) and goal configurations found near to the goal position located at opposite corner of the environment (visualized by yellow circles). The blue segments display the paths in the tree for the first UAV and the green segments for the second UAV. The solution paths are denoted by the red and purple segments.]

<table>
<thead>
<tr>
<th></th>
<th>deviated initial configuration</th>
<th>perfect initial configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max. dev.</td>
<td>ave. dev.</td>
</tr>
<tr>
<td>T-RRT</td>
<td>0.514</td>
<td>0.463</td>
</tr>
<tr>
<td>RRTc-path</td>
<td>0.500</td>
<td>0.024</td>
</tr>
</tbody>
</table>

TABLE II: Experiments with a formation of UAVs purposely initiated with a mutual distance, which differs by 0.5 m from the required distance \( d_{opt} = 3 \) m. Results were obtained by different algorithms in the empty environment shown in the first row of Fig. 4.

In the experiments, a UAV pair is employed to transport an object through a field with cylindrical obstacles shown in Fig. 5 and through a narrow passage in Fig. 6 without collision with the obstacles. Graphs showing a record of collision-free paths flown by the UAV pair are in Fig. 7. As shown in Fig. 8, limits on mutual distances between the UAVs, \( d_{min} = 2 \) m and \( d_{max} = 4 \) m, have been satisfied in both experiments. In the real-world experimental deployment, it was observed that the UAV pair motion was influenced by sensory noise and external disturbances even if using well tuned controllers, which achieve position accuracy less than 5 centimeters in ideal conditions (see the results in [20]). The motion oscillation caused by not perfectly precised sensory information, real actuators and presence of wind that effects on the large surface of the carried object can be seen in Fig. 8. The experimental deployment also confirmed the need of the presented motion planning approach, which assumes that the UAVs do not follow the given plan perfectly and that any strong disturbance can destabilize the formation coupled by the object if it operates close to operational limits. Such an observation during the initial experiments was also a motivation to design this motion planner and it would not be possible if relying on simplified laboratory tests using motion capture systems only.

VI. CONCLUSIONS

In this paper, a system designed for solving a cooperative transportation task by a UAV pair in environments with obstacles was presented. The proposed concept aims to solve the given task by planning a path that prefers to maintain the shape of the pair in a configuration that is close to the desired one as long as it is enabled by environmental constraints, while allowing for temporary deviation when necessary. This enables to prevent the pair carrying the object from undesired oscillations.
and increase robustness of the system in real-world conditions, where sensory data are effected by noise and UAVs may be subject to external disturbances. The core of the presented solution is a sampling-based motion planning algorithm, which was purposely designed to satisfy these needs. The novel method takes advantage of a guiding-based sampling of the configuration space, while in the same time includes cost-driven expansion to find an appropriate solution of the given task in terms of smoothness and quality of achieved paths with respect of stableness and reliability. Due to the cost involved in the planning process, most of the mission the UAVs are forced to operate in relative positions that were identified as the most proper, but the system enables to temporarily deviate from this desired shape of the formation in case it is required by surrounding environment. The guiding-based process is important to fasten the motion planning task and to offer an ability of fast onboard re-planning in case of detected environment alternation, which is also important for reliable real-world deployment of the system. The proposed method has been evaluated in numerous simulations and outperformed state-of-the-art sampling-based algorithms in statistical tests in several aspects. Beyond the object carrying application potential of the proposed RRTc-path method in other multi-UAV tasks and motion planning problems, where computational time and quality of the obtained solution with respect of a given criteria is important to achieve. Finally, the performance and robustness of the entire system were verified in experiments of autonomous transportation of large objects in an outdoor environment with obstacles in different weather conditions. According to our knowledge, it is the first solution of the autonomous cooperative transportation task in outdoor environment with obstacles that achieves sufficient reliability in real-world conditions such as in presence of wind.
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CHAPTER 6. COOPERATIVE TRANSPORT OF LARGE OBJECTS BY A PAIR OF UNMANNED AERIAL SYSTEMS USING SAMPLING-BASED MOTION PLANNING

Fig. 7: A record of paths passed by the pair of UAVs during the hardware experiments. The top image shows paths from the experiment in environment with cylindrical obstacles (the black dots in the image) presented in Fig. 5. Data from the experiment in Fig. 6, in which an object was transported by the UAV pair through a narrow passage, are presented in the bottom image.

Map with obstacles

Narrow passage

Fig. 8: Mutual distance between the UAVs while transporting an object in the experiments. The top image shows data from the experiment presented in Fig. 5, while the bottom image data from the experiment in Fig. 6. The optimal mutual distance is depicted by the black line. The red dashed lines represent the maximal allowed deviation from the optimal mutual distance.
Chapter 7

Documentation of Dark Areas of Large Historical Buildings by a Formation of Unmanned Aerial Vehicles Using Model Predictive Control

This section presents the fifth core publication called *Documentation of Dark Areas of Large Historical Buildings by a Formation of Unmanned Aerial Vehicles using Model Predictive Control* [6c] published in the IEEE Conference on Emerging Technologies and Factory Automation in 2017. This publication was awarded the best conference paper.


The introduction of the paper highlights the contribution of this work in the robotic context and in regards to deployment of UAVs for the documentation of historical buildings. During the time of publication, we found only the work [84] that uses UAVs in the context of documenting the interiors of historical buildings. In order to obtain a 3D model of the building, their method is based on an online visual simultaneous localization and mapping and an offline visual structure-from-motion method. Our method goes much further and aims to fully exploit the abilities of UAVs, which is primarily flying in areas that are difficult to access for humans and other types of robots. We propose using a formation of cooperating UAVs for visual the documentation and inspection of the interiors of historical buildings. Still, the contribution goes beyond the context of the application. It provides a theoretical work on multi-objective planning for teams of UAVs that are able to incorporate motion constraints with requirements of general mission objectives while considering safety in real-world conditions, as is the main focus of this thesis.

The contributions of this core paper are collected in the section *motion planning and formation stabilization system*. The experimental verification of the proposed methodology was done in the realistic robotic simulator. The results from this simulated experiment and demonstration of the system in the real-world are shown in the section *experimental verification and system deployment*.
CHAPTER 7. DOCUMENTATION OF DARK AREAS OF LARGE HISTORICAL BUILDINGS BY A FORMATION OF UNMANNED AERIAL VEHICLES USING MODEL PREDICTIVE CONTROL

Abstract—A system designed for a unique multi-robot application of closely flying formations of Unmanned Aerial Vehicles (UAVs) in indoor areas is described in this paper. The proposed solution is aimed as a tool for historians and restorers working in large historical buildings such as churches to provide an access to areas that are difficult to reach by humans. In these objects, it is impossible to keep a large scaffolding for a long time due to regular services, which is necessary for studying a long-term influence of restorations works, and some parts of the churches were even not reached by people for decades and need to be inspected. To provide the same documentation and inspection techniques that are used by the experts in lower easily accessible parts of the buildings, we employ a formation of autonomous UAVs, where one of the robots is equipped by a visual sensor and the others by source of light, which provides the required flexibility for control of lightening.

The described system in its full complexity has been implemented with achieved robustness and reliability required by deployment in real missions. The technology demonstration has been provided with real UAVs in historical objects to help restorers and conservations with achieved valuable results used in plans of restoration works. In these missions, UAVs were autonomously hovering at designated locations to be able to demonstrate usefulness of such robotic lightening approach.

I. INTRODUCTION

A system for autonomous documentation of dark areas in large historical buildings by a formation of Unmanned Aerial Vehicles (UAVs) is presented in this paper. In the proposed approach, a self-stabilized formation of multi-rotor helicopters is employed for filming and visual inspection in dark conditions, where one of the UAVs carries a camera and neighboring UAVs a source of light. This setup aims to fully autonomously realize two techniques often used by historians and restorers for manual inspection of interiors of historical monuments nowadays. The first one, so-called Three point lighting approach [1], [2], is a filming technique in which 1-3 sources of light are used in different locations relatively to the camera optical axis. The method enables to create an illusion of a three-dimensional subject in a two-dimensional image and to illuminate the subject being shot (such as sculptures in historical buildings) while controlling the shading and shadows produced by lighting. This is essential for the presentation of historical monuments in interiors to the broad public, as it removes the boring flatness from images and videos, and it adds a value to the analysis of gathered results by historians.

The second technique frequently used by restorers employs a strong side-light for illumination of flat objects, such as walls with parquet and mosaics. In this method, the strong light needs to be placed as close as possible to the scanned plain, which makes visible shadows in the image in a case of a roughness of the surface. Restorers and conservations can detect from such illuminated pictures if a tile in the mosaic is not fixed properly or if a painting is affected by a humidity indicated by buckling of the wall surface.

We implemented these two methods using autonomous unmanned helicopters, which enables their usage in places in the interior of large historical objects (e.g. churches) that are not accessible without installation of a costly staging. In cooperation with restorers and filmmakers, we defined the filming Three point lighting technique and the Strong side-lightening method as a multi-objective optimization problem in the Model Predictive Control (MPC) framework. The MPC approach is used for control of the formation members taking into account task objectives as well as constraints of the formation flying (obstacle avoidance, mutual collision avoidance), low level UAV stabilization [1] (motion constraints), filming (limited camera field of view, keeping all UAVs out of the taken images), and illumination (providing intensity of the lightening in a required range, keeping the recommended angle between the light and camera axes).

Fig. 1. Demonstration of the presented formation flying approach to realize a flying “film crew” in a church in Sternberk, Moravia.

It is not our intention to design a system that would decide where and what to film or scan. This is a job of the filmmakers and experts from the field of restoring and historical sciences.
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To be able to reach the direct usability of the system by the experts, we employ the artificial intelligent and the autonomy of UAVs only for solving technical tasks, such as the lightening, and the artistic intent is left at hands of the professionals. Also the decision, which part of the church needs to be inspected and which technique has to be used is still taken by historians and the proposed system is designed only as a smart tool to facilitate their job. Therefore, we assume an input from these experts for the system in a form of a given path that has to be followed by the UAV with a camera and a given set of objects that have to be filmed. From the safety reason, we expect a given map and known positions of the objects of interest in the building. Although, online mapping techniques are provided by robotic community nowadays, they lack 100% reliability, and also filmmakers as well as historians require visualisation of the planned path prior the mission to make sure that their intention will be fulfilled for which the map given prior the mission is essential. In addition, the revision of the overall plan increases probability of mission failure, which is crucial for deployment of autonomous systems flying close to objects with high historic and financial costs. Fortunately, in the presented application scenario, the knowledge of a precise map prior the mission is a realistic assumption since the precise map is always used by the historians and it is a main part of the restoration and historical survey for which these techniques are targeted.

In practice, the experts denote which part of the path has to be dedicated to which object of interest (OoI) and the camera orientation is simply computed for each point of the path using the known position of the OoI. The obtained profile of the camera heading does not need to be smooth and feasible since it is considered only as one of the desired objectives of the MPC optimization. Usually, the task requirements do not respect the UAV movement constraints, mainly if the input for the system is provided by the historians. The film lighting technicians have usually better understanding of motion constraints of a camera doing a dynamic shot, but still their demands are often in contrast with limitations of UAVs and self-localized formations. Therefore, the proposed system is designed to find a solution close to the usually infeasible (and even non-continuous) desired trajectory for the leader and the camera orientation, and to find a compromise between the requirements given by the experts and the artificial system of closely cooperating UAVs. Besides, we expect that the positions of the objects of interest, obstacles and neighbouring robots may not be known absolutely precisely, and the planning and control of the multi-robot team is then driven by actual results of UAV perception (obstacle detection and object recognition). In the current implementation, the solution is prepared for using the system of neighboring objects/UAV’s localization that we have described in [4], [5], but any state-of-the-art implementation of proper obstacle detection and object recognition techniques can be used.

A. Literature review

Autonomous systems used for documentation of heritage sites are mostly employed for 3D modelling of exteriors and interiors of objects by laser scanners or by the photogrammetry, which is being popular recently as it allows to use cheap and lightweight monocular cameras for 3D object reconstruction. Numerous techniques exist to facilitate and speed up the scanning process by increasing its automatization. Static terrestrial laser scanners were used in [6], [7] for 3D modelling of historical sites. Using these techniques, the scanners have to be placed into predefined geo-referenced locations and the obtained 3D point cloud is fused using the known positions of different measurements. In [8], a long-range 3D laser scanner was used to scan large historical sides and to provide an inter-relationship between outdoor and indoor profiles using a technique for storing and processing big amount of data. A faster scanning process is allowed by a hand-held mobile mapping system called Zebedee [9] that was designed for semi-autonomous gathering of 3D point cloud models in cultural heritage applications. Another level of autonomy has been added using a ground mobile robot carrying the laser scanner that enables 3D modelling of large-scale environments with minimal human intervention [10].

Applying UAVs provides a possibility to acquire data from measurement locations inaccessible by ground robots or handheld systems in addition to the autonomy provided by UGVs. Nowadays, UAVs are deployed mainly for 3D modelling of outdoor archaeological locations by the photogrammetry of geo-referenced images and historical buildings by lightweight lasers [11], [12], [13], [14]. All these techniques, which are offered by numerous private companies, use GPS data to reference the images and to initialize the 3D cloud construction process by this information. Only a limited number of approaches allows 3D modelling by UAVs in GPS-denied environment inside historical buildings, although indoor localization and 3D mapping techniques are well investigated by robotic community [15], [16]. We have found only the work in [17] that uses UAVs in the context of documentation of interiors of historical buildings. The method is based on a state-of-the-art online visual simultaneous localization and mapping and an offline visual structure-from-motion method in order to obtain the 3D model of the building.

Our method goes much further than [17] and it aims to fully exploit the abilities of UAVs, which is mainly flying in places hardly accessible by people and other types of robots. It was identified during the first deployment of the system in large churches that in these hardly accessible locations light conditions are often not sufficient and external light sources are required. The proposed system enables to set direction of the light sources dependently on the position of the camera, which is a very useful tool being used by restorations and filmmakers. This is realised by a leader-follower formation flying technique providing the Three point lighting and Strong side-lightening approaches in an autonomous way.

The proposed formation stabilization and navigation algo-
rithm, which arises from our theoretical work on formation stabilization of ground robots [18], [19], [20] and UAVs [21], [22], [23], [24], consists of two main components. In the first one, an optimization-based model predictive control mechanism is employed for the formation leader, which is the UAV carrying the camera. A sequence of control inputs in the receding horizon fashion is provided for the leader in two optimization steps. Firstly, a multi-objective optimization is used to control the 3D position of the robot along the predefined path. Deviation from the desired path that is given by the restorers, too aggressive control inputs (changing velocity and angular acceleration), and too small distance from the obstacles and the objects of interest are penalized in this optimization. The second optimization step of the planning method proposed for the leader is aimed to provide a smooth and feasible profile of the camera orientation. Motion planning and stabilization of followers are also realized under the model predictive control scheme in two optimization processes to control their position within the formation and to control orientation of their light sources. In each control step, a new control sequence is obtained as a result of the multi-objective optimization procedures, which is applied in the receding horizon fashion. It means that in each step, only a small portion of the plan is sent to the actuators and for the consequent replanning a new piece of the same size is added at the end of the plan.

II. Preliminaries

A. Task definition and assumptions

The multi-robot task solved in this paper is to realize the Three point lighting and Strong side-lightening approaches in indoor GPS-denied environment by a team of cooperating UAVs (multirotor helicopters). In this scenario, one of the UAV (the leader) is equipped with a calibrated camera and n_{sf} UAVs (the followers) with light sources. Parameters of the camera and light sources (orientation, field of view, light intensity, dispersion, etc.) are known prior the mission.

In the description of the proposed method, we suppose a known map of the environment (a contour of walls) with a set of convex obstacles O. Although no dynamic obstacles usually occur in the real deployment of our approach for documentation of historical buildings, the method in general is able to deal with a dynamic environment and with an unknown or partial known map as we have shown in a theoretical work in [25]. We also suppose that each UAV is equipped with a system providing its localization in the given map and relatively to its neighbours. For the real deployment in GPS-denied environment, we propose to rely on a fusion (the mechanism of the fusion is described in [26]) of an odometry obtained from an optical flow in images captured by a down-looking camera and outputs of visual relative localization of neighbours (for description of the employed localization method see [4], [5]). In the case of the Strong side-lightening technique, we assume to have a precise information on the distance to the scanned wall. A communication link between the robots is assumed during the mission for distribution of the actual leader’s plan to followers, which is used for planning their optimal positions and orientations of the light sources in the future.

As mentioned, our intention is not to contribute to the art and to jobs of the restorers and we suppose that a desired path for the leader is given by these experts. In addition, we suppose that the path is labelled by an information which OoI has to be observed in which part of the path. Using the information on known positions of OoI, the desired orientation of the camera may be simply derived. The desired path and camera orientation given by the experts, later denoted by the \( \langle \rangle \) symbol, does not need to be feasible with respect of kinematics of UAVs.

Let us note that the proposed method is capable of working with unknown a priori knowledge of positions of obstacles and objects of interest (they can be detected by state-of-the-art methods such as the one we proposed in [5]) and work in a full perception driven mode. Also the given desired path is not necessary for the proposed formation flying method and a trajectory planning method can be integrated as in our previous work in [21]. Nevertheless, such a higher level of autonomy is not required in this application and it adds an additional source of uncertainties, which would decrease robustness and so the applicability of the method.

B. Model predictive control on a receding horizon

MPC-based approach is used in the proposed system to independently control the position of the leader as well as the followers in the formation, but also to control the orientation of the carried camera and the light sources to enable stability analyses of the complete system. In the MPC scheme, the control task is transformed into an optimization with constraints imposed by a model of the controlled system. We will use the kinematic UAV model from [21] for both, the leader and the followers. The optimization solves a finite horizon optimization control problem starting from current state over a control horizon. The result of the MPC method is then an optimal trajectory defined by \( N \) transition points and constant control inputs between them. The optimization is initialized in each control step based on the solution obtained in the previous MPC step. In each MPC step, once a solution of the optimization problem is obtained, only the first \( n \) vectors of the computed control inputs are applied to control the system. The optimization process is then repeated on a new interval as the finite horizon moves by the time horizon with length \( n \Delta t \), where \( \Delta t \) is the time difference between two subsequent transition points.

III. Motion planning and formation stabilization system

In this section, a formation flying method based on the MPC framework employed for control and navigation of an autonomous team of a cameraman and illuminators will be described. In the method description, the more general setup of a camera and lights mounted on a gimbal is used. This enables to control the Yaw angle independently to the task, which
enables a very important safety mechanism. If all UAVs are oriented in the direction of their movement along the desired trajectories (independently to positions of the OoI and so the camera’s gimbal orientation), it is much simpler to manually overtake their control in a case of a system malfunction. This is important mainly during the initial debugging of the methods and for testing flights preceding each practical deployment of the system.

For the method description, let us denote the UAV position in the cartesian coordinates as $p_j(k) := \{x_j(k), y_j(k), z_j(k)\}$, its heading $\theta_j(k)$, and the camera heading $\psi_j(k)$, where $k \in \{1, ..., N\}$ denotes indexes of transition points in the MPC control horizon. For MPC techniques, let us use control inputs $U_j(k) := \{v_j(k), w_j(k), K_j(k)\}$, $k \in \{1, ..., N\}$, where $v_j(k)$ is forward velocity, $w_j(k)$ ascent velocity, and $K_j(k)$ curvature of the trajectory, for control of the $j$-th UAV and angular velocity $\omega_j(k)$ for control of its gimbal with the camera. These control inputs are constant in-between of the transition points and lead the UAV from one transition point into the next one applying the model from [21]. This notation is used for the leader as well as for the followers in the formation, such that $k \in \{L, 1, ..., N\}$.

### A. Trajectory tracking of the leader with camera

As mentioned, two control problems are solved independently (control of UAV states $p_j(k) := p_j(k), \theta_j(k), k \in \{1, ..., N\}$, and camera headings $\psi_j(k), k \in \{1, ..., N\}$). The objective function $J_{\text{L1}}$, which is minimised and subject to a set of inequality constraints, is designed as

$$
J_{\text{L1}}(\Omega_{\text{L1}}) = \frac{\alpha}{N} \sum_{k=1}^{N} |p^2_{\text{L}}(k) - p_{\text{L}}(k)|^2 + \frac{\beta}{N} \sum_{k=1}^{N} \left( K_{\text{L}} \cdot \frac{d^2 \gamma_j(k)}{dt^2} + v_{\text{L}} \cdot \frac{d \psi_j(k)}{dt} + \beta w_{\text{L}} \cdot \psi_j(k) \right)^2
$$

$$
+ \frac{\gamma}{N} \sum_{k=1}^{N} \left( \min_{\gamma \in \{1, ..., N\}} \frac{\text{dist}(p_j(k), \Omega_{\text{L1}}) - r_{\alpha}}{\text{dist}(p_j(k), \Omega_{\text{L1}}) - r_{\alpha}} \right)^2
$$

$$
+ \frac{\delta}{N} \sum_{k=1}^{N} \left( \min_{\gamma \in \{1, ..., N\}} \frac{\text{dist}(p_j(k), O) - r_{\alpha}}{\text{dist}(p_j(k), O) - r_{\alpha}} \right)^2
$$

$$
+ \frac{\varepsilon}{N} \sum_{k=1}^{N} \left( |p^2_{\text{L}}(k) - p^2_{\alpha}(k)| - \left| p^2_{\text{L}}(k) - p_{\text{L}}(k) \right| \right)^2.
$$

The first component of the cost function penalises deviations of the leader’s position $p_{\text{L}}(k)$ along the planning interval $N$ from the desired position on the path given by the experts $p^2_{\text{L}}(k)$ as one of the inputs of the method. The second component is employed to suppress big deviations in control inputs (and so too aggressive behaviour of the system), where the notation $(\cdot)_{\text{L1}}(k) := (\cdot)(k) - 1(\cdot)(k)$ represents the difference of the particular component with the previous value. The control inputs at $k = 0$ represent values that are implemented by controllers at the time of initialization of the optimization process. The third term ensures avoidance of other robots in the formation that are considered as dynamic obstacles for the leader. Function $\text{dist}(p_j(k), \Omega_{\text{L1}})$ returns the shortest distance between the position of the leader being optimized and the plan of the $j$-th follower obtained in the last call of the optimization process described in section III-B (let us denote results of the optimization processes by the notation $(\cdot)_{\text{star}}$). Constant $r_{\alpha}$ is radius of a safety area around the robot in which the obstacles are considered in the avoidance function and $r_{\alpha}$ is radius of an avoidance area. The value of the third term approaches infinity if distance to an obstacle equal to $r_{\alpha}$ is reached. The fourth component, which protects the leader from collisions with static obstacles, uses the same avoidance function. Also the influence of this term is increased for obstacles detected at the end of the control horizon (based on index $k$ of the position $p_j(k)$ that contributes to the cost function), which ensures the obstacle avoidance functionality and protects the system from oscillations in a close proximity to obstacles. Function $\text{dist}(p_j(k), O)$ returns the shortest distance between the position of the leader and the obstacles. The fifth term is designed due to the problem task as it penalises trajectories that are in a bigger distance to the position of the object of interest $p^2_{\text{L}}(k)$ in case of a deviation of the leader from the desired path by an obstacle. Avoiding an obstacle in a free space closer to the OoI, which is selected by the experts as the one that has to be observed by the follower at position $p^2_{\text{L}}(k)$, decreases probability that the obstacle appears in the camera field of view.

The values of coefficients $\alpha, \beta, \beta, \gamma, \delta, \varepsilon$ and $\varepsilon$ in equation (1) influence behaviour of the system between often antagonistic requirements. For example with increasing values of $\beta$, a smoother and less aggressive flight performance will be provided, while with increasing values of $\gamma$ and $\delta$ the obstacle avoidance ability of the system is preferred. The inequality constraints $r_{\alpha} - \text{dist}(p_j(k), O) \leq 0, k \in \{1, ..., N\}$, and $r_{\alpha} - \text{min}\{\text{dist}(\Omega_{\text{L1}}, O)\} \leq 0, j \in \{1, ..., N\}$, which have to be ensured in the optimization, support the avoidance function to ensure that a plan of the leader does not touch an obstacle by its avoidance region. In addition, control inputs in the optimization vector are limited by the following inequality constraints $v_{\alpha}(k) - v_{\alpha, \text{max}} \leq 0, v_{\alpha, \text{min}} - v_{\alpha}(k) \leq 0, w_{\alpha}(k) - w_{\alpha, \text{max}} \leq 0, w_{\alpha, \text{min}} - w_{\alpha}(k) \leq 0, K_{\alpha}(k) - K_{\alpha, \text{max}} \leq 0, K_{\alpha, \text{min}} - K_{\alpha}(k) \leq 0, k \in \{1, ..., N\}$, including upper and lower bounds of the UAV controllers.
problem as \( \Omega_{L,2} = [\omega_{L}(k)] \in \mathbb{R}^{N} \), \( k \in \{1, \ldots, N\} \), and the cost function, which is again minimised in the optimization, as

\[
J_{L,2}(\Omega_{L,2}) = \zeta \sum_{k=1}^{N} df_{\text{fus}}(\vec{\varphi}_{L}^{*}(k), \varphi_{L}(k))^2 + \eta \sum_{k=1}^{N} \omega_{L}^{d}(k)^2, \tag{2}
\]

where \( \varphi_{L}^{*}(k) \) is the desired camera heading at \( k \)-th transition point. The heading is obtained from the position of the object of interest \( \vec{r}_{L}^{*}(k) \) that has to be filmed/scanned at this moment, and the position of the leader at \( k \)-th transition point of the plan \( \Omega_{L,1} \) obtained as a solution of the first optimization problem. Although, the heading \( \varphi_{L}^{*}(k) \) is not explicitly given by the experts, we used the \( \{^\circ\} \) notation here, since they provide the desired position of the leader that should be as close as possible to the planned one and also the position of the OoI. The desired heading \( \varphi_{L}^{*}(k) \) should follow their intention as the orientation of the camera is naturally one of the most important factors influencing the required result in both filming techniques being solved in this paper. The function \( df_{\text{fus}}(\varphi_{1}, \varphi_{2}) \) is defined for \( \varphi_{1}, \varphi_{2} \in (0, 2\pi) \) as

\[
df_{\text{fus}}(\varphi_{1}, \varphi_{2}) = \begin{cases} \varphi_{1} - \varphi_{2} & \text{if } \varphi_{1} - \varphi_{2} \leq \pi, \\ 2\pi - (\varphi_{1} - \varphi_{2}) & \text{if } \varphi_{1} - \varphi_{2} > \pi. \end{cases} \tag{3}
\]

The constants \( \zeta \) and \( \eta \) set influence of the objective trying to follow the desired camera orientation (the first term of the multi-objective function in eq. (2)) and the objective achieving not aggressive change of the orientation (the second term), respectively. The only constrain functions that have to be satisfied for optimization of the orientation are used to limit the UAV angular velocity as \( \omega_{L}(k) - \omega_{L,\text{max}} \leq 0 \) and \( \omega_{L,\text{min}} \leq \omega_{L}(k) \leq 0 \), \( \forall k \in \{1, \ldots, N\} \). Although the camera heading control could be done by any simpler controller combined together with an interpolation of desired heading values, we rely on MPC to be able to synchronise it with the position control under the receding horizon.

\section*{B. Trajectory tracking for followers with the light source}

The desired positions of the \( NF \) followers \( p_{j,L}(k) \), \( j \in \{1, \ldots, NF\} \), \( k \in \{1, \ldots, N\} \), in the formation are obtained from the positions of the leader (derived from its actual plan - the last result \( \Omega_{L,1} \) of the MPC position control) and the position of the currently filmed object of interest. The direction of the source of light (from the position of the follower to the OoI) and the optical axis of the camera have to form predefined angles \( \pm 45^\circ \) in case of the \textit{Three point lighting} approach and \( \pm 90^\circ \) for the \textit{Strong side-lightening} technique. The desired distance of the light is given by the requirements on the intensity of illumination. Naturally, such defined desired trajectory for the followers is not feasible for the UAVs (mainly when the leader suddenly switches its attention between two objects of interest). Therefore, the trajectory cannot be directly used as a desired control equilibrium, but its following needs to be integrated into the MPC framework taking into account motion and formation driving constraints applied in the optimization.

For followers control, we again assume that the orientation of the light source can be controlled independently to the UAV position control and so both these problems will be tackled in two separate optimization processes. In the trajectory tracking of the \( j \)-th follower, the optimization vector \( \Omega_{L,1} = [\varphi_{L}(k), p_{L}(k)] \in \mathbb{R}^{2N} \), \( k \in \{1, \ldots, N\} \), collecting control inputs over the control horizon with \( N \) transition points is obtained by minimizing the multi-objective function

\[
J_{L,1}(\Omega_{L,1}) = \frac{N}{N} \sum_{k=1}^{N} \left| \left| p_{j,L}(k) - p_{j}(k) \right| \right|^2
+ \frac{N}{N} \sum_{k=1}^{N} \left| | \psi_{L}(k) - \varphi_{L}^{*}(k) | \right| ^2
+ \frac{N}{N} \sum_{k=1}^{N} \left| \min_{\text{neigh}} \frac{\text{dist}(p_{j,k}, \Omega_{L,k}^{*,\text{neigh},j}) - r_{s}}{r_{s}} \right| ^2
+ \frac{N}{N} \sum_{k=1}^{N} \left| \min_{\text{neigh}} \frac{\text{dist}(p_{j,k}, \Omega_{L,k}^{*,\text{neigh},j}) - r_{s}}{r_{s}} - \frac{\text{dist}(p_{j,k}, \Omega_{L,k}^{*,\text{neigh},j}) - r_{s}}{r_{s}} \right| ^2
+ \frac{N}{N} \sum_{k=1}^{N} \left| \min_{\text{neigh}} \frac{\text{dist}(p_{j,k}, \Omega_{L,k}^{*,\text{neigh},j}) - r_{s}}{r_{s}} - \frac{\text{dist}(p_{j,k}, \Omega_{L,k}^{*,\text{neigh},j}) - r_{s}}{r_{s}} \right| ^2
+ \frac{N}{N} \sum_{k=1}^{N} (\min(0, \frac{\text{dist}(p_{j,k}, \Omega_{L,k}^{*,\text{neigh},j}) - r_{s}}{r_{s}}) - \frac{\text{dist}(p_{j,k}, \Omega_{L,k}^{*,\text{neigh},j}) - r_{s}}{r_{s}}) \right| ^2. \tag{4}
\]

The first term in the objective function penalises deviation from the desired positions \( \varphi_{L}^{*}(k) \) of the \( j \)-th follower. The desired position depends on the position of the leader in the \( k \)-th transition point using its actual plan \( \Omega_{L,k}^{*} \), position of the object of interest that is filmed by the leader \( \text{OoI}(k) \), and formation driving constraints applied in the optimization. The constants \( \zeta \) and \( \eta \) set influence of the objective trying to follow the desired camera orientation (the first term of the multi-objective function in eq. (2)) and the objective achieving not aggressive change of the orientation (the second term), respectively. The only constrain functions that have to be satisfied for optimization of the orientation are used to limit the UAV angular velocity as \( \omega_{L}(k) - \omega_{L,\text{max}} \leq 0 \) and \( \omega_{L,\text{min}} \leq \omega_{L}(k) \leq 0 \), \( \forall k \in \{1, \ldots, N\} \). Although the camera heading control could be done by any simpler controller combined together with an interpolation of desired heading values, we rely on MPC to be able to synchronise it with the position control under the receding horizon.

The sec-
penalised. While $d_s$ denotes the minimum desired distance from the border of the pyramid that is considered as safe, distance $d_a$ is infeasible. The values of coefficients $\xi_1, \xi_2, \xi_3, \xi_4, \alpha$ and $\mu$ set system behaviour similarly as in the case of the leader.

In the optimization process, the same inequality constraints protecting collisions with obstacles and other team members as in the position control of the leader are applied. The limits of control inputs for the followers may differ from the bounds used for the leader control, but the same structure of inequality constraints is used. Similarly, also the last term of the cost function (4) is supported by the inequality constraints $d_a - \|p_k(p_j(k), p_j(k)) - p_j(k)\| \leq 0, \forall k \in \{1,...,N\}$.

As mentioned, movement of the light source on a gimbal or change of UAV heading in case of a firm attachment of the light source is limited by motion constraints. Moreover, mainly for the Three point lighting approach, smooth changes of direction of the light source carried by the followers are required. We have to solve this problem in each control step under the MPC framework for each follower $j$ and therefore we formulate it as an optimization problem with vector $\Omega_j = [\omega_j(k)] \in \mathbb{R}^{5}$, where $k \in \{1,...,N\}$. The cost function that is minimized in the optimization is defined as

$$J_{j,2}(\Omega_j) = \nu \sum_{k=1}^{N} \sum_{i=1}^{N} d_i f_{\text{trans}}(\varphi_{j,i}(k)) + \xi \sum_{k=1}^{N} \sum_{i=1}^{N} d_i f_{\text{light}}(\varphi_{j,i}(k))^2,$$

where $\varphi_{j,i}(k)$ is desired heading of the light source at the $k$-th transition point obtained from the given position of the object of interest and the position of the $j$-th follower at the $k$-th transition point of the plan $\Omega_j$, which is obtained as a solution of the first optimization problem. In comparison with the cost function used for the MPC control of the camera heading in eq. (2), here the desired orientation of the light is not given by the experts directly, but it is computed based on results of subsequently realized MPC steps for the leader and the followers composed into a compact formation via the rules of the Three point lighting and Strong side-lightening techniques. Nevertheless, the motivation of both parts of the cost function, meaning of the constants $\nu$ and $\xi$, and also the employed inequality constraints are the same as for control of the camera direction.

### IV. Experimental verification and system deployment

The designed formation flying and stabilization system has been developed and verified in two robotic simulators, and the principles of lightening by a pair of UAVs were employed in two historical buildings including two large churches with a cooperation of historians, restorers, and filmmakers. The output of the system deployment was a set of images used by restorers for a plan of restoration works and two professionally edited documents broad-coasted by the main Czech TV and several other news providers (see the list at http://mrs.felk.cvut.cz/projects/cesnet). The parameters have been used as $n = 1$, $N = 8$, $\Delta t = 0.5$, $\alpha = 1.5$, $\beta_1 = 0.2$, $\beta_2 = 0.2$, $\beta_3 = 0.2$, $\gamma = 0.2$, $\delta = 0.01$, $\epsilon = 0.1$, $\zeta = 0.1$, $\eta_1 = 1$, $\chi_1 = 1.5$, $\chi_2 = 0.5$, $\chi_3 = 0.5$, $\chi_4 = 0.1$, $\kappa = 0.1$, $\lambda = 0.1$, $\mu = 0.1$, $\nu = 0.1$, and $\xi = 1$ in all experiments.

The first simulator, V-Rep, was used for simulation of both lightening techniques implemented by the UAV formation since it provides a useful tool for visualization of shadows on 3D objects caused by onboard lights (see Fig. 5 for an example of the formation flying around a 3D statue). The second simulator, Gazebo, enables a very realistic verification of the formation stabilization and control approach. In this simulator, we have implemented a plugin that emulates a firmware of the Pixhawk low-level stabilization, which is used in our platform being primarily designed for the MBZIRC competition in Abu Dhabi (http://mrs.felk.cvut.cz/projects/mbizirc) together with Vijay Kumar Lab, University of Pennsylvania, http://kumarrobotics.org/ (for the HW system see [26]).

The simulator Gazebo enables to test the method even in more challenging conditions than are in historical buildings. For example in Fig. 2, a scenario inspired by an indoor space of Saint Nicholas Church in Prague was built to evaluate the system prior its using there. The testing scene includes six objects of interests and fourteen obstacles (including walls), which is much more complicated work-space in comparison with the tasks solved in the Saint Nicholas Church. The scenario in Fig. 2 with snapshots from one of the simulations in Fig. 4 verifies smooth transition between several consequent objects of interest (e.g. Fig. 4 (a-c)), the obstacle avoidance function (Fig. 4 (d-f)) and avoidance of collisions with other robots in the formation (Fig. 4 (g-h)). For the obstacle avoidance verification, the initial path was designed purposely infeasible for the formation by adding additional obstacles too close to the path and a failure of one of the follower was simulated (the follower with fill light, the robot on the right side of the formation, was suddenly stopped and the other UAVs were forced to avoid it).

The real deployment of the system in the Saint Nicholas Church located on the Old Town Square in Prague http://www.svnikulcas.cz/en/ is shown in Fig. 6 and in document at https://youtu.be/qjNuPnLcFTg. The picture show formation stabilization aimed to film the statue of Jesus Christ and the pulpit providing illumination by the Three point lighting technique. The second deployment of the proposed UAV formation lightening approach in the Virgin Mary Church in Sternberk, Moravia, is presented in Fig. 1 and in video at https://youtu.be/sTuUtwPFL_mk.

### V. Conclusion

In this paper, a system designed for visual documentation and inspection of interiors of historical buildings by a formation of cooperating UAVs was described. The proposed solution of this application arises from our long-term basic research work in the field of UAV formation flying and it is mature enough to provide a solution that is already in use by historians and restorers to complement their work.
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in inaccessible places of large churches. From this point of view, the basic functionalities of the system achieved TRL 8 (the system has been tested and launched in real operations), while the full-scale system operability is currently in TRL 7-8 levels. The complete technology including obstacle avoidance and failure recovery has been developed and demonstrated in realistic robotic simulations.
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Fig. 4. Snapshots of the formation during the transition to another object of interest (a-c), during the transition to another object of interest and concurrent avoiding the obstacle (d-f), and during avoiding the broken follower carrying the fill light (g-h). The three UAVs are flying in a formation to realize a film crew consisting of a cameraman (the robot denoted by the green circle) and two illuminators (the robots with pyramids representing the lights) realizing the Three point lighting approach in an environment inspired by the interior of the Saint Nicholas church.

Fig. 5. Simulation of the Three point lighting technique in V-Rep.

Fig. 6. A hovering formation performing part of the Three point lighting technique in the Saint Nicholas church.

Autonomous Reflectance Transformation Imaging by a Team of Unmanned Aerial Vehicles

This section presents the last core publication of this compiled Ph.D. thesis called *Autonomous Reflectance Transformation Imaging by a Team of Unmanned Aerial Vehicles* [4c], published in Q1 journal IEEE Robotics and Automation Letters in 2020. This publication presents a novel approach proposed for the realization of a Reflectance Transformation Imaging technique (RTI) by a team of UAVs.


The introductory section of the paper explains our motivation for developing an autonomous system enabling the RTI. The main advantage of the proposed solution compared to already existing methods is the ability to perform the RTI scanning procedure in places that are difficult or impossible to access for humans. This section also lists related works focusing on scanning the interiors of buildings, which is one of the target applications of this fundamental research.

The main contribution of this core publication is explained in the section distant autonomous RTI method. This section contains three approaches to the generation of sequences of RTI positions and an MPC-based framework able to perform collision-free flight between generated positions and heading control of the light. These three various approaches to the generation of sequences of RTI positions are compared regarding time requirements and the length of the resulting path in the experimental results section of the paper. However, only one of the proposed methods was approved by representatives of the heritage institute for deployment in historical objects. This solution includes a novel approach to the generation of human-predictable trajectories for simple monitoring of correct behavior of particular UAVs by safety pilots, while also preserving an effort to generate short trajectories. This property significantly increases the safeness of the entire solution, which is highly important to UAV deployment in historical buildings due to the costs of scanned artifacts. The functionality of the complete proposed system had been verified through several experiments in the realistic Gazebo robotic simulator and within real-world experiments deploying two autonomous UAVs in the interior of the Church of St. Mary Magdalene in Chlumín, CZE.

The manuscript summarizes the fundamental research done by V. Kratky (the main author) for his diploma thesis, which was supervised by the author of this Ph.D. thesis who also significantly contributed to the initial design of the presented approach.
Autonomous Reflectance Transformation Imaging by a Team of Unmanned Aerial Vehicles

Vít Krátký, Pavel Petráček, Vojtěch Spurný, and Martin Saska

Abstract—A Reflectance Transformation Imaging technique (RTI) realized by multi-rotor Unmanned Aerial Vehicles (UAVs) with a focus on deployment in difficult to access buildings is presented in this paper. RTI is a computational photographic method that captures a surface shape and color of a subject and enables its interactive re-lighting from any direction in a software viewer, revealing details that are not visible with the naked eye. The input of RTI is a set of images captured by a static camera, each one under illumination from a different known direction. We present an innovative approach applying two multi-rotor UAVs to perform this scanning procedure in locations that are hardly accessible or even inaccessible for people. The proposed system is designed for its safe deployment within real-world scenarios in historical buildings with priceless historical value.

Index Terms—Aerial Systems: Applications, Cooperating Robots, Multi-Robot Systems

I. INTRODUCTION

Reflectance Transformation Imaging (RTI) is an image-based rendering method widely used by experts in the field of archaeology, restoration and historical science [1]–[7]. Based on the set of images with varying known lighting, a representation of an image is produced by RTI, that enables to view a captured object lit from an arbitrary direction and therefore to easily inspect the three-dimensional character of the object without the need to capture thousands of photographs with lighting from all possible directions.

The most traditional approaches for gathering the desired set of images are an RTI dome (see Fig. 1a) and the Highlight RTI method [8]. The RTI dome includes tens of light-emitting diodes (LEDs) placed on the inner surface of a hemisphere and a camera placed on its top. During the image capturing phase, the RTI dome is placed above the scanned object, and the LEDs are sequentially lit up while the camera is capturing images. Each image is then labelled with the corresponding lighting vector computed from the known position of particular LEDs.

Using the Highlight RTI method (H-RTI), a source of light is manually placed at unknown positions in a constant distance from the scanned object, while a camera mounted on the tripod is capturing images. Respective lighting vectors are then computed from the reflection detected on the high reflective object (metal ball) placed next to the scanned artifact. An example of a setup for the H-RTI method is illustrated in Fig. 1b.

The drawback of both methods is that the scanned object has to be directly accessible to humans, which is difficult to achieve in large historical and sacred buildings. Thus it significantly limits the usage of this very powerful technique. We propose to solve this problem by applying two cooperating multi-rotor UAVs equipped with a camera and light source. The UAV team is able to gather the set of images with corresponding lighting vectors of objects located at places hardly accessible or even inaccessible for people, and much faster than using the H-RTI approach. During the scanning process, the UAV carrying a camera is hovering steadily in the air, while the UAV equipped with a light source is flying around to provide the lighting from different directions.

Although the scanning process could be performed manually, regardless of the experience of operators, the manual navigation of UAVs to desired positions is typically less precise than in the case of autonomous control. Moreover, the desired scanning locations are assumed to be located high above the ground and hence far from the operators, which increases the difficulty and danger of manual control of two UAVs flying close to each other. Therefore, the proposed method relies on using two fully autonomous and self-localized UAVs. Although we present the system as autonomous, each UAV is supposed to be monitored by an operator, who is prepared to take over the control in case of an unexpected behavior. This requirement is given by the aviation authority for flying outdoors (e.g., for scanning statues, mosaics and plasters on the exteriors of churches and castles - see video https://youtu.be/ITRaBfjGOQ4) and by the
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heritage institute for flying indoors (see Fig. 2) and videos from Saint Nicholas Church at Old Town Square in Prague (https://youtu.be/g1NuPhLCFTg), Grotto Gorzanow, Poland (https://youtu.be/6mRYxciDLCM), and St. Anne’s and St. Jacob’s Church in Stará Voda (https://youtu.be/lyC1Wfhl), where autonomous UAVs have been applied.

The presented application is specific due to cooperation with experts from the Czech National Heritage Institute (https://www.npu.cz/en), who have introduced requirements and constraints, which are untraditional from the robotic point of view. Therefore, two different approaches to the generation of lighting positions and determination of an ideal sequence of these positions to achieve sufficiently good coverage of lighting for the RTI technique are presented in this paper. One of them is based on the method using Fibonacci lattice [9] for achieving approximately equal distribution of points on the sphere, and it applies the approaches for the solution of the Traveling Salesman Problem (TSP) to find a path connecting these positions. The second proposed approach is aimed to find a compromise among the optimality, robotic constraints, and requirements of the aviation authorities and the heritage institute that require paths producing predictable and easy to follow movement of UAVs, which is optimal regarding the UAV deployment in historical buildings.

The output of the system is the requested representation of the image computed from the set of images taken with the autonomous systems developed for this purpose. Works related to scanning systems aims to exploit autonomous systems. In [14], an unmanned ground vehicle (UGV) equipped with a laser scanner capable of autonomous planning of scanning locations and moving through a large scale outdoor environment is introduced. In [15], authors exploit advantage of UAV systems to operate in larger space by applying them to autonomous inspection of industrial chimneys. Regarding the documentation of particular artifacts in interiors of historical buildings, the only work we have found is [16], where technology assisting an operator of a single UAV explicitly developed for this application is described.

Regarding the multi-robot systems works presenting systems deploying UGVs or UAVs for the documentation or mapping of buildings, the robotic groups are focused on reducing the overall mission time or on expanding the scanned area [17], [18], but the direct cooperation of robots is not exploited. The cooperative lighting by a UAV team introduced in [10], and extended for use of the RTI technique in this paper, is unique in comparison to all the aforementioned works since it employs a team of cooperating UAVs in tasks that cannot be solved by a single UAV only in principle. The proposed method in [10] is exceptional in its approach to actively influence its surrounding environment in order to increase quality and variety of gathered digital material.

In this work, we introduce the first system for autonomous realization of the RTI technique independent on the location of scanned objects, which takes the advantage of our previous works on formation control [10], [19]–[21].

II. PROBLEM DESCRIPTION

The problem of autonomous realization of Reflectance Transformation Imaging technique consists of 1) determining a set of desired positions of a light source, 2) finding a feasible trajectory so that a UAV can provide illumination from these positions, 3) precise mutual localization of UAVs, and 4) processing the captured images for computation of the desired representation of an image. The team of UAVs consists of one UAV equipped with a high-resolution camera and one UAV carrying a light source. Both UAVs are assumed to be capable of steady hovering in the air and controlling the orientation of the camera and the light independently of their motion.

We suppose that the UAVs operate in a known environment represented by a map, obtained from a three-dimensional terrestrial laser scanner, providing an incomplete map with missing data in occluded out-of-view locations. Such map is sufficient for localization, however does not provide sufficiently precise and complete models of particular artifacts. Requirements on the scanning process of an object are given by specification of the RTI technique [23] and a position of the object selected for scanning is known prior the mission. Both UAVs are able to accurately follow the trajectory given by the sequence of configurations in an available map of the environment [24].

The output of the system is the requested representation of the image computed from the set of images taken with the
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A. Reflectance Transformation Imaging

Reflectance Transformation Imaging (RTI) is an image-based rendering method used for obtaining a representation of an image that enables it to be displayed under arbitrary lighting conditions. One type of such representation is the Polynomial Texture Map (PTM), which was proposed by T. Malzbender [23]. In contrast to the common representation of an image, where each pixel has assigned three static values for red, green, and blue color (RGB), the simplified version of PTM represents the intensity of each color channel
\[ I_{c,x,y} = f(l_{c,x,y}), \]
where \( l_{c,x,y} \) is a vector of lighting elements and \( f(\cdot) \) is a second-order bi-quadratic polynomial function with varying coefficients \( \alpha \) for particular pixels \( (x,y) \). Thus, the intensity \( I_{c,x,y} \) of each color can be interpreted as
\[ I_{c,x,y} = \alpha_{1,c} l_{3}^3 + \alpha_{2,c} l_{3}^2 + \alpha_{3,c} l_{3} + \alpha_{4,c}, \quad c \in \{\text{red}, \text{green}, \text{blue}\}. \]

B. Determination of the optimal sequence

An optimal closed path connecting all the desired RTI lighting positions is a crucial concept for good performance of the introduced documentation method. Since we aim at deploying the system mostly in indoor environments, we rely on the approach presented in [25], which is capable of working in environments without a sufficient signal from Global Navigation Satellite Systems (GNSS). The method requires UAVs to be equipped with one 360° laser scanner (such as a lightweight RP-Lidar), and two distance sensors (e.g., Garmin LIDAR-Lite v3) oriented downwards and upwards with respect to the frame of UAV. A combination of Iterative Closest Point (ICP) and particle filter algorithm is applied to find the position and orientation of the UAV relative to a three-dimensional point cloud of the environment obtained from a terrestrial laser scanner.

IV. DISTANT AUTONOMOUS RTI METHOD

Methods designed for the realization of the RTI scanning technique by a team of UAVs, which are described in the following sections, are highly influenced by the requirements of experts from the field of restoration and historical science, where key factors are safety and deployability independently to an external infrastructure.
Lin-Kernighan heuristic [27] (LKH solver), which belongs to the most efficient approximate algorithms for solution of TSP. An example of path produced with the described approach (further referenced as Fib-LKH) is presented in Fig. 7c.

C. Safety pilot predictable approach (SPPA)

In this section, we present an alternative approach to the obtaining of scanning plan that aims at the generation of lighting positions close to uniform distribution and finding a short path connecting these positions while complying to requirements on human predictability of the resulting trajectory. Thus this method decreases the time needed for recognition of the faulty behavior by a safety pilot, who monitors the UAV during the scanning process. This approach is motivated by a technique used by restorers during the manual acquisition of images for RTI method in [28].

The proposed method for obtaining the set of desired lighting positions uses as inputs the border lighting angles \( \lambda_{\text{min}} \), \( \delta \) in \( \{h,v\} \), \( m \) in \( \{\text{min}, \text{max}\} \), the position of scanned object \( P_{\text{Obj}} \in \mathbb{R}^3 \), the orientation of camera defined with yaw and pitch angle \((\psi_{\text{cam}}, \zeta_{\text{cam}})\), the desired distance between the light and scanned object \( d_l \), and the desired number of samples of the lighting angles \( v \) in vertical direction for which holds \( v_i \geq 2 \). In the first step of the method, a set of samples of vertical lighting angles \( \Lambda_v \) from interval \( (\lambda_{v,\text{max}}; \lambda_{v,\text{min}}) \) is obtained so that they are equally distributed over this interval, \( |\Lambda_v| = v_{\min} |\Lambda_v| = \lambda_{v,\text{min}} \) and \( \max(\Lambda_v) = \lambda_{v,\text{max}} \). Subsequently one spline on which possible positions of the light lie is constructed for each sample \( \lambda_v \) from \( \Lambda_v \). These splines are parts of a circle and with given \( P_{\text{Obj}} = [x_{\text{Obj}}, y_{\text{Obj}}, z_{\text{Obj}}]^T \) defined as

\[
x_\ast = x_{\text{Obj}} - d_l \cos(\lambda_v + \zeta_{\text{cam}}) \cos(\lambda_h + \psi_{\text{cam}}) \\
y_\ast = y_{\text{Obj}} - d_l \cos(\lambda_v + \zeta_{\text{cam}}) \sin(\lambda_h + \psi_{\text{cam}}) \\
z_\ast = z_{\text{Obj}} - d_l \tan(\lambda_h + \zeta_{\text{cam}}) \\
\]

The splines defined by equation (4) are graphically illustrated in Fig. 3a. The desired distance between the lighting positions on one spline \( s_d \) is determined by the equation

\[
s_d = \frac{d_l (\lambda_{h,\text{max}} - \lambda_{h,\text{min}})}{v_s} \\
\]

which corresponds to the shortest distance between two neighboring splines traveled on the surface of the spherical cap. The number of lighting positions on each spline is defined as

\[
n_s(\lambda_i) = 1 + \frac{d_l \cos(\lambda_i) (\lambda_{h,\text{max}} - \lambda_{h,\text{min}})}{s_d} \\
\]

The set of sample positions \( \lambda_i \) on spline corresponding to angle \( \lambda_i \) is obtained as

\[
\Lambda_h(\lambda_i) = \left\{ \lambda_{h,\text{min}} + \frac{\lambda_{h,\text{max}} - \lambda_{h,\text{min}}}{2} \right\} \\
\]

if \( n_s(\lambda_i) = 1 \) and

\[
\Lambda_h(\lambda_i) = \left\{ \lambda_{h,\text{min}} + k \lambda_{h,\text{max}} - \lambda_{h,\text{min}} \right\} \\
k \in \{0, 1, \ldots, n_s - 1\} \\
\]

if \( n_s(\lambda_i) \geq 2 \). The complete set of the desired lighting positions \( \Lambda_v \) generated with the SPPA is defined as

\[
\Lambda_v = \{\lambda_i(\lambda_v) | \lambda_v \in \Lambda_v \cup P_l \} \\
\]

As the first step of the SPPA, the current position of the UAV carrying the light is added at the beginning of the ideal sequence of the RTI positions \( S_p \). Then the closest pair of the RTI positions \( P_r, P_s \in \mathbb{R}^3 \) on the vertical boundaries needs to be found to select the higher one as the start point and the lower one as the end point among RTI positions. For \( P_r, P_s \) holds

\[
P_r, P_s = \arg \min_{P_{i,j}, P_{j,i}} \text{dist}(P_{i,j}, P_i) + \text{dist}(P_j, P_i), \\
\text{s.t.} \quad \{j, l\} \in \{(1, 1), (|\lambda_{h,i}|, |\lambda_{h,j}|)\}, \\
\]

where \( P_{i,j} \) stands for the RTI position in the \( j \)-th row and \( i \)-th column, function \( \text{dist}(\cdot) \) returns the Euclidean distance between two positions given as arguments, and \( \lambda_{h,i} \) stands for the set of RTI positions in the \( i \)-th row. The position \( P_i \) is then added to the sequence of positions \( S_p \). After that, all positions on the vertical boundary on the way up to the highest row are added to \( S_p \). By these three steps, one of the corner positions in the highest row is reached. In the following stages, the procedure depends on the number of rows.

In the case of an even number of horizontal rows, the RTI positions are added line by line with switching the left-right and the right-left direction, and omitting the points that lie on the same vertical boundary as \( P_r \). After reaching the last admissible position in the most bottom row, the remaining points are added from the bottom row up to and including the \( P_r \) into \( S_p \). Finally, the \( P_i \) is added at the end of the \( S_p \) to ensure the return to the initial position. The graphical illustration of this process is shown in Figs 4a, 4b and 4c.

The solution for an odd number of horizontal lines is derived from the solution for even number of rows with several modifications. Firstly, the pair of consequent horizontal lines (indicated by pair of indices \( (h_{\text{odd}}, h_{\text{even}}) \)) with minimum number of RTI positions is determined. Then, the solution for an odd number of rows is the same as in the case of
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Fig. 4: Illustration of the procedure of determining the safety pilot predictable sequence of RTI positions for even number of horizontal rows. The green dot marks the initial state $P_1$, the blue dots stand for the unvisited RTI positions, and the red dots for already visited RTI positions. The arrows show the transitions between particular RTI positions, where the red arrows stand for the transitions added during the last step.

even number of rows until the procedure reaches the pair $(h_{a.1}, h_{a.2})$. The particular RTI positions within this pair of rows are traversed either in an up-side-down-side manner (see Fig. 7a for example), or by following the positions in row $h_{a.1}$ to the opposite side, then flying back to the starting side of row $h_{a.2}$ and again following this row to the opposite side. From there, the situation and also the solution is again the same as in the case of an even number of rows.

D. Trajectory Generation and Tracking

The desired trajectory for the RTI ($\Omega$) is generated by the sampling of direct straight paths between consequent RTI positions with the sampling distance $d_{RTI}$ (computed based on the desired velocity), without considering any obstacles. To achieve precise lighting conditions, the UAV carrying the light is supposed to hover at the desired position while taking a photo. This requirement is introduced into the presented system by multiple recurrences of the desired RTI position as the transition point of $\Omega$ after each fly-over to the next RTI position. The number of these repetitions is proportional to the time required for the stabilization.

To achieve a reliable following of the desired trajectory $\Omega$ in an environment with obstacles and in the presence of disturbances, which cannot be omitted in real systems, the trajectory tracking during the RTI planning is defined as an optimization task within the MPC framework in the proposed system. Thanks to the independence of the position and orientation control in case of multi-rotor UAVs, the optimization loop can be divided into two separate tasks.

The position control is defined as a nonlinear constrained optimization task over a sequence of control inputs $u_p(t)$ starting at time $t$ with an objective function $J_p$, and set of nonlinear constraints $g_p(\cdot)$ on the horizon of length $N$ as

$$u_p(t)^* = \arg \min_{u_p(t)} J_p(u_p(t)), \quad s.t. \quad g_p(u_p(t)), \quad O(t) \leq 0,$$

where $O(t)$ is the set of all obstacles present at time $t$ in the environment, including the UAV carrying the camera.

The objective function $J_p(\cdot)$ is defined as the weighted sum

$$J_p = \alpha J_{pos} + \beta J_{v} + \gamma J_{obs} + \delta J_{rti},$$

where $J_{pos}$ stands for the part penalizing the deviations from the desired trajectory, $J_{v}$ is the part penalizing the changes in sequence of control inputs, and $J_{obs}$ responds for the penalization of trajectories in the proximity of obstacles. The value of $J_p$ is increased by adding $J_{rti}$ for trajectories that lead to occlusions caused by the UAV carrying light or lead to shades in the image caused by the lighting from behind the UAV carrying the camera. Coefficients $\alpha, \beta, \gamma$, and $\delta$ are weights used for the scaling of particular parts of the objective function.

The function $J_{rti}$, which was proposed specifically for this application, is defined as

$$J_{rti} = \sum_{k=1}^{N} \left( \min \left\{ 0, \frac{d_{FV_{a}}(k) - r_{d,FV_{a}}}{d_{FV_{a}}(k) - r_{a,FV_{a}}} \right\} \right)^2,$$

where $r_{d,FV_{a}}$ and $r_{a,FV_{a}}$ are detection and avoidance radii with respect to camera Field of View (FoV), and $d_{FV_{a}}(\cdot)$ stands for the distance from the nearest border of the FoV. This distance can be computed according to equations

$$d_{x,y}(k) = \sqrt{(x(k) - x_0(k))^2 + (y(k) - y_0(k))^2},$$

$$\beta_{diff,h}(k) = \min(\alpha_{diff,h}(k), \pi - \alpha_{diff,h}(k)),$$

$$\beta_{diff,v}(k) = \min(\alpha_{diff,v}(k), \pi - \alpha_{diff,v}(k)),$$

$$d_{FV_{a},x_{0}}(k) = d_{x,y}(k) \sin(\beta_{diff,h}(k) - \frac{A_{FoV}}{2}),$$

$$d_{FV_{a},y_{0}}(k) = \sin(\beta_{diff,h}(k) - \frac{A_{FoV}}{2}),$$

where $P_1(k) = [x_k, y_k, z_k]^T$ and $P_2(k) = [x_k, y_k, z_k]^T$ is the position of UAV carrying light and UAV carrying camera at the time corresponding to $k$-th transition point. $A_{FoV}$ and $A_{FV_{a}}$ are horizontal and vertical angles of the camera FoV, $d_{FV_{a},x_{0}}(k)$ is the distance to the nearest vertical border of FoV, $d_{FV_{a},y_{0}}(k)$ is the distance to the nearest horizontal border of FoV, and $r_{a}$ marks the radius of the UAV. $\alpha_{diff,h}(k)$ and $\alpha_{diff,v}(k)$ stand for the angle between the nearest vertical resp. horizontal FoV border and the line between UAV carrying camera and UAV providing light. $\beta_{diff,h}(k)$ and $\beta_{diff,v}(k)$ are equivalent to $\alpha_{diff,h}(k)$ and $\alpha_{diff,v}(k)$, but besides the FoV of the camera, they include also the FoV of the virtual camera pointed in the exact opposite direction than the real camera. With this alteration, the $J_{rti}$ penalizes not only the occlusion caused by the UAV carrying the light but also the shadows visible in the FoV caused by the lighting from behind the UAV carrying the camera, which is important for the RTI image processing. The graphical illustration of symbols used in equation (14) is shown in Fig. 5.

The set of nonlinear constraints $g_p(\cdot) \leq 0$ can be broken down into the following constraints

$$g_{obs}(\mathcal{P}(k), O(t))) \leq 0, \quad \forall k \in \{1, ..., N\},$$

$$g_{obs}(\mathcal{P}(k), O(t))) \leq 0, \quad \forall k \in \{1, ..., N\},$$

where $\psi(\cdot)$ stands for the configuration of the UAV carrying camera, $g_{rti}(\cdot)$ includes the limitations on control inputs, $g_{obs}(\cdot)$ defines the infeasibility of trajectories colliding with obstacles, and $g_{rti}(\cdot)$ complements the objective function $J_{rti}$.
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The objective function $J_o(\cdot)$ consists of two parts

$$J_o = \kappa J_{\text{ori}} + \zeta J_{\text{ori}},$$

where $J_{\text{ori}}$ is the part penalizing the deviation from the desired orientation of light, $J_{\text{ori}}$ stands for the part penalizing the fast changes in consequent control inputs $u_k(\cdot)$, and $\zeta$ and $\kappa$ are weights used for scaling of parts of the objective function $J_o(\cdot)$. The set of nonlinear constraints $g_o(\cdot) \leq 0$, $\forall k \in \{1, \ldots, N\}$ can be split into the following constraints

$$g_o(u_k(\cdot)) \leq 0, \forall k \in \{1, \ldots, N\},$$

$$g_o(O_k(\cdot)) \leq 0, \forall k \in \{1, \ldots, N\},$$

where $O_k(\cdot)$ is the orientation of the light carried by the UAV, $g_o(\cdot)$ stands for the constraints introducing the limits on control inputs, and $g_o(\cdot)$ introduces the limitations on angles that define the orientation of the light.

V. EXPERIMENTAL RESULTS

A. Performance of generation of lighting positions sequence

The purpose of this section is to qualitatively and quantitatively compare algorithm SPPA, FIB-LKH and their combination which applies SPPA part for the generation of the desired lighting positions and LKH solver for finding a path connecting these positions (further referenced as LKH). The test was performed on the testing case of 10000 samples, each with randomly chosen parameters $\lambda_{\min}, \lambda_{\max}, \lambda_{\min}, \lambda_{\max}, d_{uv}, v_o$, and initial position of the UAV carrying the light $P_i$.

The quality of solutions was compared regarding time requirements and the length of the resulting path. Concerning the CPU time, the SPPA is faster than the others. However, since the total CPU time needed by any method does not exceed 0.5 s for all considered problems (computed on the single-core CPU Intel CORE i7 8250), this aspect is not important for our application. More significant parameter is the length of the paths produced by particular methods. Considering this criterion as the comparison value, SPPA is better or equals to LKH solution in 9% of test samples and is not longer by more than 50% in 98% of test samples. Paths generated by FIB-LKH approach are mostly the shortest among all methods. However, they do not fully exploit the borders of the defined scanning area (see Fig. 7c). More detailed results of the quantitative comparison are shown in Fig. 6. Examples of generated sequences by particular methods used for qualitative comparison are shown in Fig. 7.

B. Verification of the overall RTI approach

The deployability of the SPPA method for the realization of RTI scanning, which was chosen together with experts from the Czech National Heritage Institute, who are potential end users of the proposed system, as the best variant for its real deployment, was verified through several experiments in the realistic robotic simulator Gazebo and within real-world experiments deploying two autonomous UAVs in the interior of the Church of St. Mary Magdalene in Chlumín. The presented simulation in which the RTI scanning procedure is performed on the statue situated above the altar leads to the generation of 56 RTI positions and the resulting trajectory of the overall length 110.55 m. The set of generated points together with the trajectory flown by the UAV carrying the light are shown in Figure 8. In compliance with the theory presented in section IV, the UAV carrying light stops at each reachable RTI position and waits until an image is taken by the UAV carrying the camera. In this way, the system collects 56 images of the scanned object under various lighting conditions. The images are then registered to each other to compensate for the motion of UAV carrying a camera during the scanning process. Based on the registered images and the file containing the information about corresponding lighting directions, the PTM representation of the image is computed with the use of program PTM Fitter.
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The generated RTI positions and the trajectory flown by the UAV carrying the light during the RTI scanning procedure. The blue dots mark particular RTI positions, the red dot marks the position of the scanned object, and the blue line shows the trajectory.

The main advantage of obtaining the PTM from the set of images is that the image can be displayed under arbitrary lighting conditions. Since this result can be hardly presented within the printed work, the resulting PTM representation of the scanned object, obtained from the images taken by an onboard camera, is shown in the video available at http://mrs.felk.cvut.cz/papers/rti2020ral.

The real experiment was adapted to fit into the restricted space of the church in Chlumín. To enable the comparison of results of the proposed method and H-RTI, the object of interest (part of the pulpit) was chosen in the height accessible by people and it was illuminated from the same 12 positions (see Fig. 3b) by two different approaches - with the camera carried by an autonomous UAV (see Fig. 2) and with the camera mounted on a static tripod (see Fig. 12c).

For comparison of the proposed approach and H-RTI, results of the RTI method in the form of normal maps are presented in Fig. 12. These two normal maps were obtained with lighting vectors computed by H-RTI method and with lighting vectors computed based on the pose of UAV obtained by the application-tailored localization system. Although the ground truth measurement is not available, we can, based on the known structure of the pulpit, claim that the results obtained with H-RTI method are more precise especially in the surroundings of the reflective ball.

However, the proposed method has an undeniable advantage in realization of the RTI method in hardly accessible places.
Moreover, under the condition of sufficiently precise localization, which is achieved by the applied localization system [25], the determination of lighting vectors is more precise than its detection from reflections on the ball, which cannot be placed directly in the center of a scanned object. The main drawbacks with respect to manually performed RTI lie in the inability to eliminate any camera motion. This issue is partially solved by the image registration process, however, on the high level of details, the imperfections of the alignment can cause unsharpness in images generated from the PTM representation. The camera motion, together with the high exposure time required in dark conditions, also causes the blur in images taken by the camera. However, this problem can be suppressed by the mechanical stabilization of the camera or by use of light source with higher power output, which enables the reduction of exposure time.

Fig. 12: Comparison of the normal map obtained with SPPA (12 positions) with lighting vectors computed by HRTI method (a) and with lighting vectors computed based on the pose of UAV (b) obtained by the application-tailored localization system [25]. The setup for this experiment is shown in (c).

VI. CONCLUSION

The method for the realization of Reflectance Transformation Imaging with the use of a team of autonomous cooperative UAVs is described in this paper. The method is designed for two multi-rotor UAVs equipped with a camera and light source that are capable of self-localization within a given map of an environment. Three approaches to the generation of sequences of RTI positions are presented, but only one was approved by representatives of the heritage institute for its deployment in historical objects. This solution includes self-designed methods for generation of human-predictable trajectories to enable simple monitoring of correct behavior of particular UAVs by safety pilots, while preserving an effort to generate short trajectories. The compromise between these two criteria enables the safe deployment of the system in real-world scenarios. The main advantage of the proposed solution in comparison to already existing methods is the ability to perform the RTI scanning procedure in places that are hardly accessible or even inaccessible to humans.

The proposed approach was integrated into the system for documentation of historical buildings proposed in [10] and its practical applicability was tested in numerous experiments in interiors of churches in realistic simulator Gazebo and within the real experiment in Church of St. Mary Magdalene in Chlumín. Outputs of these tests were evaluated by experts from the field of historical science, who found the results comparable with the results produced by already existing methods, which are limited to accessible locations.
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In this thesis, several aspects required for the deployment of cooperating autonomous UAVs were tackled. The emphasis of this work is on designing a new methodology for various real-world robotic scenarios. At the time of working on this thesis, the standard in the multi-robot UAV system community was to use simulated testing or short isolated experiments under laboratory conditions. These experiments would rely on motion capture systems with no external disturbances, using stable communication infrastructure without interference. Compared to these approaches, real-world deployment raised additional constraints and fundamental research challenges that were difficult to solve. In order to overcome such challenges, robotic systems tailored for these purposes should mainly rely only on data obtained from sensors onboard the robot, which made it necessary for a novel theory to be designed. A robotic system for real-world applications requires a reliable high-level planning architecture that is able to recover from robot failures or from a malfunction of its system parts. This is essential for UAV and especially for multi-UAV systems. For this, we have proposed a novel Failure recovery and Synchronization jobs Manager (FSM). Communication between robots is required to fully access the capabilities of the deployed multi-robot team. In addition to the failures of sensors and actuators, the technical requirements for working communication infrastructure are currently still a bottleneck. Therefore, we made the FSM considering different strategies based on the availability of communication infrastructure. This allows us to maximize the contribution of multi-robot system and their tight cooperation whenever it is enabled.

This thesis was mainly inspired by three real-world scenarios: autonomous delivery of objects by a team of UAVs, autonomous aerial surveys of historical building interiors, and autonomous firefighting. The delivery and firefighting scenarios were motivated by challenges in the Mohamed Bin Zayed International Robotics Challenge (MBZIRC) 2017 and 2020 competitions. The MBZIRC competition is demanding not only due to the selected tasks being on the edge of the state of the art in robotics, but also because it allows only the short preparation time of 15 min before trials. The short time for system preparation goes hand in hand with requirements of most of the robotic scenarios, especially for search & rescue missions where every second counts. The scientific foundations presented in this thesis achieved first place in the delivery challenge at MBZIRC 2017 and first place in the Grand Challenge of MBZIRC 2020, which was awarded as the total winner of the competition among the best teams worldwide. These achievements highlight the proposed methodology’s reliability and potential for fast deployment in real-world conditions.

The second part of the thesis was focused on motion planning for multiple cooperating UAVs. We proposed a novel sampling-based motion planning method designed for solving a cooperative transportation task by a UAV pair in environments with obstacles. The proposed concept aims to solve the given task by planning a path that prefers to maintain the shape of the pair in a configuration that is close to the one that is desired for carrying, as long as it is enabled by environmental constraints while allowing for temporary deviation when necessary. This methodology was again targeted for real-world deployment with onboard sensors only. Furthermore, we showed that a team of cooperating UAVs is suited for visual documentation
and inspection of the interiors of buildings. For that, we proposed a self-stabilized formation of
UAVs employed for filming and visual inspection in dark conditions, where one of the UAVs
carry a camera and the neighboring UAVs carries a light source. The proposed system
enables setting the direction of the light sources dependently on the position of the camera,
which makes it possible to fully autonomously realize lighting methods that are often used
by historians and restorers to manually inspect the interiors of historical monuments.

9.1 Future work

In my opinion, the most interesting scenario, from the considered ones in the thesis,
is autonomous aerial surveys of historical building interiors. In future work, our goal will
be to exploit different techniques used by historians and restorers that can be applied using
cooperating UAVs. For example, promising sensors seem to be multispectral cameras that
are being nowadays smaller, lighter, and more available. These cameras combined with lights
that work in different parts of the spectrum than visible ones could for example help recover
covered painting under layers of different paint.
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