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ABSTRACT 

Microalgae are an interesting biological source of high-value products. A raw 

material increasingly used in countless sectors from the food industry to energy 

production. One of the most critical factors related to microalgae growth is, together 

with light, mixing: improving the culture homogeneity allows a better distribution 

of nutrients and ensures the proper exposure of each microorganism to the light. 

This research focuses on improving microalgae growth, acting on the 

hydrodynamical conditions inside a flat panel photobioreactor (PBR) by a novel 

static mixing system capable of maximizing the exchange of light, avoiding 

sedimentation, and ensuring a perfect homogenization.  

The study has been mainly conducted by CFD analysis.  The analysis of the flow has 

been useful from the design phase to the study of the real effectiveness of this 

system.  

For the study of the flow with CFD analysis, it was created a “virtual” model of the 

flat panel PBR, and volume rendering, streamlines, and vector plots have been used 

to visualize the movement inside the flat panel and vortex core region to visualize 

regions of high energy concentration as vorticity and swirl strength. 

The effects of the designed mixing system have been compared with the standard 

empty chamber also through injection of a tracer. The tracer mass fraction was 

monitored by defined control points into the chamber, detecting the residence time 

and the homogenization time. 
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INTRODUCTION 

Microalgae are unicellular microscopic organisms that represent a fascinating 

source of high-value biological compounds such as polysaccharides, 

proteins/enzymes, fatty acids, sterols, pigments, vitamins, alkaloids, amino acids, 

antioxidants, and toxins [1]. 

These bioactive compounds have positive and essential properties for most living 

beings. This translates into several applications in numerous industrial sectors from 

pharmaceutical, cosmetic to food and chemical industries. Microalgae are also 

considered a third-generation energy source, and they can be used to purify 

wastewater [2].  

Microalgae are, therefore, an interesting starting point for obtaining these natural 

compounds. However, real-world applications are still expensive, but they can be 

improved by modifying the production and extraction process [2]. The process of 

microalgae production is affected by several operating parameters, such as the 

proper temperature of the culture medium, nutrients utilization or incident light 

radiation. All these parameters are influenced by the mixing conditions of the 

culture. Mixing can provide appropriate conditions for uniform distribution of 

nutrients, avoid temperature gradients, and intensify the utilization of incident 

light. Moreover, mixing can eliminate the sedimentation of produced microalgae 

cells. These properties are significant for large scale cultivation systems. Therefore, 

the study of hydrodynamic conditions is important during the scaling-up of 

cultivation systems. 

This thesis aims to analyze the hydrodynamic conditions within a flat panel 

Photobioreactor (PBR), one of the best microalgae cultivation systems (on a small 

to medium scale) to produce microalgae biomass. 

To intensify the mixing conditions and homogenize the culture medium flow, the 

aim is to design an inclined perforated plate (IPP) system. This mixing system 
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should reduce mounting space/occupied surface to maximize light transmission, 

and low production cost, thanks to its simple geometry. The IPP system should allow 

a non-aggressive mixing, which guarantees less energy dissipation and does not 

damage the microalgae cells. Lastly, the arrangement of the plates should be able to 

avoid sedimentation during the entire operations, significantly reducing 

maintenance time. 

A stable mathematical model can be a proper tool to evaluate the efficiency of the 

given mixer geometry. This model can be used as a quantitative representation of a 

natural phenomenon, its purpose is to represent the phenomenon, in as much detail 

as possible.  

CFD analysis can be useful to understand which parameters are more critical to 

optimize the geometry of the static mixer, during the design phase, before building 

the prototypes, saving time and money. This work aims to optimize thy 

hydrodynamic conditions by installing an internal element that can intensify the 

mixing and provide a homogenous flow of culture medium. The proper design of the 

internal element was selected based on the CFD simulation, and thanks the directly 

comparison with the hydrodynamics in a standard empty flat panel photobioreactor 

chamber.
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MICROALGAE 

Microalgae, also known as phytoplankton, are single-celled microscopic organisms 

that live singly or in colonies, in fresh and salt water where they are the most 

important components in the food chains in these aquatic ecosystems [1]. They are 

organisms with extraordinary adaptability. They can survive in an environmental 

context different from the original one. The biodiversity of microalgae is enormous. 

The existing species are approximately between 200,000 and 800,000 [3]. 

Microalgae biomass is a rich source of biologically active compounds, such as 

polysaccharides, proteins/enzymes, fatty acids, sterols, pigments, vitamins, 

alkaloids, amino acids, antioxidants, and toxins [4].  

In Fig. 1 are represented and here briefly explained, six of the most famous 

microalgae on the market (from left) [5]: 

Spirulina is the best-known algae as food and feeds supplement, and it has been 

the most cultivated algae since the 1970s. There are large farms in the China, USA, 

India, and other countries, and many small village scales in Europe, Africa, and Asia 

[6]. 

 

Figure 1 - Microscopic portraits of six commercial microalgae [7]. 
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In 1970, Chlorella was the first microalgae to be commercially cultivated and sold 

as a food supplement.  

Dunaliella succeeds in water even saltier than the ocean. Too salty to be eaten as 

a whole food, its beta carotene is extracted as an oil or powder and sold as a food 

supplement, antioxidant, and pigment for aquaculture feeds [7]. 

Hematococcus is grown in outdoor ponds and closed systems for carotenoid 

pigment, extracted as a fish feed supplement to colour salmon flesh and as a human 

anti-oxidant food supplement. 

Botryococcus braunii and Nannochloropsis are both used for biofuel and 

nutritional omega-3 oil production.  

Around the world, microalgae are currently used in the pharmaceutical, 

nutraceutical, cosmetic and food industries as natural medicines, food additives and 

UV protective agents [1], as shown in Fig. 2. 

 

Figure 2 - Applications of microalgae divided by sector [8]. 

Microalgae are cultivated in all-scale systems, each producing a few tens to several 

hundred tons of biomass annually. The total global production of commercial 

microalgal biomass is estimated to be around 10000 tons per year. Almost all 

commercial production is carried out with open ponds [9]. 

Microalgae are, therefore, an interesting starting point for obtaining these natural 

compounds. A future aim is to optimize algal biomass cultivation techniques and 

encourage research in this field to increase biofuels, hydrogen, and methane 

production with a sustainable approach. For the harvesting of microalgae, 

considered a third-generation energy resource, there is also a tendency to use them 
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to purify wastewater [10]. Many microalgae species can effectively grow in waste-

water conditions through their ability to utilize abundant nitrogen and phosphorus 

present in the wastewater of agricultural or civil origin.  

1.1 High-value products 

Most microalgae species have a protein content greater than 50% of their dry weight, 

and some of these proteins, in addition to having lipid-lowering and hypoglycemic 

properties, can reduce cholesterol and triglyceride levels,  so they are typically used 

for the production of food against obesity [11]. There are species of microalgae 

capable of producing so-called antifreeze proteins (AFPs). AFP extracts from algae 

can be used for cryopreservation and storage of frozen foods [12]. 

Microalgae also produce high amounts of lipids, including ω-3 and ω-6 fatty acids. 

Among the ω-6 fatty acids, we have gamma-linolenic acid (GLA), important for 

therapeutic applications and for the formulation of cosmetics. Together with linoleic 

acid, GLA is considered an essential nutrient, useful for processes related to tissue 

regeneration. Among the most important ω-3 acids we have instead 

eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA) [13]. They are 

associated with the reduction of cardiovascular problems, arthritis, and 

hypertension. DHA acid also helps in the functioning of the nervous system. 

In terms of pigments, microalgae synthesize compounds belonging to three different 

classes (chlorophylls, carotenoids, and phycobiliproteins). The primary application 

of microalgae pigments, in particular β-carotene and astaxanthin, is expressed in 

the production of food dyes [11]. 

In addition to vitamin A, microalgae are rich in vitamins C, E, K, thiamine, 

pyridoxine, riboflavin, niacin, biotin, and tocopherol [4]. These compounds 

strengthen the immune system and they are essential for various chemical reactions 

in our bodies. They also regulate the functioning of the nervous system and the 

growth of tissues and cells. Some vitamins also have an antioxidant function, and 

others cause blood clotting.  

In conclusion, these bioactive compounds have positive and essential properties for 

most living creatures. 
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1.2 Microalgal biofuels 

1.2.1 Energy crisis 

The exponential growth of the human population, rapid industrialization, and better 

living conditions have led to a constant increase in energy demands. Fossil fuels will 

no longer be accessible at low cost, and their reckless use is devastating to the 

environment through the greenhouse effect and the consequent global warming [9].  

The related climatic change projections will have significant consequences for both 

human systems and nature, which determine no more sustainable use of fossil fuels, 

not only in relation to the quality of the resources, but also on the pollution 

generated by any type of processes mainly characterized by CO2 emissions.  

In Fig. 3, the forecast from Energy Information Administration (EIA) projects that 

world energy consumption will grow by 50% between 2018 and 2050. The 

development of emergent countries, such as China and India, is expected to lead the 

world energy consumption with the consequent increase in the concentration of 

CO2 in the atmosphere, acidification of the water and loss of biodiversity. 

 

Figure 3 - EIA, International Energy Outlook 2019 [9]. 

It's becoming clear how much the integration and subsequent replacement of fossil 

fuels is necessary to cope with the energy demand and meet a sustainable model. 

The industrial and transportation sectors together will lead the energy consumption 

to reach nearly 30% more. Each sector has its favourite fuel. Global liquid fuels 

consumption will increase more than 20% between 2018 and 2050. Among the 

different energy sectors, the production of liquid fuels is critical due to the high 
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dependence on fossil sources; therefore, it would be advisable to carry out, at least, 

a partial replacement of fossil fuels with biofuels. The focus is shifting to third-

generation biofuels [14]; they are on the way to become commercial competitive, 

and they could become the first substitute of liquid fossil fuel. 

1.2.2 Biofuels 

Fuels produced from young organic material such as plants (i.e. energy crops) or 

agricultural, industrial, and household waste. Organic resources or biomass use 

photosynthesis to stock energy inside by the process of biological carbon fixation in 

which CO2 is converted into sugar [10]. 

When the biomass used in biofuel production can quickly grow back, the fuel is 

generally considered a renewable form of energy. Moreover, they often have a 

positive emissions balance, i.e. biofuels are carbon-neutral because, in their growth 

phase, they can absorb the emissions generated during their combustion (and the 

energy used during all the processing phases). 

This, in fact, is the main difference with fossil fuels, which deriving from older and 

slower geological processes, they are an exhaustible resource, and above all, they can 

no more absorb CO2, and therefore, a priori, they have a negative balance. 

Biofuels are usually divided into four categories [15]: 

▪ 1st generation biofuels are fuels obtained from food crops grown on arable 

land. The sugar, starch, or oil content of the crop is converted into biodiesel 

or ethanol. The controversial aspect of this “generation” is selecting land for 

food or fuel. And usually, fuel has more margin profit. 

▪ 2nd generation biofuels are fuels obtained from lignocellulosic or woody 

biomass or agricultural residues/waste. The raw materials used to produce 

fuels don’t grow on arable land but are byproducts of the primary culture, or 

they grow on marginal lands. The second-generation raw materials include 

straw, used vegetable oils, bagasse, municipal, industrial, and food solid 

waste. 
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▪ 3rd generation biofuels derive from unicellular algae, which can fix carbon 

atoms from the air's carbon dioxide thanks to photosynthesis. The fixed CO2 

is used to synthesize lipids and other cellular components. These lipids can 

then be extracted and trans-esterified into biodiesel. 

▪ 4th generation biofuels are based on the modification of the genome of 

some microorganisms to transform water, sugar, and carbon dioxide directly 

into biofuels. All this without using any type of plant biomass and subsequent 

chemical or biological modifications necessary for the biofuels of the previous 

manufacture. 

Microalgae as feedstock: 

Microalgae are one of the most interesting natural sources in the world. They 

contribute to approximately 50% of global photo-synthetic activity. For autotrophic 

algae, photosynthesis is a key component of their survival, whereby they convert 

solar radiation and CO2 absorbed by chloroplasts in energy to support their growth 

[8]. 

Table 1 shows the great potential of microalgae as a feedstock source and why using 

3rd generation fuels can solve the land use problems [10]. 

 

Table 1 - Comparison between food crop and algae biomass [16].  

Concerning the oil yield, microalgae show higher values than other oil crops. Table 

1 compares the production and land use efficiencies for the biodiesel produced by 

microalgae and other oil crops. It is evident that microalgae are the most 
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advantageous both in terms of oil yield and for the high biodiesel productivity (from 

52000 to 120000 kg of biodiesel/ha) and at the same time require a smaller 

extension of lands (even 49-132 times less than the land required for the cultivation 

of rapeseed and soybeans). 

Microalgae, as explained before, can be particularly useful to reduce the 

concentration of inorganic nitrogen and phosphorus in wastewater [10].  

1.3 Photosynthesis 

The photosynthetic activity of microalgae is fundamental for life on earth; it is 

estimated that they produce 50% of atmospheric oxygen while simultaneously 

absorbing carbon dioxide [17], the main greenhouse gas for the growth and synthesis 

of new organic matter. To produce 1 kg of microalgal biomass is required 1,8 kg of 

CO2 [18]. 

Microalgae are photosynthetic organisms that are more efficient in the conversion 

of solar energy than common plants. Since living in fresh or salt water, they have a 

large availability of carbon dioxide and nutrients [17]. Organic molecules are 

synthesized from dissolved inorganic substances during the photosynthesis process, 

using solar radiation as an energy source [19]. The general reaction of 

photosynthesis is as follows: 

6 𝐶𝑂2 + 6 𝐻2𝑂 + 𝐿𝑖𝑔ℎ𝑡 → 𝐶6𝐻12𝑂6 + 6 𝑂2                                      (1) 

The photosynthetic process takes place into chloroplasts and occurs mainly in two 

stages [19]: 

The light phase can only occur with the presence of light and converts solar energy 

into chemical energy; its main products are ATP (Adenosine triphosphate) and 

reducing compounds NADPH (Nicotinamide adenine dinucleotide phosphate). In 

this phase, molecular oxygen is released. 

The dark phase is light independent, and thanks to the molecules produced during 

the light phase, carbon dioxide is organized into sugars. 
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1.4 Production process 

The whole process of microalgae production can be divided into two phases, as 

shown in Fig. 4. The upstream process includes cultivation techniques to maximize 

the quality and quantity of biomass, while the downstream process focused on 

harvesting and the concrete production of microalgae biomass [16].  

 

 

Figure 4 - Production process and products [16]. 

 

UPSTREAM PROCESSES 

Microalgae production can be done by cultivation in open or closed system, where 

the growth rate and maximum microalgae production is influenced by abiotic 

factors (light, temperature, pH, salinity, CO2, O2, nutrient), biotic factors 

(pathogens and competition from other algae) and operational factors (mixing, 

dilution rate, collection frequency). 
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There are also other techniques to improve the production of microalgae: 

Genetic manipulation in microalgae is relatively easy as single-celled organisms. 

The main objective is to improve the production of biomass and biodiesel [20]. 

Progress in the genetic engineering of microalgae has been extremely slow until 

recently. 

Bacterial biofilms to improve biomass production. But only limited studies have 

been conducted on the existence of interactions between bacterial biofilms and 

microalgae [16]. These studies suggest that bacteria encourage microalgae growth 

by producing vitamins and other growth factors, and organic matter produced by 

microalgae simultaneously encourages bacterial growth. 

 

DOWNSTREAM PROCESSES 

Harvesting and dewatering. 

After obtaining enough biomass, the microalgae must be separated from the water. 

According to the life cycle analysis, this separation process accounts for 20-30% of 

the total production costs of biofuels [20]. Biomass harvesting and drying processes 

can constitute an important energy consumption in the production of biofuels from 

microalgae. Therefore, it is necessary to reduce the energy consumption in the 

harvesting and drying processes of microalgae biomass. 

Extraction and purification of lipids. 

Different methods such as presses, supercritical carbon dioxide extraction, 

ultrasound-assisted extraction, osmotic shock, solvent extraction, and enzymatic 

extraction are available for extracting oil and other precious compounds from 

microalgae biomass. 

When selecting the appropriate extraction process, the most important aspects to 

consider are cost, efficiency, toxicity, and ease of handling [16]. 
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Microalgae biomass conversion technologies. 

The used technologies to convert microalgae biomass are biochemical conversion, 

thermochemical conversion, chemical reaction, and direct combustion. Biochemical 

conversion is used to produce methanol by anaerobic digestion or ethanol by 

fermentation of microalgae biomass. The thermochemical conversion can be 

classified into pyrolysis to obtain bio-oil and charcoal, gasification, and liquefaction. 

In chemical conversion technologies, the transesterification process can be used to 

convert the extracted lipids into biodiesel [10]. Direct combustion is able to directly 

convert into electricity the energy stored in microalgae cells. 
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CULTIVATION SYSTEMS  

Depending on the microalgae species, the conditions of the environment, and the 

availability of nutrients, microalgae can be grown in open systems (open tanks) or 

closed systems (photobioreactors) [21], here, in Fig. 5, a quick overview is shown. 

 

Figure 5 - Common types of microalgae cultivation systems [22]. 

 

In both indoor and outdoor microalgae cultivation systems, the light source and 

intensity are critical factors. Sunlight is the primary light source for outdoor 

cultivation, while artificial light sources (LED and optical fiber) are used for indoor 

cultivation systems.  
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2.1 Open systems 

The most widely used open systems are raceway systems, in Fig. 6 they are presented 

in different scale plant. They are reactors, usually built of concrete and covered with 

plastic, with a paddle wheel for mixing and circulation. Those raceways have a 

closed-loop recirculation channel approximately 0.5 m deep to allow the sunlight to 

penetrate in the culture medium [23].  

 

Figure 6 - Raceways system in different scale farms. 

Open systems are less expensive to build, have a longer lifetime, and great 

production capacity, but they required a large surface. The open systems have a high 

surface area per volume ratio, allowing high CO2 mitigation [24]. 

Nevertheless, growing algae outdoors in open pond systems suffered some 

drawbacks whereby it requires a significant land area, and the culture is subjected 

to high risk of contamination, and the evaporative water lost can be significant [25]. 

The outdoor photobioreactors are conditioned by the day-night cycle, while the 

indoor ones are illuminated by continuous light. In the absence of light, cells can 

metabolize cellular components for energy, resulting in decreased biomass 

produced [2]. To solve this problem, prototypes have been developed that allow the 

switching on and off of an artificial lighting system in order to guarantee continuous 

lighting even outdoors. Further progress in optimizing light distribution within the 

crop has been made using optical fibres [26]. 
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2.2 Close systems – Photobioreactors 

Photobioreactors (PBRs) can be flat or tubular, horizontal, vertical, inclined, or bags 

system (Fig. 7). These types of reactors allow you to have better control of the 

conditions and growth parameters of the crop (pH, temperature, oxygen, CO2), 

lower losses of carbon dioxide, greater density of microalgae and volumetric 

productivity, as well as a reduction of contamination by other microorganisms.  

 

Figure 7 - Closed systems, from left: Flat panel PBR, Tubular PBR, and Bags system. 

These advantages are even more important if the desired microalgae are used for 

pharmaceutical purposes or highly selective product applications, in particular for 

the food market also for cosmetics [20]. The photobioreactors allow working at 

much higher cell concentrations as they reduce the losses of fresh water, they help 

the collection of microalgae and reduce the costs related to preparation and 

handling. 

It is important to remember the existence of hybrid systems, which combine the 

advantages of closed and open systems for the production of microalgae. They use 

closed PBRs for the inoculum development phase and then, when the algal strain is 

resistant and dominant, the culture is moved to open reservoirs. 

Flat panel photobioreactors are closed systems with the largest surface 

compared to the volume ratio, and this means having a large irradiated area, a large 

harvest volume, and excellent biomass productivity [21]. 
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As shown in Fig. 8, this system is mainly composed of rectangular boxes arranged 

vertically or at an angle where microorganisms can grow. It is often divided into two 

parts connected to each other to facilitate the process of filling/emptying, gas 

injection, and transport of nutrients.  

 

Figure 8 - Common flat plate photobioreactor for microalgae production [27]. 

The introduction of nutrients occurs mainly at the bottom and in gaseous form to 

ensure that each compound (mainly CO2) has sufficient time to interact with the 

algae in the reactor fluid.  

The main drawbacks of flat panel systems are related to the high operating cost due 

to the aeration and mixing of the solution and to the hydrodynamic conditions inside 

the chamber that influence the fouling formation, mass, and heat transfer [27]. 

Ideal PBRs should have a highly transparent surface (avoid fouling formation), 

minimal non illuminated part, high mass transfer rates in order to obtain high 

biomass growth [21].    
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2.3 Main Parameters 

The main parameters for proper microalgae cultivation are temperature, light 

irradiation, pH, salinity of culture medium, utilization of nutrients, and mixing of 

culture medium. 

Temperature 

Temperature is a predominant factor in ensuring the protection of microalgae as 

living organisms. Therefore, having the ability to control this parameter is essential 

to improve production. Temperature also affects the photosynthetic activity of 

microalgae. In most cases, an increase in microalgae growth occurs with an increase 

in temperature until an optimal value is reached. Temperatures below 16 °C and 

above 35° C are considered fatal for microalgae [28]. 

Light 

Perhaps the most significant parameter to be taken into account during the 

microalgae growth for fuel purpose, a necessary factor for photosynthesis and 

therefore for carbon fixation. We have three different light conditions: Light 

limitation, Light saturation, and Light inhibition. 

▪ If the light is limiting, algae growth decrease with a lack of light intensity. 

▪ Upon light saturation, photosynthetic activity decreases when photon 

absorption exceeds the amount of electron turnover, thus inhibiting 

photosynthesis. 

▪ When the light intensity is further increased, irreversible damage to the 

photosynthetic apparatus occurs. This is called photo-inhibition. 

The light intensity and its duration directly affect the photosynthesis process and, 

therefore, the growth of microalgae. Discovery revealed that microalgae tend to 

thrive under blue (λ ~ 450nm) or red (λ ~ 650nm) light [28]. 

Additionally, microalgae require periods of light and dark for photosynthesis. It 

requires light for the photochemical phase and darkness for the biochemical phase. 

Investigations have shown that the duration of the light intensity increases the 

growth of microalgae [29]. 
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pH 

pH is the parameter that controls cell metabolism and biomass formation in 

microalgae. The growth of most microalgae species improves a neutral pH and also 

affects the photosynthesis process in microalgae. For pH values that are too different 

from neutrality, the rate of photosynthesis is reduced [25]. 

The pH has a relationship with the concentration of carbon dioxide, i.e. the pH 

constantly increases as carbon dioxide is consumed. The pH affects the accessibility 

of nutrients such as iron and organic acids. 

Salinity 

Each strain of microalgae exhibits differences in adaptation to salinity. Salt stress 

affects cell growth and lipid formation. It was noted that as salinity increased, lipid 

expression increased but resulted in cell growth. Marine microalgae are obviously 

more tolerant to alterations in salinity than freshwater species [25]. 

Nutrients 

Carbon and hydrogen are nutrients necessary for growth, and they are generally 

available in enough quantities. Mineral nutrients include nitrogen, phosphorus, 

potassium, magnesium, and sulphur. Traces (<4 ppm) of iron, manganese, cobalt, 

zinc, boron, copper, and molybdenum are also needed [31]. 

The nutrients needed for microalgae can be provided by industrial, agricultural, 

municipal, and food wastewater. However, wastewater can also contain toxic 

chemicals that can harm microalgae, so they need to be analysed carefully. 

For carbon, we can use CO2 from the atmosphere, 0r from industrial exhaust gases. 

Using flue gasses as a carbon source makes the entire cultivation process cheaper, 

contributing to the development of viable and sustainable cultivation techniques for 

producing microalgae biomass. 
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Carbon dioxide 

Today, global energy demand is almost entirely met by fossil fuels, generating an 

enormous amount of CO2. One solution could be the biological fixation of carbon 

dioxide [30]. 

Microalgae can fix carbon dioxide more efficiently than terrestrial plants. The 

quantity of carbon dioxide available for the culture plays an important role in the 

growth of microalgae. If the concentration of carbon dioxide is high enough, the 

microalgae grow more. 

Mixing 

Mixing is necessary to guarantee the uniform distribution of nutrients, air, CO2, 

temperature and, light in microalgae culture.  It also prevents the biomass from 

settling and causing aggregation. In fact, microalgae cultures must be continuously 

mixed to keep all cells in suspension with free access to light.  

If all the other factors are met, but there is no mixing, biomass productivity will be 

lowered significantly [25]. 
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MIXING 

The mixing does not directly affect the growth of microalgae. However, it is essential 

to ensure optimal levels within the entire culture of all the parameters indicated in 

the chapter above, such as nutrients, temperature, and even light [28]. 

The illumination and temperature of microalgae crops depend on each other. The 

strict control of both is difficult and costly. Mixing is the most practical way to ensure 

uniform light distribution to all cells.  

The mixing systems depend on the geometry and the type of reactor. For the classic 

raceway reactors, the mixing system most used today is a cylindrical rotor (Fig. 9), 

with a horizontal axis, equipped with paddlewheels [32]. The movement of the 

blades guarantees the exchange of substances with the atmosphere and the mixing 

of the crop, reducing the problem of sedimentation. 

 

Figure 9 - Raceway system equipped with paddlewheel. 
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However, due to the contamination of the crops and the evaporation problem in the 

open system, the productivity of the plant is limited, but the operating costs of the 

open photobioreactors are very low since the lower density of the solution, and this 

minimizes the energy required to keep the fluid agitated [32]. 

In closed photobioreactors, crop agitation systems are certainly more expensive and 

sophisticated. Inside a closed PBR, it is very hard to have adequate handling of CO2 

due to the absence of contact between microalgae biomass and the atmosphere. 

Therefore, there is a tendency to insufflate carbon dioxide to enrich the solution by 

bubbling the gas directly into the liquid and consequently mixing the entire crop 

through the air diffusion. 

The mixing of the microalgae biomass in a closed bioreactor can also be carried out 

with mechanical pumps for recirculation of the entire culture and by mechanical or 

pneumatic agitators, but the latter technology is not always applicable in a flat panel 

reactor, and also it offers important disadvantages such as high shear forces which 

can damage microalgae cells, and then stirred tank PBR are not easily scalable [33], 

[34]. Therefore, applying the static mixer seems to be the best option. 

The problem examined in this thesis represents a particular situation of an 

innovative context; for this reason, different types of static mixers, widely used in 

various industrial fields, have been analysed to highlight the mixing principles 

through a passive obstacles/barrier. 

A study of the mixers available on the market and an evaluation of the technical 

characteristics and their possible use in flat PBR panels were carried out. The most 

interesting are here represented. 

3.1 Static mixer 

Static mixers are mainly used to mix fluids with different viscosities and densities. 

Generally, in the hydraulic pipeline in which the static mixer is inserted, external 

pumps are used to create the fluid flow inside the mixer. The fluid moment is 

converted into static mixing mechanical energy at the expense of the pressure drop 

[35]. In fact, since the static mixers have no moving elements, the mixing depends 
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exclusively on the movement of the flows, which, according to the internal geometry 

of the mixer, are rotated, twisted, split, and recombined.  

The main consequence of the static mixer is the pressure drop that is precisely the 

energy supplied by the external pumps. From an engineering point of view, an ideal 

static mixer leads to the desired mixing with minimal pressure drop [36]. 

The mixer is dependent on the type of solutions to be mixed. In fact, mixing is 

strongly influenced by the shape and size of the particles, by the density and viscosity 

of the solution. The quality of mixing can be improved by changing the shape, size, 

and number of elements inside the mixing tube.  

3.1.1 Helical static mixers 

This type of static mixer has a helical mixing element inserted inside a tube, as 

shown in Fig. 10. This mixing element provides a flow splitting for any combination 

of liquids, gases, or solids and full radial mixing [35]. 

 

Figure 10 - Helical static mixer element in a tube. 

 

Homogenization of the solution is mainly based on (Fig. 11), [35]: 

1. Flow Division: As the product stream passes over each mixer element, it is 

divided into two halves. If n is the number of mixing elements, the divisions 

of the fluid grow exponentially equal to 2n. 

2. Radial Mixing: The flow is forced to be entirely inverted so that particles 

entering at the center of the stream are continuously moved to the outer wall 

and back again.  
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3. Rotational Circulation: The first helical element rotates the flow in one 

direction, then the direction is reversed at the next element.  

 

 

Figure 11 - Mixing principles in a helical static element. 

Static mixers with the helical structure are cheap and with moderate mixing capacity 

over wide flow ranges, particularly suitable for laminar flow and high viscosity 

applications where the mixing task is simple, but they are also characterized by low-

pressure drop [37]. 

3.1.2 Wavy sheets static mixer 

This type of static mixer aims to intensify the mass transfer between immiscible 

fluids, the wavy plates form open and intersecting channels (Fig. 12), in which the 

flow is divided into many secondary flows.  

This static mixer is used in turbulent and transition flow regimes and offers a high 

performance by mixing liquids, low viscosity gases or to disperse immiscible liquids 

and create gas-liquid dispersions with a very high degree of mixing in a short time 

while keeping the fabrication cost low [38]. 
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Figure 12 - Wavy sheets. 

3.1.3 Multilayer static mixer 

The multi-layer static mixer, shown in Fig. 13, repeatedly divide the fluid flow into 

several layers and distribute them over the entire cross-section of the pipe. A big 

advantage of this type of design is that it can mix extremely high viscosity fluids. 

 

Figure 13 - Multilayer elements. 

The mixing is done in a short time with a very high degree of mixing. Reducing 

residence times can be helpful in cases where product degradation is a problem. And 

also, the possibility of performing an optimal mixing service with a smaller mixer, 

consequently also reducing the pressure drop [38].  

3.1.4 Open static blade mixers 

Also, in this case, mixing is obtained by splitting and deflecting the incoming fluid 

flows, but there is an open channel without the presence of blades (Fig. 14). The 

main advantage of this design is that, in turbulent flow applications, it improves the 

random dispersion of secondary flows. 

For example, Chemineer has patented HEV Mixer (Fig. 14), a static mixer with a 

high efficiency open blade design. The HEV offers lower pressure losses, and it can 
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handle any turbulent flow mixing process regardless of size or shape. Mixing is 

performed by controlled vortex structures generated by a patented tongue geometry, 

which provides uniform mixing by limiting the length to less than 1-1/2 tube 

diameters [39].  

 

Figure 14 - HEV Mixer, open blade static mixer from Chemineer [39]. 

Static HEV mixer is typically used for low viscosity liquid-liquid mixing processes 

and gas-gas mixing processes. HEV can be found for non-circular cross-sections, 

effective mixing of additives in places not suitable for traditional static mixers. It is 

particularly suitable for gas phase processes where pressure loss and length are 

critical [39]. 
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OBJECTIVES AND THESIS OUTLINE 

In order to improve the production of microalgae and to make it technically and 

commercially viable, it is necessary to improve every single step of the production 

process (Subchapter 1.4 Production process) and take into account all the 

parameters related to microalgae growth. 

It has been chosen to focus on the growth phase of microalgae, using a flat panel 

PBR: the best reactor where you can control all parameters, such as light and 

nutrients, it supports a higher growth rate and higher photosynthetic efficiency, and 

it is possible to obtain high quality of microalgae biomass [10]. However, there are 

some drawbacks, such as the high costs of construction, operation, and 

maintenance. The aeration and agitation costs can represent about 80% of the 

production costs of microalgae, and they can reduce the whole yield of the process 

[2], [40].  

Therefore, the tendency is to develop PBR with effective and inexpensive agitation 

and aeration systems to increase biomass productivity. An efficient mixing system 

improves mass transfer, eliminates light gradients, and ensures homogeneous 

mixing of nutrients. 

In this case study, the microalgae culture has been continuously recirculated 

through a pump, but it has been decided to introduce an inclined perforated plate 

(IPP) system, an innovative static mixer capable of mixing all the fluid within the 

entire volume of the chamber. 

The aim is to work on the hydrodynamic conditions inside the flat panel by 

introducing a static mixer system to improving the growth and production of 

microalgae biomass by minimizing pressure drops, trying to understand if the 

presence of a static mixer can actually make the process economically feasible or it 

is necessary to act on other parameters.  
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This thesis aims to develop a stable mathematical model that can be used to evaluate 

the efficiency of the given mixer geometry.  

This mathematical model is a quantitative representation of a natural phenomenon, 

and its purpose is to represent it, in as much detail as possible. Starting, therefore, 

from real-world data, a mathematical model was formulated with the Ansys 

software that reflects it as much as possible [41].  

4.1 Strategy of work 

This work was divided into three levels: design phase, CFD Analysis of IPP system, 

and experimental validation. According to the following scheme shown in Fig. 15: 

 

Figure 15 - Strategy of work. 

The first phase was the most creative part where the aim was to test several 

“elementary” geometry through CFD simulations just to better understand the 

complex situation, and which parameters were more important during the mixing 

in a flat panel, so it was possible to define an optimized geometry of the static mixer 

system, before building the prototypes, saving time and money.  

For the first design phase, only the configurations that are most useful for the 

comprehension of the work are shown here. They are: Empty flat panel, Horizontal 

plates in flat panel, and a 5-degree IPP system into a flat panel. 

Once the final geometry was chosen, more accurate simulations and data were 

collected. The direct comparison between the Empty flat panel configuration and 
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the one with the IPP system installed has been useful to deepening the 

hydrodynamic studies. 

Then the experimental validations phase, where the configurations decided, has 

been realized and then will be tested in the laboratory. These validations will take 

place through hydrodynamic parameters that can be easily measured in the 

laboratory, such as the pressure drop, but the experimental part, or 3rd phase was 

not included in this thesis. The experimental validation of a developed numerical 

model should be the aim of further work. 
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CASE STUDY 

The used technology was a flat panel photobioreactor with two chambers (Fig. 16), 

and it was possible to use them separately. The dimension of each chamber is 

1020x750x65 mm, as is shown in Table 2. The working volume of one PBR chamber 

is about 50 l. The experiments were focused only on one chamber. 

 

Figure 16 - Flat panel photobioreactor examinate. 

The movement of the fluid and the energy needed to maintain the correct 

recirculation are provided by a peristaltic pump that will operate continuously in the 

closed-loop of our system. A peristaltic pump is installed, and it was able to 

guarantee a variable flow rate from 0 - 100 litres per minute. 
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Peristaltic pump 

The peristaltic pump is a device that applies the principle of peristalsis, or the 

prevalence of the treated fluid is given by an astriction that runs along the tube. The 

peristaltic pump consists of a rotor with two or more rollers which, by rotating, 

"throttle" the tube and make the fluid advance (Fig. 17). 

The main component of the pump is the tube which is usually made of materials 

such as silicone, PVC, and other polymers which offer adequate mechanical 

characteristics and chemical compatibility [42]. 

 

Figure 17 - Working principles of peristaltic pump. 

The peristaltic pump is a "pulsating" pump, as the flow rate is not constant over a 

single revolution. A greater number of rollers can be used to reduce the pulsation 

phenomenon, with a consequent reduction in the flow rate, or compensators can be 

used which absorb the "pulsation peak" until a constant flow rate is obtained. 

The peristaltic pumps are used when the treated fluid must not come into contact 

with the pump components: 

• To avoid contamination, such as in the food, pharmaceutical, and medical 

fields (extracorporeal circulation, dialysis). 

• If the fluid is aggressive, acidic, or harmful to the pumping organs (solvents, 

fuels, chemical reagents, etc.). 

• When fluid with suspended and fragile solid bodies must be transferred 

without being damaged. 

 



 

Case study 

 

29 

The process flow diagram of the flat panel PBR is shown in Fig. 18. The transparent 

PBR chamber, the retention vessel, and the peristaltic pump were the main 

components. Nutrients were added to the culture medium, and the produced oxygen 

is desorbed in the retention vessel. The peristaltic pump ensured the flow of the 

culture medium and its homogenization.  

 

 

Figure 18 - Process flow diagram of flat panel PBR set up. 

 

Table 2 - Geometry parameters. 

  

Geometry of PBR chamber

Dimension Value Unit

Heigh H 1,02 m

Length L 0,75 m

Thickness S 0,065 m

Volume V 49,7 litres
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5.1 Inclined Perforated Plates system 

This system was designed with the idea that one of the most important parameters 

to optimize microalgae growth is light. In the production reality, this translates into 

maximum transmission capacity and transmission efficiency, understood both as 

losses and the fluid's ability to absorb this light [7]. 

Mixing helps to absorb the same amount of light to each organism, but an excellent 

mixing system shouldn't block incoming light. Therefore, a static mixer system was 

designed with a minimum surface in the normal direction of light impact, as shown 

in Fig. 19. 

 

Figure 19 - 3D model of IPP system. 

This has been translated into a static mixer formed by thin perforated plates, 

integrated directly with the internal surface of the front wall of the flat panel 

photobioreactor. 

Two types of perforated plates were glued, alternately, directly on the front panel of 

the flat panel. These 2 types of plates have the same dimensions (730x65x5 mm), 

but they have the holes arranged staggered to create an obligatory path for the 

microalgae culture, to have a better distribution inside the chamber. 

Plate type A has 9 holes of diameter 45 mm, while plate type B has 8 holes of 45 

mm. In both plates, the center distance is 83 mm (Fig. 20). The absence of one hole 

on the plates type B creates a different passage area; therefore, pressure and velocity 

at alternating sections also guarantee better mixing. 
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Figure 20 - Hole arrangement: plate type A (top), plate type B (Bottom). 

Furthermore, after some CFD simulations, it was decided to incline the plates to 

intercept the inlet flow in the best possible way and to avoid sedimentation 

phenomenon significantly (thanks also to the minimum roughness of the chosen 

material); for the latter reason, the plates are shorter than the internal length of the 

chamber, this to facilitate the "drainage" of the microalgae culture. Furthermore, 

this choice constitutes an excellent constructive solution because by tilting the 

plates, the sheet should have been cut with an appropriate contact angle to allow the 

connection, it would translate into additional production costs.  

The thickness of the plates is 5 mm to ensure the minimum bonding surface and, 

above all, to avoid bending during use. 

A further constructive aspect taken into consideration is the size of the passage 

holes. Having a large diameter allow a less aggressive mixing that allow minimizing 

damage to the microalgae. 
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In Table 3 are summarized the advantages of the static mixing system designed. 

 

Table 3 - IPP system advantages. 

 

The chosen configuration has the IPP system installed with 5 degrees of slope, but 

this was the result of a long process of selection through CFD simulations: started 

with an empty chamber, then a primordial IPP system with not inclined plates, and 

at the end, different slopes were applied at the plates. 

 

Advantages of IPP System 

SMALL AREA IN THE NORMAL DIRECTION Maximum light transmission 

INCLINED PLATES No sedimentation 

DESIGN Not-aggressive mixing 

SIMPLE GEOMETRY Low costs 
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COMPUTATIONAL FLUID DYNAMICS 

Fluid dynamics is the branch of dynamics that studies fluid flows and their forces, 

while Computational Fluid Dynamics (CFD) is the methodology for predicting such 

fluid flows, heat and mass transfer, and related phenomena by solving equations for 

the conservation of mass, momentum, energy. CFD can provide detailed 

information on fluid flow behaviour such as distribution of pressure, velocity, 

temperature, or forces such as lift and drag [41]. 

A typical CFD solver is based on the finite volume method. This means that the 

domain of the model is discretized into a finite set of control volumes, and the 

general conservation (transport) equations for mass, momentum, and energy are 

solved on these volumes. Then the partial differential equations are discretized into 

a system of algebraic equations, and finally, all the algebraic equations are then 

solved numerically [43]. 

In this work, CFD has been used to conceptualise new geometries and their 

optimization, reducing the total effort and the cost of the eventual prototyping 

phase. 

6.1 Main equations 

There are 2 main equations in CFD required in this thesis, and they are based on the 

principles of conservation of mass (the continuity equation), momentum (Navier 

Stokes equation) [41]. 
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Continuity equation of mass 

The continuity equation of mass describes the mass balance of a system in a 

determined control volume. For incompressible fluids, where the density of the 

fluids is constant, it is described as: 

∇ ∙  𝑢⃗ = 0                                                                   (2) 

Where the vector 𝑢⃗  is the velocity. The eq. 2 can be extended in Cartesian coordinate 

as: 

         
𝜕𝑢̅

𝜕𝑥
+

𝜕𝑣̅

𝜕𝑦
+

𝜕𝑤̅

𝜕𝑧
= 0                                                     (3) 

Where 𝑢̅, 𝑣̅, 𝑤̅ represent the velocity components in the 3D directions x, y, z and ∂x, 

∂y, ∂z are the lengths of the fluid element analysed in the same 3D space.  

Navier-Stokes equation  

The Navier-Stokes equation represents the equilibrium of momentum and is a 

special case of the Cauchy equation. It is applied for non-compressible Newtonian 

fluids (constant density) and gravity forces rather than volume forces [41]. This 

equation can be written as: 

𝜌 (
𝜕𝑢⃗ 

𝜕𝑡
+ 𝑢⃗ ∙ ∇𝑢⃗ ) = 𝜌𝑔 − 𝛻𝑝 + 𝜇𝛻2𝑢⃗                                    (4) 

Where the vector 𝑢⃗  [m/s] is the velocity, ∇𝑝 [Pa] is the pressure gradient, µ is the 

dynamic viscosity, 𝜌 [kg/m3] is the density and 𝑔 [m/s2] is the force of gravity. 

6.2 Turbulent modelling 

Turbulence is a state of fluid characterized by the generation of some structures as 

eddies and vortex (zone with a rotating volume of fluid); usually, in turbulent flow, 

it is possible to find many scales of eddies. Turbulence is essentially a random 

process characterized by fluctuations of transported quantities such as flow velocity, 

pressure, temperature [43].  
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The actual velocity of a real (turbulent) flow is represented in Fig. 21: 

 

Figure 21 - Actual velocity in real flow [44]. 

It can be described as: 

𝑢⃗ =  𝑢̅ + 𝑢′                                                                    (6) 

Where 𝑢̅ is the mean velocity and 𝑢’ [m/s] is the fluctuating velocity. 

Turbulence modelling is a complex area because of the random behaviour of the 

flow, therefore it is not possible to perfectly describe the turbulence effects in a CFD 

simulation; however, there are several ways to model a turbulent regime with so 

called turbulence models, such as direct numerical simulation (DNS), large eddy 

simulation (LES) or Reynolds averaged Navier Stokes (RANS) [41], [45].  

In this work, Reynolds averaged Navier Stokes (RANS) model in 2 equation model 

(k-Ɛ model RNG) is used, and it is only discussed here.  

By substituting the actual velocity in terms of average and fluctuating velocity 

components (eq. 6) into the Navier–Stokes equation (eq. 4), it is possible to obtain 

the RANS equation for mean velocity: 

𝜌 (
𝜕𝑢̅𝑖

𝜕𝑡
+ 𝑢̅𝑘

𝜕𝑢̅𝑖

𝜕𝑥𝑘
) = −

𝜕𝑝̅

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝜇

𝜕𝑢̅𝑖

𝜕𝑥𝑗
) +

𝜕𝑅𝑖𝑗

𝜕𝑥𝑗
                            (7)  

Where 𝑅𝑖𝑗 is the Reynolds stress tensor, which must be described by a turbulence 

model.  
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Following the Boussinesq hypothesis, where it is assumed that, as in laminar flows, 

the viscosity is analogous to the shear stresses, the turbulent viscosity should be 

analogous to the mean velocity gradient [46]. For incompressible flows, under the 

Boussinesq hypothesis, it is possible to define Reynolds stress tensor as follows: 

𝑅𝑖𝑗 = −𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ = 𝜇𝑡 (
𝜕𝑢𝑖̅

𝜕𝑥𝑗
+

𝜕𝑢𝑗̅

𝜕𝑥𝑖
) −

2

3
𝜇𝑡

𝜕𝑢̅𝑘

𝜕𝑥𝑘
𝛿𝑖𝑗 −

2

3
𝜌𝑘𝛿𝑖𝑗                    (8) 

Where 𝜇𝑡, the so-called turbulent viscosity is defined as: 

𝜇𝑡 = 𝜌𝐶𝜇

𝑘2

𝜀
                                                                 (9) 

where 𝐶𝜇 is an empirical constant, 𝑘 is the turbulent kinetic energy, and ε is the 

dissipation rate of the kinetic energy. 

6.3 Model 

In the present work k-ε turbulent model (2 eqn), "RNG" is used.  

The k-ε model is simple but robust. The two-equation turbulence model of the k-ε 

type was derived by using Renormalization Group (RNG) methods. In the standard 

k-ε model, the turbulent kinetic energy is solved for two variables, k, and the rate of 

dissipation of kinetic energy, ε [45], [47]. But using the modification as 

renormalization group (RNG) k-ε model, the simulation produces lower turbulence 

levels and can underestimate the value of k. This produces a less viscous flow that 

creates more realistic flow features with complex geometry.  

The effective viscosity is calculated through equation 9, and it requires the values of 

k and 𝜀, which are determined from the following transport equations [45], [48]. 

The transport equation for k is: 

∂ρk

∂t
+

∂

∂xi

(ρυik) =
∂

∂xi
[
μt

σk

∂k

∂xi
]+Gk + Gb − ρε − YM − Sk                            (10) 
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and the transport equation for   is: 

∂𝜌𝜀

∂𝑡
+

∂

∂𝑥𝑖

(𝜌𝜐𝑖𝜀) =
∂

∂𝑥𝑖
[
𝜇𝑡

𝜎𝜀

∂𝜀

∂𝑥𝑖
] + 𝐶1ε

𝜀

𝑘
(𝐺𝑘 + 𝐺3𝜀𝐺𝑏) − 𝐶2ε𝜌

𝜀

𝑘
𝜀 + 𝑆𝜀 − 𝑅𝜀          (11) 

Where μt is the turbulent viscosity, Ym represents the contribution of the fluctuating 

dilatation in compressible turbulence to the overall dissipation rate, Gk is the 

generation of turbulence kinetic energy due to the mean velocity gradients, Gb is the 

generation of turbulence kinetic energy due to buoyancy, C1, C2 are empirical 

constants, σk, and σk are the turbulent Prandtl numbers, Sk and Sε are source terms 

defined from the user. 

The main difference between the RNG and standard k-ε models lies in the additional 

term in the transport equation for , 𝑅𝜀. 

𝑅𝜀 =
𝐶𝜇𝜂

3(1 − 𝜂/𝜂0)

1 + 𝛽 𝜂3

𝜖2

𝑘
                                                    (12) 

Where 0 = 4,38,   Sk/,  and  = 0,012. The derived values of C1 =1,42, C2 =1,68, 

C = 0,0845, σk = 1,0 and σƐ = 1,3. are used in RNG model [45]. 

Thanks, this term, the RNG model is more responsive to the effects of rapid strain 

and streamline curvature than the standard model. 

RNG based model should give substantially better predictions than the standard k-

ε model for turbulent flow over a backwards-facing step [49]. The improvements 

obtained from the RNG k-ε model were attributed to the better treatment of near-

wall turbulence effects.  
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SIMULATION PHASE 

7.1 Target data 

The study of mixing and, therefore, of the fluid behaviour is a complex 

hydrodynamic problem due to the obvious turbulence to be obtained. It is essential 

to study, through CFD simulations, the motion of the fluid inside the flat panel to 

understand how it interacts with the elements that have been installed in the 

chamber and the chamber itself. The purpose is to obtain a fluid in a continuous 

movement without stagnant areas, that is, the complete circulation of all the fluid 

coming from the inlet nozzle through most of all regions of the chamber. 

The following parameters and simulations were analysed to understand how the 

flow moves inside the flat panel chamber: 

Volume Rendering: Using a volume rendering option in CFD software gives the 

flow an effect as if the flow has a dye in it to visualize it. It shows the flow pattern 

occurring in the flow. 

Streamlines are used to conduct a particle path visualization. It is possible to 

specify the beginning point, and from that point, it follows up the particle's path. 

With the streamlines, it is possible to see where the regions of circulation are 

occurring in a 3D domain. 

Vector plots are used to identify the flow direction. 

Vortex core region to visualize regions of high energy concentration in 3D 

regions. The vorticity and swirl strength were analysed. The first one is a 

pseudovector field that defines the local spinning motion of a continuum near some 

point, it describes the tendency of something to rotate, as it would be seen by an 

observer located at that point and travelling along the stream, and the second one, 
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the Swirling strength is an effective vortex indicator in wall turbulence, and it can 

be determined based on three-dimensional(3D) velocity fields. The swirling 

strength of the vortex core region represents the strength and the density of the local 

swirling motion. 

The nominal residence time or hydraulic retention time (HRT) of a reactor, 

calculated on a geometric basis, is the ratio between the reactor volume V [m3] and 

the total volumetric flow rate of the fluid 𝑉̇ [m3/s]. 

𝐻𝑅𝑇 =
𝑉

𝑉̇
                                                                      (13) 

Residence time 

In the presence of non-ideal mixing due to phenomena such as channelling (one or 

more parts of the system have different velocity), fluid stagnation (reactor areas with 

very low speeds), internal recirculation and losses (Fig. 22), residence time follows 

a probability of distribution [50].  

 

Figure 22 - Non-ideal flow patterns that exist in process equipment [51]. 

In fact, it is evident that elements of fluid taking different paths through the reactor 

may take different periods to pass through the vessel. The distribution of these times 

for the fluid flow leaving the vessel is called the E (time-1) exit age distribution, or 

fluid residence time distribution RTD. It is useful to represent the RTD in such a 

way that the area under the curve is unity (Fig. 23), or the fraction of material that 

has resided in the reactor from 0 to ∞: 

∫ 𝐸 𝑑𝑡 = 1                     
∞

0
                                                (14)  
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The E curve is the distribution needed to account for nonideal flow. 

 

Figure 23 - The E curve, or RTD, for fluid flowing through a vessel [51]. 

The RTD of the flowing fluid can be determined directly using a non-reactive tracer 

injection. [51].  

Consider  𝑉̇ [m3/s] of fluid flowing through a reactor with volume V [m3]. At the time 

t = 0, a tracer injection with concentration Cmax [kg/m3] is performed, and the 

concentration of tracer output Cstep is measured in time, t (Fig. 24). 

 

Figure 24 - Tracer step injection [51]. 

In a step injection experiment, the concentration of the tracer at the reactor input 

goes directly from 0 to Cmax. The tracer concentration at the output is normalized to 

obtain the non-dimensional curve F (t): 

𝐹 (𝑡) =
𝐶(𝑡)

𝐶𝑚𝑎𝑥
                                                                     (15) 
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The dimensionless form of the Cstep curve is called the F curve, or cumulative RTD, 

and it is found by increasing the concentration of the tracer from zero to unity [51]. 

Thank the RTD is possible to predict conversion and mixing also in non-ideal 

reactors.  

The total homogenization time is a measure of the ability of a given reactor to 

distribute the fluid within the entire volume of a reactor. The shorter the 

homogenization time, the better the system. To measure the homogenization time, 

the most problematic death zone in a reactor must be identified. Then, thanks to a 

tracer injection, it is necessary to measure, by a control point, when the tracer 

completely reaches the specified death zone, thus indicate that a full 

homogenization has been obtained.  

7.2 Method 

A stable mathematical model has been defined to evaluate the efficiency of the given 

mixer systems. ANSYS Fluent 2020 R2 software is used as a computational tool. 

7.2.1 Mesh 

Creating a quality mesh means dividing a continuous geometric space into the right 

number of discrete elements of adequate size.  To determine the quality of the mesh, 

it has been used 2 fundamental parameters: Skewness and Orthogonal quality [41].  

The skewness is defined as the difference between the shape of the cell and the shape 

of an equilateral cell of equivalent volume, while mesh orthogonality refers to how 

close the angles between the faces of adjacent elements are to an optimal angle. A 

general rule is that the maximum skewness for a triangular/tetrahedral mesh in 

most flows should be kept below 0,94, and the minimum value of mesh 

orthogonality has to be higher than 0,1.  

In this case, for the configuration with the IPP system installed, it was tried to 

generate the mesh with the proximity capture command on, because the small gap 

between each plate and the wall could have ruined the entire meshing process.  
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The proximity capture command allows having a better quality of elements (small 

size, higher number) in the narrow gap (Fig. 25). 

 

Figure 25 - Meshing comparison. 

As reported in Table 4 below, it is possible to see how much this command can 

improve meshing quality in these specific cases. The main problem with this setup 

is that the number of elements increases a lot and exceeds the limits of the student 

version of Ansys.  

 

   

However, the quality achieved with the standard mesh process is enough for 

simulations, and it has been selected the smallest size for elements respecting the 

limit in number of elements of the student version of Ansys. This is because it is 

required to model a vortex situation well, and CFD cannot study vortices smaller 

than the element size. 

  

Mesh Quality

Config Type

Empty Standard

Prossimity capture + standard

Horizontal plates Standard

Prossimity capture + standard

IPP system (5°) Standard

Prossimity capture + standard

0,20141

(Min > 0,1)

-

0,105

0,15542

0,12885

0,1575

Orthogonal qualitySkewness

(Max < 0,94)

0,79854

-

0,895

0,8445

0,87115

0,8425

Table 4 - Quality of mesh. 
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Inflation layer 

For the 2nd study phase, aimed at deepening the IPP system, the inflation layer was 

added on the chamber perimeter and on each perforated plate (Fig. 26 B) to better 

model the turbulent behaviour. Both inflation layers have 5 layers with a growth rate 

of 1; these values have been chosen to ensure the achievement of the skewness and 

orthogonal quality values indicated in Table 5. 

 

Figure 26 - Inflation layer comparison. 

Inflation meshing is a proper feature of Ansys Fluent that allows you to create 

several layers in the normal direction to the boundary until the boundary layer 

thickness is completely covered.  

The physical phenomenon is that the fluid layer within the immediate vicinity of a 

bounding surface where the consequences of viscosity are significant. The fluids in 

the boundary layer tend to adhere to the surface, which means that there are velocity 

gradients within the boundary layer. Obviously, the fluid that is in contact with the 

boundary will have the same velocity as the boundary, and the velocity of the 

successive layers of the fluid will increase with a non-linear relation in the velocity 

profile normal to the direction of the flow. 

Within the boundary layer, shear stresses develop between fluid layers that move at 

different velocities due to viscosity and the interchange of momentum as a result of 

turbulence. This can cause fluid particles to move from one layer to another. 
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In applications with highly turbulent flows becomes necessary an accurately 

capturing these effects at the boundary. In addition to capturing the boundary layer 

effects, inflation also contributes to a lower element count and computational time 

[52]. 

The summary of the meshing data used for the 2nd phase comparison is shown in 

Table 5. 

 

Table 5 - Meshing data. 

7.2.2 Boundary conditions 

For simulations has been used pure water as a fluid because the density of the 

cultivation medium is very similar to water 1005 kg/m3 [53]. To monitor 

hydrodynamic conditions, pure water is the right choice to avoid the waste of 

microalgae in real experiments. Due to the computational complexity, it is 

preferable to work only with a single-phase model.  

For the first design phase, it has been selected a mass flow rate of ṁ=1,331 kg/s that 

corresponds to the 80% of the maximum pump flow rate, to compare all the initial 

configurations. Knowing the inlet cross-section area, it was possible to calculate the 

velocity of the inlet flow (Table 6) and for this case is uin = 3,508 m/s. 

 

Table 6 - Design phase simulation parameters. 

  

Mesh data

Type

Size of element (mm)

Inflation layer

Number of elements

Skewness

Orthogonal quality

Empty Chamber IPP system (5°)

Tetrahedron Tetrahedron

20 12

No Yes

256892 340018

0,83756 0,87852

0,16242 0,12148

Case Pump

1) Empty chamber

2) Horizzontal IPP

3) 5°-IPP chamber

Simulation time

H 1,02 m ṅ 0,00133 m3/s

L 0,75 m Time 300 s

S 0,065 m V 0,0497 m3 Total mass 399,3 kg

3,850 m/s

Input nozzle velocity

Volumetric flow rate

Volume of chamber 

80% ṁ 1,331 kg/s u in

Mass flow rate
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In the sections dedicated to CFD analysis and results for the design phase, the focus 

was mainly on three configurations: Empty chamber, without any static mixer 

installed, Horizontal plates in the chamber, and the chamber with 5 degrees IPP 

system.  

Since the aim of the first phase is to find a qualitative geometry, the target data were 

volume rendering of velocity, streamlines, and vector plots to visualize the 

movement inside the flat panel, and their discussion was useful to design better the 

final static mixing solution for this specific case.  

Throughout this study, the flow rates of 60, 80, 90% of the maximum available flow 

rate of the peristaltic pump were taken as reference. Each configuration was 

analysed with a different velocity scenario since velocity and volumetric flow rate 

are strictly related to the energy losses in the system but also the quality of the 

mixing. Each scenario is shown in Table 7. 

 

Table 7 - Reference of pumping work for different percentages. 

Later, for the 2nd phase, the focus will be only on two configurations: Empty chamber 

without any static mixer installed and a chamber with 5 degrees IPP system, since 

the IPP system was chosen for its better hydrodynamic conditions after the studies 

carried out in the first phase.  

Here, it has been added, to the previous parameters, also vortex core region to 

visualize regions of high energy concentration as vorticity and swirl strength, and 

also hydraulic parameters as pressure drop will be directly compared. 

Setting pump work

Input quality Low Mean High

Percentage of pump work 60% 80% 90%

Pump flow rate ṁ pump 60 80 90 l/min

1,000 1,333 1,500 l/s

Mass flow rate ṁ 0,998 1,331 1,497 kg/s

Input velocity u in 2,89 3,85 4,33 m/s
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7.2.3 CFD Simulations 

The setup phase was straightforward due to the presence of only one component, 

water. For boundary conditions, it has been used pressure outlet with pressure at 0 

Pa, and mass flow inlet with the three different values (low, mean, high) already 

shown in Table 7. 

It has been performed transient simulation (Fig. 27), which computes the 

instantaneous values at any time for each quantity so, especially in this turbulent 

case, it is possible to get better results. A drawback of transient simulation is its high 

computation time. 

 

Figure 27 - Ansys extract, setup simulation time. 

For the fluid analysis inside the chamber with graphic output such as streamlines, 

volume rendering and so on, all transient simulations were with 600 timesteps, and 

each time step was 0,5 seconds and 10 iterations, 3 minutes of working in the reality. 

But for the study of the residence time and the full homogenization time, the 

simulations were carried out until the results were obtained. 

7.3 Flow analysis 

The identification of the flow regime is necessary to understand what the perfect 

model for simulation is. Usually, to define the flow regime it is used the Reynolds 

number (Re), which is an indicator of the flow inside a channel, and it is applicable 

only for fully developed flow. 
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But obviously, there isn’t a proper definition of Reynolds number for a flat panel 

geometry. Therefore, the only way how to define the Re into a non-homogenous 

system as is flat panel PBR is to use the CFD simulation. 

In FP PBR, it is better to make the distribution of turbulent Reynolds number Re_y 

[27]. Turbulent Reynolds number [54] is a nondimensional quantity defined as:  

𝑅𝑒𝑦 =
𝜌𝑑√𝑘

𝜇𝑙𝑎𝑚
                                                         𝑒𝑞. 15 

Where k is turbulence kinetic energy, d is the distance to the nearest wall, and μlam 

is the laminar viscosity. 

However, the Re_y can be monitored only in the k-ω model or k-ε model with 

enhanced wall treatment [55], so after this modification on the CFD model, It has 

been possible to estimate Re_y, and visualize it thanks to a proper contour (Fig. 28). 

 

Figure 28 - Turbulent Reynolds number distribution on plane Y-X. 

It has been calculated the mean turbulent Reynolds number on all plane Y-X, and 

to better understand the situation inside the chamber, two clipped surfaces were 

created, where it was possible to calculate the mean Re_y on the upper and lower 

part of the chamber, they are defined as, respectively, 30% of the length from the 

top and 30% from the bottom. 
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Since the definition of the boundary for the laminar, transient, and the turbulent 

regime is still valid, Laminar flow occurs when Re < 2300. According to the 

simulation, it is possible to observe the decrease of Re from the top area of the 

chamber to the bottom one (Fig. 28, 29).   

 

These data, as shown in the CFD result part, are well harmonized with all other 

calculated parameters as velocity contours, swirl strength, and vorticity shown 

below. 

  

Figure 29 - Mean turbulent Reynolds distribution. 
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7.4 CFD results 

Each following configuration has been achieved a good convergence of the results 

(Fig. 30). Convergence is a universal concept in finite element analysis. If a model 

contains non-linearity, it cannot be solved directly, so it must be found the solution 

by iteration. Although you cannot find an exact solution, the convergence criterion 

defines how close the approximate solution found is to the real value [41]. 

 

Figure 30 - Residuals graphic outputs. 

During a simulation, the residuals should decrease towards zero, and a common 

practice is to stop the simulations at a certain threshold value. If the residuals in a 
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simulation do not decrease but fluctuate around a relatively high value, the solver 

was unable to find a solution with the current model configuration. 

There are three indicators that convergence has been reached [56]: 

1. The residuals have decreased to a sufficient degree. 

2. The solution no longer changes with more iterations.  

3. The overall mass and momentum balances are obtained. 

All the simulations were carried out using a transient solver with the first-order 

implicit scheme in transient formulation, and as under-relaxation factors, 0,2 for 

pressure and 0,8 for momentum were used to achieve the convergence. In solution 

methods setup, it has been chosen for the empty chamber configuration, as spatial 

discretization, the second-order calculation for the pressure, but for the chamber 

with IPP system installed, where the problem was harder to solve, it was used the 

standard method.  

In Fig. 30 are reported the residuals output graphs for the main 2 configurations 

simulated: Empty flat panel PBR, and Flat panel PBR with IPP system installed, 

both with 80 l/min as a flowrate.  

For each configuration tested, the convergence criterion for each variable has been 

reached; and after a certain number of iterations, the residuals reach a stable value 

well below 10-3 (The default criterion is that each residual has to be reduced to a 

value of less than 10-3 [56]), and also the overall mass balances were always 

obtained. 

7.4.1 Design phase 

Thanks to velocity volume rendering, streamlines, and vector plots, it was possible 

to have an excellent description of the fluid flow and how it behaved inside the 

chamber. The simulations reflect what was thought, and they were useful to improve 

the first designed configuration with the horizontal plate. 

In the empty configuration (Fig. 31 A), without any static mixer installed, a motion 

is established on the walls of the chamber, which are unable to guarantee a 
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homogeneous mix in the central part of the chamber, thus limiting the growth of 

microalgae in the chamber. 

Thanks to the streamlines, it was also possible to detect a probable phenomenon of 

unwanted backflow that occurs in the first stage of the configuration with horizontal 

plates (Fig. 31 B). 

 

Figure 31 - Design phase: Streamlines and velocity vector plot comparison. 

 

Instead, the difference is clearly noticeable when the IPP System is installed, even 

in a horizontal configuration is possible to see how the flow assumes an obligatory 

sinusoidal path (Fig. 31 B, C). Moreover, the IPP system configuration significantly 

reduces the backflows, and it allows the best distribution throughout the entire 

volume of the chamber. 

The choice of tilting the plates to better intercept the initial flow and avoid 

sedimentation was confirmed by the simulations (Fig. 32).  

Furthermore, this configuration would seem to generate much more turbulence in 

all areas where the distance between the plates is wider (Fig. 32 C), creating narrow 

vortexes, compared to when the plates were arranged horizontally, and the flow 

followed a more "standard" path.  
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Figure 32 - Design phase: Velocity volume rendering comparison. 

The 5° degrees IPP System was chosen as a final configuration, which was also used 

for a direct comparison with the Empty chamber. In the next section, these 

configurations have been explored by also analysing the vortex core region to 

visualize regions of high energy concentration as vorticity and swirl strength, 

residence time and the pressure drop with different flow rates was also investigated.  

  



 

Simulation phase 

 

53 

7.4.2 Empty chamber vs IPP system 

To better understand the characteristics of this static mixing system, it may also be 

helpful to compare it with for empty chamber directly. The IPP system was able to 

distribute and homogenize the input flow. Fig. 33 B shows how the energy, 

represented by the velocity of the fluid, is dissipated during its path. The static 

perforated plates intercept the fluid and direct it in the whole volume of the 

chamber. 

 

Figure 33 - Comparison between Empty chamber (A) and chamber with IPP 5° (B). 
 Countors of velocity and vector. Flow rate 80 l/min. 

 

But the most important thing is that when the IPP is installed, the first stage absorbs 

almost all the energy of the fluid, and this could guarantee and confirm the light 

mixing hypothesis explained above, therefore less dissipation and energy losses. 

In fact, a high turbulent regime can damage the microalgae organism, and it is not 

always indicative of a better homogenization; moreover, the turbulent flow has a 

high dissipative state, and since this work aims to achieve the economic feasibility 

of the microalgae production due to a better homogenization to increase the growth, 

is also important to take into account the energy losses during the entire process. 

In the following Fig. 34, on the left, is shown the velocity contour in logarithmic scale 

to better highlight the fluid flow with lower velocities. 
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Figure 34 - IPP system, flowrate 80 l/m. Velocity contour in logarithmic scale and vortex core regions. 

It is easy to see that, thanks to the IPP system, the stagnant zones inside the chamber 

are minimized, and it is no more present the big centre spot of steady fluid that was 

present in the empty chamber. It will be shown later, with the volume rendering, 

that this characteristic is also maintained with different flow rates. 

This arrangement was able to create a forced pathway around the chamber that can 

spread and homogenize the microalgae culture in all the volume allowing a better 

distribution of nutrients, temperature, and light.  

In Fig. 34 B are shown the vorticity and the swirl strength vortex core regions, they 

are parameters that allow to determine the turbulence within a fluid and visualize 

the regions of high energy concentration; as explained before, the first one is a 

pseudovector field that describes the local spinning motion of a continuum near 

some point (the tendency of something to rotate), and the swirl strength represents 

the strength and the density of the local swirling motion. 

As easily predictable, the highest energy zone is the one in which the fluid is forced 

to change direction, therefore at the end of the chamber, with the IPP system, the 

first plate is inclined to better intercept this direction change, but this arrangement 

causes an even greater "stress" on the fluid as there is less free space.  

Fig. 35 shown how the IPP system reacts with different flow rates. These analyses 

were useful to understand the disadvantages of this system. 
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Figure 35 - IPP system at different flow rates. Volume rendering and streamline, Velocity contour. 

 

During these CFD analyses, the streamlines were useful to visualize the fluid 

pathway and, two main drawbacks were observed, a significant backflow in the top 

of the chamber and the presence of an unmixed lateral flow. 

After the first perforated plate, the fluid flow impacts the closed space on the second 

plate and starts to rotate back, and a circular movement is established in the first 2 

stages, powered by the incoming flow. This effect was not desired, however, a high 

energy zone (Fig. 35 B) is created in this upper area of the chamber, which ensures 

good mixing, but this situation was not too necessary and could be a waste of energy. 
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As shown in Fig. 35 A, a different flow rate cannot change this situation, but a lower 

flow rate (Fig 35 B) decreases the velocity of the backflows, allowing for more 

delicate mixing. 

The worst problem encountered is the formation of an unmixed lateral flow into the 

drainage space that was intended to limit sedimentation. This effect can be 

problematic because it allows the input stream to totally bypass the entire static 

mixer and go straight to the output. Also, in this case, it was tried to act on the input 

flow rate, but the problem persists.  

The only way to eliminate this unmixed flow is to act directly on the geometry of the 

static mixer or by introducing some elements to influence the movement of the flows 

inside the chamber. Further analysis will be needed to estimate the real amount of 

unmixed microalgae and whether that amount really affects the total 

homogenization. A possible solution to these problems will then be presented. 

To deepen the analysis of both configurations, some specific simulations were 

carried out to determine the dynamic nature of the problem under consideration. 

For both configurations, a non-reactive tracer with the same fluid dynamics 

characteristics of the bulk fluid was used in order to study the residence time and 

the homogenization time. These simulations were carried out for the “Mean” case 

(Table 8), so with a flow rate of 80 l/min. But a further extreme check was also 

carried out with a flow rate of 40 l/min. 
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Residence time analysis 

In this thesis, where the aim was also to design an effective mixing system for a flat 

panel PBR, the study of the residence time itself, used as a pure time of a fluid in a 

given control volume, is not properly indicative of the quality of mixing and 

homogenization. However, its analysis, contextualized to this case study, can 

provide very useful information on the effectiveness of the IPP system compared to 

the empty chamber. Moreover, the residence time is important for microalgae 

cultivation since they need to be irradiated by the light source for a certain amount 

of time. These time measurements can also be used as a future validation, by 

laboratory experiments, of the mathematical model created. 

The residence time analysis was carried out by tracing the mass fraction of the 

incoming tracer in 7 different control points, represented in Fig. 36, so it was 

possible to map the entire volume, obtaining more reliable data and a greater 

understanding of the situation, in fact, especially in the case of the empty chamber, 

the mere use of the input and output control points would have led to misleading 

results, since, as already shown in the previous section, the central area in the empty 

chamber is characterized by a significant dead zone without mixing, as the flow flows 

against the walls quickly reaching the output nozzle.  

 

Figure 36 - Control points for residence time analysis. 

The inlet and outlet control points have been inserted directly into their respective 

nozzles, so they were not affected by secondary flows inside the chamber. 
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Taking the lower left angle of the chamber as the origin, Table 8 shows the geometric 

coordinates of the various control points.  

 

Table 8 - Geometric coordinates of the control points. 

 

From the instant t = 0 sec. to t = 50 sec. a tracer was continuously injected, after 

stopping the injection of the tracer, the simulation was continued by introducing the 

bulk fluid into the chamber for a relatively long time to obtain reasonable results. 

Both chambers are filled with bulk fluid (water) in the initial moment, and when the 

simulation begins, the non-reactive tracer is immediately introduced. As shown in 

Fig. 37, the tracer propagates inside the chambers, reflecting what was hypothesized 

with the study of the volume rendering and streamlines (Fig. 33). Already at the 

instant t = 25 sec. (Fig. 37-B) the flow assumes a circulatory movement against the 

walls of the empty chamber. After 50 seconds of continuous injection of the tracer, 

the simulation was continued by introducing only the bulk fluid in order to 

determine how long it took to eliminate the presence of the tracer inside the 

chamber. 

Fig. 37, last instant shown at t = 100 sec. anticipates how, in the case of the flat 

panel PBR with the IPP system installed, the tracer has been homogeneously "swept 

away" from top to bottom, while in the empty flat panel PBR, the circulatory flow is 

established and it "blocks" the mass of the tracer present in the central area, making 

this system unsuitable for complete homogenization. 

 

Control points

x [mm] y [mm] z [mm]

cp_Input -15 1000 32,5

cp_nord 500 860 32,5

cp_est 650 650 32,5

cp_centre 375 510 32,5

cp_west 100 370 32,5

cp_sud 250 160 32,5

cp_output 765 20 32,5
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In Fig. 37, the contours of the mass fraction of the tracer of the main steps have been 

reported. 

 

Figure 37 - Contours of mass fraction tracers during operations. 

Fig. 38 shows the graphs with the detected data from the control points. For both 

graphs, the red curve represents the tracer mass fraction measured from the control 

point in the inlet nozzle, the black curve represents the tracer mass fraction in the 

outlet nozzle, while the others are representative of the other points of control. Fig. 

38 refers to a flow rate of 80 l/min. 

In the flat panel PBR with IPP system, the mass fraction grows uniformly in all the 

control points. The control points located in the lower part of the chamber have a 

slight delay given by the type of propagation from top to bottom, also shown in Fig. 

37.  

Furthermore, for the representative curves of the North and East control points 

(yellow and green curves in Fig. 38 A), a minor irregularity in the first instants of 

operation was formed, this was because the first 2 plates absorb the energy of the 
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incoming flow and they are intended to change the circulatory nature that fluid 

would have in a flat panel PBR without any mixing system, and therefore these two 

control points, in the first moments, are subject to small reflux phenomena. 

Once the tracer injection is finished, at the instant t = 50 sec., the inlet control point 

obviously begins to detect only the incoming bulk fluid, so the red curve suddenly 

decreases, as a typical step function. 

Also, when the IPP system is installed in the flat panel PBR, the tracer discharging 

phase is characterized by a uniform descent of the tracer mass fraction in all control 

points. Approximately after 160 seconds from the beginning of the operation, all the 

control points no longer detect the presence of the tracer inside the chamber.  

At t = 50 sec., in Fig. 38 A, all the control points record very high and uniform mass 

fraction values of the tracer, greater than 80%. This phenomenon is representative 

of the rapid diffusion of the tracer inside the chamber, obviously, this also depends 

on the inlet flow rate and the volume of the chamber, in fact, the values reached in 

the case reported below (Fig. 39) are lower. But, for each flow rate tested (40 and 80 

l/min), the analysis carried, show that the mass fraction reached with the empty 

chamber is significantly lower than the one reached with the IPP system installed 

(Fig. 38, Fig. 39). 

As regards the empty chamber, the deviation of the mass fraction measured at the 

outlet with that measured by the other control points is very relevant (Fig. 38 B), for 

this reason, the study with only 2 control points at the inlet and the outlet it would 

have been misleading. 

In the injection phase of the tracer, it is evident how the central areas of the empty 

chamber receive only a small portion of the incoming mass, and as shown in Fig. 37 

B, t = 25 sec., the input flow flows adjacent to the walls until it immediately reaches 

the output. This is also represented by the rapid rise of the mass fraction detected 

by the output control point (Fig. 38 B). 

The significant difference in the mass fraction values, in the different control points, 

detected during the entire operating phase is an indicator of the poor 

homogenization that the empty chamber can offer. 
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Analysing the tracer discharging phase, is it possible to see a rapid descent of the 

mass fraction measured at the output, which as for the tracer injection phase, 

indicates that the incoming fluid reaches the exit directly, making it almost useless 

to pass through the chamber itself. 

 

Figure 38 - Mass fraction of tracer for each control point in time flow. Flow rate 80 l/min. 

The other curves in the graph in Fig. 38 B show a long residence time, which 

represents a strong inability of the empty chamber to "dilute" the tracer present in 

the chamber volume, and therefore a poor mixing power, in fact, thanks to the 

qualitative analysis shown previously, it is known that these stable mass fraction 

values are given by the stagnant tracer in the central area of the flat panel PBR, 

which is slowly reduced during the continuous operation, described by the slow 
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descent of the mass fraction values detected by the peripheral control points in the 

central area represented by the curves in Fig. 38 B. 

As the inlet flow increases, the formation of the circulatory flow adjacent to the walls 

is amplified, and this flow could more block the outflow of the tracer “trapped” in 

the central area. A drastic test was performed, halving the inlet flow, setting it to 40 

l/min. Furthermore, this test was useful to test the IPP system in unfavourable 

conditions. In Fig. 39, the results of this simulation are shown, and, as anticipated, 

the measured mass fraction values are slightly lower. 

 

Figure 39 - Mass fraction of tracer for each control point in time flow. Flow rate 40 l/min. 
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For both cases, no difference was obtained, in fact, all the phenomena described 

above recur even with a considerably lower flow rate. This result shows an effective 

inability to homogenize for the empty chamber but an excellent result for the IPP 

system, which is, therefore, able to work at lower flow rates without losing its mixing 

power. Obviously, by also reducing the flow rate of the bulk fluid, the residence time 

increases. 

Homogenization time  

Another characteristic parameter of the problem treated, is the total 

homogenization time, or the ability to distribute the fluid inside the entire volume 

of a reactor. The shorter the homogenization time, the better the system. To measure 

the homogenization time, the most problematic death zone for each configuration 

was identified, and a control point was inserted in that position. For the flat panel 

with the IPP system, the identified death zone is immediately under the last plate on 

the left (Fig. 40 A), while for the empty chamber, it was the already known central 

point. 

 

Figure 40 - Control points for homogenization time. 

The whole volume of the flat panel was initialized full of bulk fluid, but the inlet flow 

rate was made up of only tracers with a flow rate of 80 l/min for both configurations.  

The simulations performed until the mass fraction detection from the control point 

located in the death zone, reach the value of 1, so when even in the most difficult 
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area to reach, 100% of tracer was obtained, thus indicate that a full homogenization 

has been obtained.  

Fig. 41 shows the trends of the values detected by the control points. For the flat 

panel with the IPP system, the complete homogenization was obtained around 120 

seconds, while obtaining a homogenization of 80% took only about 60 seconds. As 

for the empty chamber, 80% homogenization was achieved after 600 seconds, and 

a time greater than 1200 seconds (20 minutes) was required for complete 

homogenization. 

 

Figure 41 - Mass fraction of tracer to detect homogenization time. 
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These last two parameters obtained and the analysis carried out on the values 

detected by the different control points are the most indicative results regarding the 

capacity of mixing and homogeneous distribution of the fluid in the two systems 

examined, empty flat panel and flat panel with IPP system. 

For evaluation of homogenization, the hydraulic retention time (HRT) was also 

taken into account, where HRT is the volume of the flat panel PBR chamber divided 

by the influent flow rate. In case of the IPP system, the volume of the plates was 

assumed negligible compared to the volume of the chamber (Vplates = 0,001 m3).  

It has been compared the full homogenization time with the hydraulic retention time 

in Table 11, it is evident, for both configurations, that the homogenization time is 

longer than the hydraulic retention time. This difference is caused by the formation 

of stagnant areas in the flat panel PBR chamber, in fact, in the empty chamber, 

where the central death zone is much bigger than the death zone in the chamber 

with IPP sys installed, the difference between homogenization time and HRT is 

higher.  

Table 9 summarizes all the obtained values for the tracer injection simulations.  

 

Table 9 - Residence time and homogenization time 

 

  

Residence time and Homogenization time

Parameter

Flow rate (l/min) 40 80 40 80

HRT (s) 75 37 75 37

RT (s) 130 175 >> 300 >> 300

Full homogenization time (s) 250 120 >2000 > 1200

Homogenization time (80 %) (s) 125 62 900 660

IPP sys + FP PBR Empty FP PBR
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Pressure drops 

Since it has been spoken about energy losses and light mixing idea, to challenge this 

previous hypothesis, it has been calculated the pressure drops ΔP [kPa], between 

input and output of the chamber, in both configurations, for each flow rates, ṁ [kg/s] 

(Table 10): 

 

Table 10 - Pressure drop difference. 

The pressure losses due to the installation of this type of static mixer, with the plate 

inclined by 5 degrees, are around 1 kPa, and obviously, the pressure losses increase 

with the total velocity. The IPP System with 5 degrees tilted plates ensures a 

qualitative homogenization, which is clearly better than the empty configuration. 

The sinusoidal pathway that the flow assumes in the chamber could guarantee a 

powerful distribution around the chamber with less energy utilization.  

Pressure drop

Pump

60%

80%

90%

0,998

1,331

1,497

2,887

3,850

4,331

7,155 7,935 0,780

13,427 14,566 1,139

17,447 18,957 1,510

Mass flow rate Input velocity Empty chamber IPP system IPP losses

ΔP [kPa] ΔP [kPa] Δ [kPa]u in [m/s]ṁ [kg/s]
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7.4.3 Deflector cap 

For further optimization of the technology, an additional component has been 

designed. It can be inserted in any area of the flat panel, this could guarantee the 

dynamic direct correction of the fluid motion, where necessary, by acting locally. 

The purpose of this component is to extend the working range in order to maximize 

homogenization for each type of flow, therefore, for each type of situation.  

The component is a 3D printable deflector cap. It has been designed to be easily 

attached and detached in any position corresponding to a hole in the plates, using 

three simple supports with a groove of the same diameter as the holes (Fig. 42). 

 

Figure 42 - Deflector cap design. 

As was shown in the discussion results section, some undesirable effects were 

highlighted, some anomalies that could affect the quality of homogenization, it was 

shown that they also varied according to the flow rate entering the flat panel. 

Some simulations were then carried out to understand if the Deflector caps could 

eliminate these effects. The purpose of this component, in fact, is to locally alter the 

motion of the fluid when it is not possible to change the flow rate. 

As shown in Fig. 43 B, two deflector caps were inserted in the first stage, and a 

comparison was made with 80% of the inlet flow. The first deflector cap placed on 

the right was able to deflect and distribute the flow, modifying the main fluid 

dynamics, which allowed to disturb and therefore reduce the problem of unmixed 

lateral flow. The second deflector cap inserted centrally in the chamber was able to 
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limit the backflow problem, and the fluid was partially conveyed in the desired 

direction (Fig. 43 B). 

 

Figure 43 - Comparison by velocity countors and vector plot after deflector plate installation. Flow rate 80 
l/min. Logarithmic scale. 

Therefore, this component has proved useful, if correctly placed, to widen the 

diffusion of the flow, decrease the formation of the unmixed lateral flow, moreover 

it could be able to reduce the reflux phenomenon.  

This prototyping is only in the first step of the hydrodynamic study, it would be 

necessary to verify the mechanical strength and the manufacturing technique of the 

deflector cap, but these simulations, together with the probably negligible 

production cost, and the high adaptability since this component can be placed 

anywhere, show that further investigations on this deflector cap make sense.
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CONCLUSION 

This document contains some theoretical background, analysis and simulations of 

the 2 main phases of this engineering work: design and simulation phase. This work 

intentionally follows the scheme described in the "strategy of work " chapter because 

the goal was to explain the true line of thinking behind creating something new, with 

all the trials and errors made. 

For the first design phase, all the work instructions are described, with the ideas 

behind the chosen geometry, and with all the CFD simulations that led to the 

exclusion of some geometries rather than others. 

The mathematical analysis and the creation of a "virtual" model, thanks to the 

Fluent Ansys software, was the central part of this work, and it was essential for the 

study of the hydrodynamic conditions of the PBR flat panel used. This modelling 

allowed an a priori study of an ideal configuration which can then be actually built. 

The final aim was to find an efficient and inexpensive static mixing system to 

improve microalgae growth and production of biomass. 

The Inclined Perforated Plate (IPP) System is the solution presented in this work, a 

new concept of static mixing system, where, thanks to the best and favourable 

hydrodynamic conditions inside the chamber, it is able to maximize the interaction 

with all nutrients and CO2 necessary for the growth of microalgae and can keep all 

the cells in suspension with free access to light. It can also prevent the biomass from 

sedimentation and aggregation, improving mass transfer and eliminating light 

gradients. 

It was also highlighted how, compared to the empty chamber, without any static 

mixer installed, where it was not possible to guarantee a homogeneous mixing in the 

central part of the chamber, the IPP system was able to create the best distribution 
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over the entire volume of the chamber thanks to the obligatory sinusoidal path 

forced by this arrangement of the plates. 

This IPP system has a minimal surface area in the normal light impact direction, so 

it optimizes light transmission between the source and the microalgae as it does not 

block the incoming light. This, in the production reality, translates into maximum 

transmission capacity and transmission efficiency, therefore less energy wasted. 

The inclined arrangement of the plates significantly avoids the sedimentation 

phenomenon (thanks also to the minimum roughness of the chosen material), and 

thanks to the small gap between the plates and the wall, the microalgae culture can 

easily "drainage". 

However, this geometry presents 2 main disadvantages: a backflow phenomenon in 

the first stage and the formation of an unmixed lateral flow. As presented before, the 

backflow phenomenon is established due to the incoming flow, from the input 

nozzle, at the top of the flat panel PBR, when the flow enters, it assumes a very 

precise boundary, and it must be intercepted to ensure excellent mixing from the 

top of the flat panel. The first inclined plate performs this task very well. The 

unmixed lateral flow is irrelevant compared to the circulatory movement of the fluid 

in an empty chamber. 

The simulations with a non-reactive tracer have been shown the real effectiveness 

of the IPP system. A uniform trend of the monitored data by the control points has 

been achieved, therefore the composition inside a flat panel PBR with IPP system 

installed, is homogeneous, highly responsive, and it is possible to achieve the full 

homogenization of the whole chamber in only 120 seconds of operation, a 

significantly lower value than the one needed in an empty chamber (more than 

1200s). 

The simple geometry designed allows less aggressive mixing that could minimize 

damage to microalgae with a consequent improvement in quality and quantity of the 

produced biomass, and, first of all, it guarantees low pressure losses. It has been 

shown the high performance of the IPP system also with lower flow rate. Thanks to 

the lower pressure losses and all the above mentioned features, this static mixing 
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system could make the process more economically feasible than a standard empty 

chamber of a flat panel PBR. 

The IPP system was designed, and in-depth analyses were carried out on it. 

According to the simulations, with this geometry, it would be possible to obtain a 

greater homogenization of the microalgae culture throughout the volume of the 

chamber, maximizing growth but minimizing energy losses, also in reality. 

The topic under consideration is well harmonized with the current situation in 

which the microalgae represents a really interesting feedstock for industries from 

food to pharmaceutical and also for fuel production, but today, the production of 

microalgae is not always economically feasible.
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NOTATIONS 

a width of rectangular channel [m] 

b height side of rectangular channel [m] 

C (t) instant concentration [kg/m3] 

CFD computational fluid dynamics 

Cmax tracer concentration input [kg/m3] 

Cstep tracer concentration output [kg/m3] 

d distance to the nearest wall [m] 

De equivalent (hydraulic) diameter [m] 

Dn nozzle diameter [m] 

F (t) cumulative residence time distribution 

FP flat panel 

g gravitational force [m/s2] 

Gb buoyancy generation of turbulence kinetic energy  

Gk velocity grad. generation of turb. kinetic energy  

H internal chamber height [m] 

HRT hydraulic retention time [s] 

IPP inclined perforated plates  

k turbulence kinetic energy 

L internal chamber width [m] 

ṁ mass flowrate [kg/s] 

ṁpump mass flowrate [l/min] 

ṅ volumetric flowrate [l/min] 

PBR photobioreactor 

Rey turbulent Reynolds number 

RT residence time [s] 
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RTD Residence time distribution [s] 

𝑅ij Reynolds stress tensor 

𝑅𝑒  Reynolds number 

S internal chamber depth [m] 

ū mean velocity [m/s] 

u’ fluctuating velocity [m/s] 

uin mean velocity at inlet nozzle [m/s] 

  
vector of instant velocity [m/s] 

∇𝑝 pressure gradient 

V chamber volume [m3] 

Vplates  IPP plates volume [m3] 

  
volumetric flowrate [m3/s]  

Ym fluctuating dilatation turbulence 

μ dynamic viscosity [pa s] 

μlam laminar viscosity 

μt turbulent viscosity 

μw dynamic viscosity of water [pa s] 

ρ density [kg/m3] 

ρw density of water [kg/m3] 

σk turbulent Prandtl numbers for k 

σε turbulent Prandtl numbers for ε 
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