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Abstrakt

Nasledujúca práca sa venuje problému detekcie objektov so zamerańım na ob-
jekty, ktoré sú typické pre prostredie letiska. Práca popisuje aktuálne riešenia
tohto problému, trénovanie, vyhodnotenie a nasedenie modelu do aplikácie,
ktorá dokáže úspešne detekovat’ objekty typické pre letisko.

Kĺıčová slova hluboké učeńı, strojové viděńı, detekce objekt̊u, bezpečnostńı
kamery, letǐsńı stojánka, yolo, sledováńı objekt̊u

Abstract

This work explores the field of object detection with attention to objects that
are present in the airport apron environment. In addition, it describes the
research, training, evaluation and deployment of a model into the application
that is able to successfully detect key airport objects.

Keywords deep learning, computer vision, object detection, surveillance
cameras, airport apron, yolo, object tracking
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Chapter 1
Introduction

1.1 Motivation

There has been significant progress in the computer vision and particularly
in the field of object detection [18] in the last couple of years. Thanks to
this progress, object detection models for basic day-to-day objects like dogs,
cats, different kinds of fruit, cars, trains, etc., are surprisingly accurate [18].
However, there are still many different kinds of environments in life, where
there is a need to detect objects that are somehow special and unique. One of
these types of environments is an airport. More specifically, the airport apron,
which is the part of an airport where aircraft are parked, unloaded or loaded,
refilled, or boarded. Many unique objects are present in the airport apron -
special types of airport vehicles, boarding bridges, parts of the airplane; these
are all crucial objects that ensure the smooth and fast aircraft service. Apart
from few startups, no publicly available solution could detect this type of
objects without human observers. This thesis aims to design and implement a
system that could accurately detect key airport apron objects from surveillance
cameras that are usually present in every airport apron for security reasons.

1.2 Goals of the Thesis

This process can be boiled down to a few steps:

1. Creation and preparation of the data set from different airport surveil-
lance camera recordings

2. Research of the current state-of-the-art models for object detection

3. Training of the proposed models adjusted for key airport apron object
detection

4. Evaluation and analysis of trained models

1



1. Introduction

5. Design and implementation of the system
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Chapter 2
State-of-the-art

This chapter introduces the reader to the deep learning scientific field. It
firstly describes the various problems and tasks of the field followed by the
methods and models used for solving them.

2.1 Deep learning

One of the most prominent computer scientist and deep learning researcher
Andrew Ng [39] states that artificial intelligence (AI) is the new electricity of
our generation, and it will transform countless industries like transportation,
healthcare, communication, and so many more in a way that electricity did
change the life of the previous generations. Thanks to deep learning (not ex-
clusively), we can slowly start observing this kind of progress with self-driving
cars, AI systems that can diagnose cancer in the early stages, or chatbots that
nowadays replace some customer service area. So what is this deep learning?
The term deep learning (DL) as François Chollet defines in his DL book [1] is
a new take on learning from data that emphasizes learning successive layers of
increasingly meaningful representations. The deep in DL doesn’t stand for any
kind of a deeper understanding achieved by the approach, but rather for the
idea of tens or hundreds of successive layers of representations, the so-called
depth of the model. DL is simply a mathematical framework for extracting
information from data.

2.2 Computer vision

The vision is arguably the most important sense that we humans have. It
helps us recognize the objects, manipulate them, observe human emotions or
navigate in the world. The ongoing research on image processing focuses on
solving the same tasks using a computer. Thanks to the rapid advances in
DL research, the goal of teaching computers to infer something about the real
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world by observing image data is closer than ever before. The multidisci-
plinary field that tries to reach this goal is called computer vision (CV). CV
tasks include methods for acquiring, processing, analyzing, and understanding
digital images. The following section describes some of the most researched
CV tasks.

2.3 Computer vision tasks

2.3.1 Image classification

Image classification (IC) is one of the most fundamental CV tasks. It attempts
to comprehend the entire image as a whole, and the goal is to classify the image
by assigning it a specific label from the pool of previously defined category
labels. IC is usually performed on images containing only one object.

2.3.2 Image classification + localization

The task of IC combined with localization also operates with images containing
a single object. In addition to IC, we expect the location of the object and
category label. This is usually done by drawing a bounding box around the
region where the object is present.

2.3.3 Semantic segmentation

The task of semantic segmentation (SEM) works with images containing multi-
ple objects and it outputs a prediction of the category for every pixel. Similarly
as with IC, SEM also works with categories that the images could contain.
The SEM does not differentiate instances; it only cares about the pixels.

2.3.4 Object detection

Object detection (OD) is the task of detecting instances of objects of a certain
class within an image. The input image can contain multiple objects, and
the expected output is a prediction of bounding boxes around each detected
object accompanied with the corresponding category of that object.

2.3.5 Instance segmentation

Instance segmentation (IS) can be considered as a combination of OD and
SEM. The input is once again an image containing 0, 1, or multiple distinct
objects. The IS combines previous outputs (object category and location)
with the pixel segmentation. Each pixel is assigned by the detected object or
background flag (0).

4



2.4. Object detection methods

Figure 2.1: Illustration and comparison of the computer vision tasks. Justin
Johnson[2]

2.4 Object detection methods

The popular website Paperswithcode [10] keeps track of the current state-of-
the-art methods and models categorizes OD methods into two main types[10]:
one-stage methods and two stage-methods. One-stage methods prioritize in-
ference (detection) speed, and example models include YOLO [7], SSD [42].
Two-stage methods prioritize detection accuracy, and example models include
Faster R-CNN [6], Mask R-CNN [40] and Cascade R-CNN [41].

2.4.1 Naive approach

We can look at the OD problem as a classification using a sliding window
[3]. Sliding window is a common approach in CV - we take different regions
of the image, and use a classifier (CNN for example) to classify which object
is present in that particular region, or to classify the region as background.
However with this approach comes one problem. These objects could appear
in any location of the image, any size, and any aspect ratios. That means
that we would have to select a huge number of regions, and it would be
computationally very expensive. That’s why this approach is never used in
practice, however it is a good starting point, and it was a motivation for
discovering architectures such as R-CNN.

2.4.2 R-CNN

To bypass the problem of selecting a huge number of regions described above
Ross Girshick proposed a method [4] to use selective search to extract just
≈2000 regions that are likely to contain objects (also referred to as a regions

5
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proposal). So rather than applying a classification network to every possible
location and scale in the image, he applied the regions proposal method first
and then fed the proposed regions into a CNN for classification. This approach
ended up being much more computationally tractable. However, the region’s
proposal brought one problem. Each proposed region could be of a different
size, and since CNNs require fixed input image size, the author needed to
warp them into a fixed square before feeding the proposed regions. The CNN
acts as a feature extractor and the output dense layer consists of the features
extracted from the image. The extracted features are then fed into a SVM
classifier [11] in order to predict the presence of the object. R-CNN problems:
training of the network is slow (≈84hours) and it takes a lot of disk space
[3], inference (detection) is slow as well (≈47sec) [3]. These two constraints
sparked an idea to create Fast R-CNN.

Figure 2.2: Illustration of the regions proposal method in R-CNN: [4]

2.4.3 Fast R-CNN

Instead of feeding each region proposal separately as in R-CNN, the authors
of faster R-CNN [5] decided to provide the whole image into a CNN all at
once, generating a convolutional feature map corresponding to that image.
The network identifies the regions of a proposal using the feature map; the
created regions are warped into a fixed size and fed to fully connected lay-
ers. This approach reduced the computational time significantly [5] since we
don’t do ≈2000 convolutional operations for each proposed region individu-
ally, but rather only once for each image. The improvement in training and
also inference speed compared to R-CNN can be seen in the figure below 2.3.

6
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Figure 2.3: R-CNN vs. Fast R-CNN training and inference speed comparison,
Source: [3]

2.4.4 Faster R-CNN

As can also be seen in the figure above 2.3, the Fast R-CNN’s most time -
consuming operation was the regions proposal (red line), which affected the
overall performance of inference significantly. Faster R-CNN eliminates the
region’s proposal. The network learns the regions by itself [6]. Up until the
creation of a convolutional feature map, Faster R-CNN works similarly as Fast
R-CNN. But rather than using selective search, the regions are predicted by
a separate network.

Figure 2.4: Inference speed comparison between R-CNN, Fast R-CNN and
Faster R-CNN in seconds, Source:[3]

2.4.5 YOLO

All of the previously mentioned object detection methods did not look at
the images as a whole but only on proposed regions with a high probability of
object appearance. YOLO - You Only Look Once [7] method works differently.
The authors thought of the image as a SxS grid. Within each grid, they created
n bounding boxes centered at each grid cell, and the network predicts scores
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for each class and offset values for the bounding box. Bounding boxes with
a class probability above a certain threshold are selected and used to locate
the object within an image. At the time of the release, YOLO worked faster
than most object detection methods available at the time [7]. However, the
downside of YOLO is that it struggles with small objects within the image [9].
Key takeaway: Faster R-CNN is slower but more accurate, YOLO is much
faster, but not as accurate.

Figure 2.5: YOLO object detection. Source: [7]

2.4.6 YOLOV4

Many iterations of the Yolo model have been developed [7] [8] [18], each one
improving its predecessor. As of this time, the most recent one is YoloV4
[18]. The authors of the YoloV4 improved Yolo model’s performance by ex-
perimenting with different techniques and features which are said to increase
CNN accuracy [18]. They categorized the experimental features and tech-
niques into two categories:

1. Bag-of-Freebies - methods that only change the training strategy, there-
fore increase the training cost, not the inference cost. Examples include
data augmentation, soft labeling [34].

2. Bag-Of-Specials - improvements in the network that impacts the infer-
ence time slightly, however with a return in increased performance. Ex-

8
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amples: Experimenting with different activation functions [35] and using
post-processing techniques like non-maximum suppression described in
2.7.2

By this experimental setup, the authors developed a model that runs twice
faster than some of the other state-of-the-art models with a comparable per-
formance [18]. The comparison is described in more detail later one in section
3.2.

2.5 Object tracking

Object tracking (OT) [25] is the process of:

1. Taking an initial set of object detections (in the form of bounding box
coordinates)

2. Creating and assigning unique ID for each initial detection

3. Tracking each of the objects as they move around frames in a video,
maintaining the assignment of unique IDs

OT assigns a unique ID to each detected object, thus counting the number of
objects present in the video.

2.5.1 Centroid tracking algorithm

One way of achieving the object tracking can be the centroid tracking algo-
rithm [25]. The algorithm can be split into a few incremental steps:

1. retrieves the initial detections from the starting frame using some object
detector, and register detected objects.

2. incrementally retrieves the detections for every next frame:

a) compares the new detections with detections in the previous frame
by computing the Euclidean distance [36] between all previous and
all current detections using the centroids of the two bounding boxes.

b) associate centroids with minimum distance between subsequent
frames and update the new (x,y) coordinates

c) if there are more detected objects compared to previous frame,
register the new ones

d) if a tracked object was not associated with any other new detection
for N subsequent frames, deregister it

9
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2.5.1.1 The drawbacks of algorithm

When two objects overlap each other in the scene, the algorithm may swap
the ids between the two, due to the metric used for associating the objects.

2.6 Metrics

In order to measure the trained model’s performance, there need to be some
quantification reflecting how well it works. There is a vast spectrum of different
metrics suitable for different tasks. One of the popular metrics for measuring
the performance of OD methods is mean average precision (mAP) [29]. mAP
consists of multiple other metrics, so let’s start by defining them:

2.6.1 Intersection over union

Intersection over union (IoU) is a metric that evaluates how similar is the
predicted bounding box compared to the grounding truth bounding box. It’s
the ratio of the area overlapping boxes to the total combined area of the two
boxes.

Figure 2.6: IoU metric ilustrated. Source: [16]

2.6.2 Precision and recall

Precision and recall are calculated using the true positives (TP), false positives
(FP), and false negatives (FN) values. In the case of object detection, they
can be defined as:
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2.6. Metrics

1. classify the OD as TP if IoU => 0.5

2. classify the OD as FP if IoU < 0.5

3. classify the OD as FN if the model failed to detect grounding truth
completely

Keep in mind that different thresholds for the IoU could be used. Having said
that the precision and recall are defined as:

PRECISION = TP

TP + FP
(2.1)

RECALL = TP

TP + FN
(2.2)

Figure 2.7: Illustration of precision and recall in the context of object detec-
tion. Source: [16]

2.6.3 Precision/Recall Curve (PR Curve)

A precision-recall curve is a plot of the precision (y-axis) and the recall (x-axis)
for different thresholds [33].
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2. State-of-the-art

Figure 2.8: Example of precision/recall curve graph. Source: [33]

2.6.4 Average precision

Average precision (AP) captures the whole shape of the precision recall curve
into a single number. AP is calculated as the weighted mean of precisions
achieved at each threshold, with the increase in recall from the previous thresh-
old used as the weight. [29]

2.6.5 Mean average precision

Finally, mAP (mean average precision) is simply defined as a mean value of
average precisions for each class.

2.7 Other important computer vision techniques

2.7.1 Data augmentation

Data augmentation is one a regularization techniques that can be used for
improving the generalization of OD models. Especially when there is a lack of
data, it is a powerful technique that artificially creates variations in existing
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2.7. Other important computer vision techniques

images to expand the current data set. Transformation techniques like image
mirroring, zooming, rotating, and color-shifting help increase the model gen-
eralization and avoid overfitting. Data augmentation can be categorized into
groups:

1. Pre-processing augmentation that increases the size of the training data
set before the actual training, this is usually done when there is a small
training data set that needs an expansion

2. Real-time augmentation is usually used when we have large enough data
set, but we want to improve the model generalization. During the train-
ing process, real-time augmentation uses the mentioned transformation
techniques in mini-batches and feeds them to the model in real-time, so
there is no need to store the augmented images on disk.

2.7.1.1 Data augmentation methods

1. Flipping: flipping the image vertically or horizontally

2. Rotation: rotates the image by a specified degree

3. Random cropping: randomly crops the image into a smaller chunk

4. Color shifting: adding/subtracting to RGB channels different distortions

5. Image blurring: deliberately lowering the quality of an image by adding
blur (noise)

2.7.2 Non-maximum suppression

The problem that comes with OD is that the detector may find multiple
detections of the same object. Non-maximum suppression (NMS) [26] is a CV
technique that selects the most suitable detection out of many over-lapping
defections. The process can be described as:

1. Discarding the bounding boxes with a probability below a certain thresh-
old

2. While there is still some remaining bounding boxes:

a) Pick the bounding box with the highest probability and mark it as
the detection

b) Discard all bounding boxes that overlap ( IoU >= 0.5 ) with the
previously marked bounding box.

c) Discard the bounding box which was marked as detection
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Chapter 3
Analysis and design

3.1 Describing the problem

The problem that this thesis is trying to solve can be categorized as a custom
object detection problem. The state-of-the-art models described in section 2.4
usually detect only a fixed number of different everyday objects. The famous
example, Common Objects in Context (COCO) [19] data set on which some
state-of-the-art models are trained or evaluated consists, as the title suggests,
of objects that humans interact with often. Examples of these objects include
car, train, cow, sofa, bottle, etc. Using just the previously described models
will not work in out case since the models probably never encountered objects
like APR tank truck or push back truck and will not detect them. However,
using transfer learning, we can capitalize on this previously learned knowledge
and re-train these architectures on our custom data set, not starting from
scratch but starting where they ended using the trained weights.

3.2 Choosing the model

As the title of the paper ”YOLOv4: Optimal Speed and Accuracy of Object
Detection” [18] suggests, YOLOv4 is considered the current state-of-the-art
for the OD problem. The comparison that authors provided in the paper
suggests [18] that YOLOv4 runs twice faster than some of the other state-of-
the-art models with comparable performance. It also improves its predecessor
YoloV3’s AP and FPS by 10% and 12%, respectively [18]. The author Alexey
Bochkovskiy also released a forked Darknet repository, which provides devel-
opers with a framework for training, testing and evaluating DL models. The
newly released repository includes options for training the YoloV4 model and
also has the possibility to start training on the previously learned weights, thus
enables transfer learning. Taking these two factors into account We decided to
start with the YoloV4 model. YoloV4 also has a ”little brother”, YoloV4-tiny
[20]. The crucial distinction between the two is the network size. The size

15



3. Analysis and design

reduction improves the inference speed 8 times while maintaining roughly 2/3
of performance on the COCO data set [20]. Besides, this blog post [21] shows
that the decrease in performance can be even smaller on custom detection
tasks. The inference speed will also be an essential factor in the overall appli-
cation user experience, so we also decided to train YoloV4-tiny and compare
the results between the two in the end.

Figure 3.1: Comparison of the YoloV4 model and other state-of-the-art object
detectors. Source: [18]
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Figure 3.2: Comparison of the YoloV4 and YoloV4-tiny using AP and FPS.
Source: [20]

3.3 Application design

3.3.1 Functional and non-functional requirements

3.3.1.1 Functional requirements

1. The user will be able to input a video file.

2. The user will be able to set the inference parameters (model to use,
confidence).

3. The application will process the video and perform inference on it.

4. The application will let the user know about the estimated time to pro-
cess the video.

5. The application will output the annotated video file.

6. The application will output a timeline graph of detected objects.

7. The application will render the results in the web-browser.

8. The user will be presented with the annotated video and timeline graph
of detected objects.

9. The user will be able to pause/play/speed up the outputted annotated
video.
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3. Analysis and design

3.3.1.2 Non-functional requirements

1. The application will consists of two parts: inference running application
and visualization application.

2. The inference application will be written in Python.

3. The visualization application will be written in ReactJS.

3.3.2 Inference running application

This part of the application will handle the loading of the input video, pre-
processing it, and running inference. One of the requirements of the appli-
cation is to visualize the detected objects using the timeline graph. In more
detail: It shows when exactly the object entered the scene when the object left
the scene, and also if the previously lost object came back to the scene. This
will be achieved by implementing some object tracking algorithm. Finally, it
will output the annotated video with detected objects and the timeline graph.
This part of the application will be written in Python because of the OpenCV
library [22] that contains built-in methods for image processing and inference
running. We’ll also use the Altair statistical visualization library [23] for the
timeline graph generation.

3.3.3 Visualization front-end application

This part of the application will serve for visualizing the results of the Python
application. It will serve as a ”view only” front-end application. The user will
be presented with two pages, one rendering the annotated video (Detection
page) and the second rendering the timeline graph (Dashboard page). The
user will be able to switch between the two pages using the tab component.
It will be written in ReactJS [24] since it’s easy to setup JavaScript library for
building user interfaces that also contains built-in video players with features
such as video pausing or video speed up.
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3.3. Application design

3.3.3.1 Wireframes

Figure 3.3: Detection page wireframe

1. region for video player

2. visualization of the video progress

3. number of the currently displayed frame

4. tabs component for changing the pages
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Figure 3.4: Dashboard page wireframe

1. tabs component for changing the pages

2. timeline graph representing the detected object appearance in the video
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Chapter 4
Data set

Firstly let’s define basic terms to provide reader with a deeper understanding
of the APR dataset.

4.1 Key terms

1. Airport apron (APR) is a defined area on an airport intended to ac-
commodate aircraft for purposes of loading or unloading passengers or
cargo, refueling, parking, or maintenance [12].

2. Aircraft scene the moment when aircraft is entering or leaving APR in
a video.

3. Vehicle scene the moment when APR vehicle is entering, leaving APR,
or performing its duty in a video, that includes refueling, loading, un-
loading, and other maintenance.

4.2 Raw footage

At this time, there is no publicly available solution for detecting key APR
objects. The same goes for data set specialized for this task. Arguably this
thesis’s most important task was to acquire, clean and label raw video footage
from airport security cameras. Thus creating an adequate data set for detect-
ing key APR objects. The data set we made consists of two different sources
described in more detail below.

4.2.1 Japan airport footage

Japan airport footage - still footage from a security APR camera. The footage
was obtained from multiple days and consists of different weather conditions:
day footage, night footage, sunny conditions, rainy conditions, etc. The
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footage was provided by Profinit [14], the private company that supervised
this thesis, and it’s not publicly available. The footage is more static, and
important scenes happen sporadically. We ended up with 2 hours and 30 min-
utes of footage containing 7 airport scenes and over 50 vehicle scenes, which
translated to labeled 270 000 images.

Figure 4.1: Example of Japan source night footage. Source: [14]

Figure 4.2: Example of Japan source day footage. Source: [14]

4.2.2 Hongkong airport footage

To train a model that will be more universal and not specific to only one
APR, we decided to add one more video source. It’s similar footage to the
Japan source, but different camera angles and slightly different looking APR
vehicles. The footage comes from one day that consists of 3 aircraft scenes and
multiple vehicle scenes. Compared to the Japan source, it’s more dynamic,
and vehicle scenes happen more often. Total of 43 minutes of footage, which
translates to 50 421 labeled images. The footage was obtained from publicly
available YouTube video, which can be accessed here: [13].
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4.3. Key objects

Figure 4.3: Example of Hongkong source footage. Source: [13]

4.3 Key objects

The system needs to be able to detect key APR objects. These objects repre-
sent crucial airport vehicles that ensure the safe and successful maintenance
of the aircraft. Here is a more detailed description of all key APR objects that
our system will detect:

1. aircraft - self explanatory

(a) Japan aircraft exam-
ple 1. Source: [14]

(b) Japan aircraft exam-
ple 2. Source: [14]

(c) Hong-kong aircraft
example. Source: [13]

2. cargo-door - aircraft doors that are used for (un)loading of the luggage

(a) Cargo door
example 1.
Source: [14]

(b) Cargo door
example 2.
Source: [14]

3. jet-bridge - enclosed, movable connector which most commonly extends
from an airport terminal gate to an aircraft
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4. Data set

(a) Jet bridge example 1. Source:
[14]

(b) Jet bridge example 2. Source:
[13]

4. tank-truck - vehicle that is used for fueling the aircraft or supplying it
with electricity

(a) Tank truck supplying electric-
ity. Source: [14]

(b) Tank truck supplying fuel.
Source: [14]

5. cargo-truck - special vehicle that is used for moving the cargo-boxes

(a) Cargo truck example 2.
Source: [14]

(b) Cargo truck example 2.
Source: [14]

6. push-back-truck - vehicle that carries out the pushback procedure
- aircraft is pushed backwards away from an airport gate by external
power
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4.3. Key objects

(a) Push back truck example 2.
Source: [14]

(b) Push back truck example 2.
Source: [14]

7. luggage-loading-truck - vehicle that is used for (un)loading the lug-
gage through the cargo-door

(a) Luggage truck example 1.
Source: [14]

(b) Luggage truck example 2.
Source: [14]

8. cargo-box - container used for storing luggage or other aircraft material

(a) Cargo box example 1.
Source: [14]

(b) Cargo box example 2.
Source: [13]

9. basic-truck - normal car that operates on APR
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(a) Basic truck example
1. Source: [13]

(b) Basic truck example
2. Source: [13]

4.4 Image labeling

After the extraction of frames (images) from the raw video footage, they
needed to be labeled.

4.4.1 Labeling format

Since we’ll be training models using the Darknet framework [15] and as the
documentation suggests, the labelling format needs to follow specific rules.
Every training image in the data set needs to have accompanied label .txt file
with the same name and every line in that file represents class number and
bounding box coordinates per each present object in a following format:

1. <object-class> <x-center> <y-center> <width> <height>, where:

a) <object-class> - integer class number from 0 to (# of classes-1)
b) <x-center> <y-center> <width> <height> - float values relative

to width and height of image in range: (0.0 to 1.0]

c) <x-center> <y-center> - center coordinates of a bounding box
d) <width> <height> - width and height of a bounding box

4.4.2 Labeling tool

The labeling process was done using the CVAT video annotating tool, available
at cvat. As the documentation [17] states: “CVAT is free, online, interactive
video and image annotation tool for computer vision. It is being used by our
team to annotate million of objects with different properties.”

4.5 Train/test/valid split

Since the images came from consequent video footage, splitting them into the
training, testing and validation set randomly would not be a good idea. It
could split very similar images into both training and testing sets. This means
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4.6. Image pre-processing

that the model will be evaluated on the images it has already seen before, and
the results will be skewed. Therefore we decided to cut out two different 15
min parts of the video containing multiple scenes and proclaimed them as
testing and validation set. The rest of the labeled footage was used for the
training set.

4.6 Image pre-processing

4.6.1 Frame filtering

Since the footage from both sources is mostly still, and crucial scenes happen
erratically, we decided to filter out the frames in a specific way so that the
data set doesn’t contain multiple similar images. The filtering algorithm can
be described in a few steps:

1. Manually find where the scene doesn’t change for a long period of time
(more than 3 min.) and cut this footage completely

2. Manually find where crucial aircraft scenes happen and keep only every
10th frame of this footage

3. Manually find where crucial vehicle scenes happen and keep only every
30th frame of this footage

4. Keep only every 50th frame from the rest of the training video

5. Keep only every 10th frame of the testing/validation video

This process radically shrank the data set’s size, just for example: from pre-
viously annotated 320 421 images, we ended up with 8103 images.

4.6.2 Image augmentation

Considering the previous point, numerous hours of labeled video footage was
needed and since it’s a very time-consuming task, We decided to apply data
augmentation techniques. We performed 5 different image augmentation tech-
niques only on the training data set which in the end quintupled the size of
it. Used techniques:

1. Vertical flip
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Figure 4.13: Original image.
Source: [13] Figure 4.14: Vertical flip performed

2. Horizontal flip

Figure 4.15: Original image.
Source: [13]

Figure 4.16: Horizontal flip per-
formed

3. Horizontal and vertical flip at the same time

Figure 4.17: Original image.
Source: [13]

Figure 4.18: horizontal and vertical
flip performed at the same time

4. Blurring of the image
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Figure 4.19: Original image.
Source: [13] Figure 4.20: Blurring performed

5. Raising hue value

Figure 4.21: Original image.
Source: [13]

Figure 4.22: Raising hue value per-
formed
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Chapter 5
Realisation

5.1 Model training

5.1.1 Training environment

For the training of the models, we used the Darknet framework. Darknet [27]
is an open-source neural network framework written in C and CUDA. It is fast,
easy to install, and supports CPU and GPU computation. More specifically
we used Alexey Bochkovskiy’s fork [15] of Darknet that includes many im-
provements and options to train more recent models. Both proposed models
were trained on GPU Tesla V100 using the Research Center for Informat-
ics [37] cluster which provides CTU students with access to a very expensive
hardware.

5.1.2 Model adjustment

In order t train the models in the Darknet environment, model needs to be
defined in a numerous separate files:

1. model.names - defining category labels, one label per line

2. train.txt - containing paths to all training data, one image path per
line

3. test.txt - same, but for testing data

4. valid.txt - same, but for validation data

5. model.data - defining the number of classes and paths to all other model
files

6. model.cfg - defining the architecture of the model

31



5. Realisation

We based the architecture model.cfg file on the original YoloV4.cfg file [28].
However, as the documentation [15] suggests: for training a custom object
detector with a custom number of classes some changes need to be made:

1. set param batch = 64

2. set param subdivisions = 16

3. set param max batches = num of classes ∗ 2000

4. change network size set param width = 416 set param height = 416

5. set param steps = 80%, 90% of param max batches

6. set param classes = num of classes in each Yolo layer

7. set param filters = (num of classes+5)∗3 in each convolutional layer
before the Yolo layer

The same process was repeated for YoloV4-tiny with minor changes. All
configuration files are accompanied in the repository. Darknet has the ability
to start the training process on already pre-trained weights, thus enabling
transfer learning. For both YoloV4 and YoloV4-tiny we downloaded the pre-
trained weights for the convolutional layers available at [15].

5.1.3 Model training

The models in Darknet are trained using the command: ./darknet detector
train <path to data file> <path to cfg file> <path to weights> -map.
YoloV4 and YoloV4-tiny were trained on 10 000 and 4000 iterations respec-
tively.
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5.1. Model training

Figure 5.1: Custom YoloV4 train loss across epochs chart

Figure 5.2: Custom YoloV4-tiny train loss across epochs chart

Using the flag -map in the training command, Darknet will compute the
mAP on validation data set for each 4 epochs, where epoch = number of
training images/batch size and automatically chooses the weights where
the mAP was the highest and saves them.
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Figure 5.3: Custom YoloV4 mAP (validation data) across epochs chart

Figure 5.4: Custom YoloV4-tiny mAP (validation data) across epochs chart

It seems like the models learned the characteristics of the data in the first
≈ 2000 iterations and after that reached the performance ceiling.

5.1.4 Model evaluation

Models where evaluted using the mAP described in section 2.6.5 on testing
data.
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5.2. Implementation

Metric YoloV4 YoloV4-tiny
mAP test 67.72% 64.25%

FPS(Tesla V100) 90 369

YoloV4-tiny has a slightly lower mAP, but the increase in the FPS perfor-
mance is significant (4x). Therefore YoloV4-tiny seems like a better candidate
to be deployed into the application. However, both models are included in the
implementation and user can choose which one to use.

5.2 Implementation

This section describes the implementation of proposed framework in Section
3.3. The back-end side of the application is written in Pyhton with the de-
pendence on other libraries, such as OpenCV [22], Altair.io [23] and Clodsa
(library for data augmentation) [30]. The main functionality is divided into 5
modules:

5.2.1 Module constants

The module contains definitions of constants used in the application, including
paths to model configuration files and various parameters for used algorithms.

5.2.2 Module create dataset

The module handles the creation of the data set described in section Chapter
4. In more detail, it:

1. extracts the frames from the video files

2. extracts annotations from the annotation tool

3. binds the frames with annotation files

4. tests if the annotations match the correct frames and the correction of
labelling format

5. handles filtering described in (4.6.1)

6. handles data augmentation described in (4.6.2)

7. splits the data into training/testing/validation sets as proposed in (4.5)
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5.2.3 Module model

It handles model building, image inference, drawing the detections into the
image and comparing the detections against grounding truths for testing pur-
poses. The model includes:

1. class BBox - represents the bounding box.

2. class Detection - represents only one detection in image.

3. class Inference - represents one inference made by the model, con-
taining multiple detections. It implements the non-maximum suppres-
sion described in (2.7.2) and handles the drawing of detections into the
image.

4. class Model - represents the trained model, handles model re-construction
from configuration files and creates the Inference instance.

5. class Model - represents the trained model, handles model re-construction
from configuration files and creates the Inference instance.

6. class GroundingTruth - represents the grounding truths labels loaded
from annotation files for testing purposes.

7. class Tester - tests and compares the detections made by the model
against the grounding truths.

5.2.4 Module object tracking

The module contains two classes:

1. class VisDataPoint - representing one tracked object in the scene

2. class Tracker - implements the centroid tracking algorithm described
in (2.5.1)

Also the test tracker function for testing of the Tracker logic is included.

5.2.5 Module app

Includes one class App that handles the overall running of the application,
collects the arguments inputted by user, loads the chosen model, sets the
parameters, loads the video file and generates the annotated video and timeline
chart.
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5.2.6 Input arguments

The application can be evoked by running python app.py -m <model type>
-i <path to input video> -s <frequency>. Meaning of this arguments:

1. -m, --model - type of the model to be loaded, either ”tiny” for YoloV4-
tiny or ”yolov4” for YoloV4, default=”yolov4”

2. -i, --input - path to the input video file, required

3. -f, --freq - integer number that sets how often will the inference be
performed, it will be run only on every n-th frame for speed improve-
ment, default=1 (every frame).

5.2.7 Output of the application

After the the whole video file is processed, the application generates the an-
notated video with detected object accompanied with the timeline chart.

Figure 5.5: Outputted annotated video with detected and tracked objects
(using video that the model has not seen before)

5.2.8 Visualization

The front-end part of the application serves as a visualization tool for ren-
dering the results generated by the Python app in a web browser. The main
page consists of two tabs: Detection tab - rendering the annotated video and
Dashboard tab rendering the timeline chart. It is written in ReactJS [24],
and it was build using the create-react-app tool [31] which according to the
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documentation [32] is a comfortable environment for learning React, and is
the best way to start building a new single-page application in React. After
the generation of the annotated video and the timeline chart by the Python
application, the results can be shown in the browser by command: npm start
in the front-end/my-app directory of the repository.

Figure 5.6: Detection tab, visualizing the annotated video in the browser

Figure 5.7: Dashboard tab, visualizing the timeline of detected objects in the
browser
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Conclusion

During the course of this thesis, we described the main goals and researched
the current state-of-the-art methods and models that could be used for reach-
ing these goals. We created the custom airport apron data set and proposed
two different models: YoloV4 and YoloV4-tiny. We trained them on this newly
created data set and evaluated the results. The models were then deployed
into the application that was designed, implemented, and tested. Resulting in
the final application that can process APR recordings and automatically de-
tect the present key objects. In addition, the application generates a timeline
chart with detected objects and renders the results in the web browser.

Discussion

The proposed models seem like a good fit for the airport environment since
they can accurately detect the key APR objects in the scenes that the models
have never seen before. However, it will be interesting to see how the models
will perform on a significantly different APR recordings.

Proposed Improvements

A real-time camera system could be implemented since the FPS on GPU
match the real-time requirement. Besides, used object detectors could be
replaced with different models or even with Action Recognition models [38] to
figure out if they are applicable for the airport environment.
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Appendix A
Acronyms

AI Artificial intelligence

DL Deep learning

CV Computer vision

IC Image classification

SEM Semantic segmentation

OD Object detection

IS Instance segmentation

APR Airport apron

OT Object tracking

mAP Mean average precision

AP Average precision

FP False positive

FN False negative

TP True positive

TN True negative

NMS Non-maximum suppression

CNN Convolutional neural network
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Appendix B
Contents of enclosed SD

readme.txt........................the file with SD contents description
models ................................ the directory with saved models

yoloV4.......................the directory with saved yoloV4 model
yoloV4.cfg....... .cfg file containg the configuration of the model
yoloV4.weights ............... the file containing trained weights

yoloV4-tiny.............the directory with saved yoloV4-tiny model
yoloV4-tiny.cfg . .cfg file containg the configuration of the model
yoloV4-tiny.weights..........the file containing trained weights

letisni-stojanka..the github repository containing the source codes of
the application
thesis.pdf..............................the thesis text in PDF format
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