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Abstrakt

V této praci navrhujeme novou metodu pro nalezeni co nejkratsi cesty ve 3D s omezenym
polomérem zataceni a ihlem naklonu zaloZenou na nelinedrnim programovani. Metoda rozdéluje
cestu na predem stanoveny pocet segmentd. NavrZena formalizace umoziuje popis kruhovych
oblouki i rovnych segmentii pomoci stejnych rovnic. NavrZzend optimaliza¢ni metoda dosahuje
zlepSeni i oproti nejleps$i dostupné heuristické metodé. Rozdil vici dolni mezi je zhruba o
25% nizsi. Vypocletni Cas je zavisly na poctu segmentd, pro 100 segmenti Cini pfiblizné 1
sekundu. Pouzity Ipopt solver konverguje vyrazné rychleji pro nizsi pocty segmentd, za cenu
horsich vysledkd. Navrhovanad formulace je déle rozsifena tak, aby pokryla variantu problému,
ve které je kromé vstupni a vystupni konfigurace zaddna také mnoZina bodu v prostoru, kterymi
musi vyslednd cesta prochdzet. Vysledky pro tuto variantu problému jsou srovnatelné s vysledky
vzorkovaci metody pouzité jako referencni feSeni, ale navrhovand optimalizace jich dosdhne v
podstatné krat$im Case.

Klicova slova: Dubinsova cesta, 3D Dubinsova cesta, Planovani trajektorie, Dubinsova cesta s
vice cili
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Abstract

In this thesis, we propose a novel non-linear programming approach to the problem of finding
the shortest path in 3D space under the turning radius and pitch angle constraints. The path is
divided into a number of segments in 3D space. The proposed formalisation enables to encode
straight segments as well as circular arcs using the same equations. Even when initialized by the
best-known heuristic method, the optimization is able to reduce the lower bound margin by about
25%, with computational times around one second using 100 segments. The computational time
is greatly dependant on the selected segment count. The utilized Ipopt solver converges signifi-
cantly faster for lower segment counts, at the cost of worse solutions. The proposed formulation
is also extended to cover a variant of the problem, in which the path has to visit a number of lo-
cations in a given order. This extension achieves similar results as the sampling-based reference
solution with much shorter computational times.

Keywords: Dubins path, 3D Dubins path, Trajectory planning, Multi-goal Dubins path
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Chapter 1
Introduction

The goal of this thesis is to find the shortest path between two configurations in 3D space, under
the constraints of maximum turning radius and minimal and maximal pitch angle. The original two-
dimensional variant of this problem was first addressed by L. E. Dubins in in 1957. Such a path is,
for example, the path of a simplified model of a car that can go only forward or the path of a train. The
three-dimensional variant of the problem could be used to describe the trajectory of a fixed-wing aerial
vehicle, such as an airplane or unmanned aerial vehicle (UAV). The work of L. E. Dubins addresses
the problem of finding the optimal path in a 2D plane. He proved that the optimal path consists of
three segments and has either the form CCC, or CSC, where C stands for a circular segment, and S
stands for a straight segment. Furthermore, the circular segments have curvature equal to the maximal
curvature.

The 3D variant (see Figure 1) of the problem has come into focus later for the purposes of trajec-
tory planning for unmanned aerial vehicles. Current heuristic methods can find feasible solutions, but
the solutions are not optimal. The currently best heuristic method (to the best of the authors” knowl-
edge) is the decoupled approach [2]]. This method solves the horizontal and the vertical parts of the
path separately and then joins the two results into one path.

— Reference Solution

—— Optimization Result

Sampling

Figure 1: Example of a 3D Dubins path found by the proposed optimization (black curve) compared to
reference solution (Blue curve). The proposed method is able to generate curves closer to the curvature
limit.

In this work, we propose a novel non-linear programming (NLP) formulation of the problem,
which is utilized to improve existing solutions. The proposed formulation divides the path into a large
number of segments, where each of those segments is a circular arc in 3D space or a straight line. This



1. Introduction

formulation can approximate any feasible curve. The precision of the approximation depends on the
segment count. An example of a result of this optimization compared to a reference solution generated
by the decoupled approach is shown in Figure 1. A part of this work was already submitted to the
European Conference of Mobile Robots (ECMR 2021), and is currently awaiting a review [3]]. The
proposed NLP-based optimization approach is also extendable to cover other variants of the problem.
One of those variants is presented in this work. In addition to the initial and final configurations, the
curve visits additional points in a given order.

The rest of the thesis is organized as follows. Existing methods for solving this problem are
presented and discussed in Chapter 2. The original 2D variant of the problem is presented. The 3D
variant is presented next. Chapter 2 also covers the extension of the problem to cover multiple points
and the heuristic methods used to solve this problem. Chapter 3| presents a formal formulation of
the problem for the 2D and 3D variant as well as the Multipoint extension. The proposed approach is
presented in Chapter 4, and a new formulation is introduced, and the formal optimization is built. Each
of the constraints of this optimization is discussed more in-depth, as well as the different initialization
methods. The formal optimization task is extended to cover the multipoint extension of the problem.
The results of this approach are shown and discussed in depth in Chapter 5. The improvement over the
reference solution is presented. Lastly, Chapter 6 offers a summary of the whole work and the results.



Chapter 2
Related Work

This chapter presents existing approaches to the Dubins path problem and its variants. The original
2D variant of the problem is presented first, followed by the extension of the problem to 3D and to
cover multiple points. A short description of the optimization method used in this work is presented
at the end of this chapter. The works within each section are presented in chronological order.

B 2.1 2D Dubins Path

The problem of finding the shortest path with a bounded curvature in a plane was first posed by Andrey
Markov at the end of the nineteenth century. The optimal solution of this problem was found in 1957
by L. E. Dubins [[T]]. He showed that for any input configurations, the optimal path consists of three
segments. Each of those segments is either a straight line or a circular arc. Moreover, the optimal path
can be only one of two types: CCC or CSC (C stands for curve segment, and S stands for a straight
segment). It was also shown that each of the curved segments has a turning radius equal to the minimal
turning radius. An alternative proof of this using optimal control theory was presented in [4]. Other
approaches to the solution of the problem were also explored. Notably, in [3]], the path segments were
reformulated so that both the straight segments and the circular arcs could be represented using the
same formula, which enables the formulation of the problem as an optimization problem. Also in [5],
a transformation of the problem was presented, which shows the symmetries of the problem.

B 2.2 3D Dubins Path

The Markov-Dubins problem was considered in 3D as well. With only the curvature constraint, if
the two configurations are sufficiently far apart, the optimal curve has two curved segments at both
ends and a straight segment between them, similarly to the 2D variant. Unlike 2D, the two curves will
likely not be in the same plane. A geometric solution of this variant of the problem was presented
in [[6]] and [[7]).

An extension of the Dubins car to a Dubins airplane was presented in 2007 in [[8]]. A new constraint
for the pitch angle was introduced. This limits how steep climbs and dives a Dubins airplane can
perform, which is motivated by the limitations of real-world airplanes. This work also presents an
analysis of the problem. The individual input configurations are divided into three categories based
on the altitude difference, and each of the categories is considered separately. The three heuristics are
based on finding the necessary length of the path so that the pitch angle constraint is met and then
finding a feasible two-dimensional path of that length. Note that the pitch angle of the initial and final
configurations is not considered in [[]] .

Later works on the subject of 3D Dubins path with the pitch angle constraint include the initial
and final pitch angle as part of the problem. In [[6]], a numeric solution to the problem is presented.
The authors claim to have found the optimal path. However, this claim is not supported by any proof.
Furthermore, the computational times are very high in comparison to the other methods.

A number of heuristic approaches to the 3D Dubins path problem were proposed. In [9], the path
was composed of three parts. The middle part is very similar to 2D Dubins curves (if the altitude
difference is not too great), while the other two parts coped with the pitch angle change. A common
method of dealing with significant altitude differences are helix curves [I0]l, [9], [T1]l, [8]. A helix



2.3 Multipoint 3D Dubins Path

curve is used in order to mitigate the height difference of the two points, and a simple 2D Dubins
curve can then be used for the rest of the path. In [12]], a completely different approach was presented,
utilizing Bézier curves to find a feasible path.

One of the most recent heuristic methods is the decoupled approach [2]]. Since this method is used
as a reference solution for testing the optimization presented here, it will be presented in more detail.
The general idea of this method is that the final path can be split into its vertical component and its
horizontal component, and those are computed separately. A 2D Dubins curve of the projection of
the input configurations into the xy plane is computed as the horizontal part. Its length is then used
as the = coordinate in the vertical part of the curve. The y coordinates of the two points are set to
the z coordinates of the points of the initial problem. If the pitch angle constraint is met, those two
paths joined together form the resulting 3D path. Otherwise, the turning radius of the horizontal path
is increased, which in turn increases its length and the distance of the two points in the vertical part of
the path. In [2]], a lower and an upper bound for the 3D Dubins path are also presented. The results of
this method are very close to the optimum, as is shown by comparison with the proposed lower bound
and has low computational time. It capable of generating paths less than 1% from the lower bound
when the points are far apart or (in some cases) when the altitude difference is the limiting factor. The
main shortcoming of the decoupled approach is the curvature. The reason for this is that the curvature
in a given point depends on both the turning radius of the horizontal part and the turning radius of the
vertical part in that point. Those radii are selected and fixed for the whole curve and thus need to be
selected in a way that works even for the worst case. Therefore the curvature of the path is sub-optimal
and can be optimized.

B 2.3 Multipoint 3D Dubins Path

The multipoint variant of the problem can be seen as a sequence of 3D Dubins paths. Thus, the
challenge of finding the optimal heading and pitch angles for the inner points arises. Note that most
of the works and algorithms presented here are dealing with the 2D variant of this problem. Since
the optimal solution to the 2D Dubins path problem is known and is fast to compute, the Multipoint
2D problem can be reduced to finding the optimal heading angles for the inner points. Arguably, this
could also be said about the Multipoint 3D problem, but since there is no known optimal solution for
the 3D Dubins path problem, even if there was a method that could find the optimal heading and pitch
angles, it could not find the optimal path.

One of the first works addressing the problem of finding a Dubins path visiting additional locations
was [[13]]. It considers two variants of the problem: the more common variant where the sequence of
the points is known in advance, and an on-line variant, where only the directly next point is known. A
simple approximation of the optimal curve is presented together with a proof of its 5.03 approximation
factor.

Several other heuristics were presented in other publications. In the works and [[15]], an
alternating algorithm is proposed. This algorithm selects the heading angles so that every even segment
is a straight line. A similar algorithm is the mean algorithm presented in [16]]. The mean algorithm tries
to minimize the usage of CCC style Dubins curves. It does so by selecting the segments close enough
that a CCC style curve might be necessary and setting their heading angles so that they are straight.
The remaining angles are then estimated as the mean of the direction vectors from the previous point
and the direction to the next. The algorithm presented in is similar to the mean algorithm. The
difference is that instead of using mean and setting the segments that are too short to straight lines, it
uses weighted mean. The weight used is based on the distance of the points and the turning radius.
In and [[19]}, two lower bounds based on relaxation of the restrictions are presented.

Another heuristic is the sampling-based method. In this method, some angles are sampled for
every point, and then for every pair of consecutive points, the length of the 2D Dubins path is com-

4



2.4 Non-Linear Programming

puted. The result is then constructed as the shortest possible method from those precalculated paths. A
variation of this approach utilizing dynamic programming is presented in [20]. This method has good
results and is quite fast in 2D. Another variation of this method is proposed in [21]. This algorithm
does not use uniform sampling but instead explores only areas which seem promising, based on the
lower bounds presented in and [[18]]. This can greatly reduce the number of samples and thus the
computational time.

The mentioned algorithms were designed for 2D, but most of them could be extended to 3D as
well. In terms of time requirements, the methods based on selecting the heading angles, such as the
alternating algorithm or the mean algorithm, would not change at all. On the other hand, the sampling-
based methods would be slower because the pitch angle needs to be sampled in addition to the heading
angle. This increases the number of necessary samples and thus the computational times.

B 2.4 Non-Linear Programming

The goal of this work is to formulate the 3D Dubins path as a non-linear optimization problem. A
non-linear programming (NLP) problem is an optimization task of the variable x € R"™ where the
objective function f (x),R™ — R or some of the constraints g («) are non-linear. The general form
of the problem could look like this:

Problem 1 (General NLP)

Inin f (z) )]
S.1.

a’ <g(z) <a¥ 2)

xL <x< :cU, 3)

where x are the optimization variables, 2’ and U are the lower bounds, and g (x) with the values
gV and gV are the constraints.

There exist several optimization solvers for solving NLP problems, such as Ipopt [22]], Artelys
Knitro [23]], NLopt [24], SCIP [23]. In this work, the Ipopt solver was used. This solver uses the
Interior point method to solve NLP problems. The general idea behind this method is to include
the constraints of the problem in the objective function using a barrier function. The value of this
function is infinity at the edge of the feasible region, and it is undefined outside of it. This results in
an auxiliary problem with optimum arbitrarily close (depending on the scaling of the barrier function)
to the original optimum. As this parameter approaches zero, the optimum of the auxiliary barrier
problem approaches the optimum of the original problem. The whole problem is then solved as a
sequence of auxiliary barrier problems with decreasing barrier parameters. Each of those problems is
initialized by the result of the previous one, which is (depending on the outer step size) very close to
the optimum, and thus converges quickly.

This method can be used to solve any problem in the same form as Problem 1 [22]]: Any problem
defined this way can be reformulated using slack variables so that it has only equality constraints
and variables with only lower bounds equal to zero. This formulation can then be used in the barrier
function. This method was initially developed for convex linear problems. It is capable of solving
linear problems with thousands of variables and constraints. It was so successful that it was eventually
modified for non-linear and non-convex problems as well.
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Chapter 3
Problem Statement

A Dubins path is the shortest path between two points with the initial and the final orientation of
the vehicle given, satisfying a set of constraints. This problem can be formulated in a 2D plane (as
solved by L. E. Dubins, [[I]]) or 3D space, e.g. [10]. While the formulations are similar, the difference
is not only the space dimensionality. Both 2D and 3D formulations impose a curvature constraint. In
addition, the formulation in 3D then poses the pitch angle constraint.

B 3.1 2D Dubins Path

The 2D Dubins path is an optimal path between two configurations in a plane, with given maximal
curvature. The configuration g of the vehicle is expressed using the = and y coordinates and the
heading angle ¢, i.e., ¢ = [x,%, #]. The configuration space is Cop = R? x S with two coordinates
and an angle. Let gr,gr € Cyp be the initial and the final configuration. A Dubins path in 2D is a
path between configurations gr and gg, such that the curvature of the curve is smaller than or equal to
a given maximal curvature K4, at every point on the path. The motion of the Dubins vehicle along a
Dubins path with a given constant forward speed v can be expressed using the following equations

& cos (¢)
=y =v|sim(s)], @)
¢ u1

for control input u; limited by the maximal curvature K,qz
|’LL1| < Kmaz- (5)

The goal is to find a path y({) : [0, \] = Cyp, where X is the minimized length of the path for the
given speed v. The whole problem can then be formulated as follows:

Problem 2 (Dubins Path 2D)

min A (6)
v
subject to:
7(0)=a (7)
7 (A) = ar (8)
Equations (4), (5) )]

B 3.2 3D Dubins Path

The Dubins path in 3D is an extension of the Dubins path in 2D. All the constraints of the 2D Dubins
path still hold, and a new constraint is introduced. In 3D, the configuration is given by three coordi-
nates z, y and z, and two angles, heading angle ¢, and pitch angle ¢: ¢ = [x,y, z, ¢, 9] € Csp. The
3D configuration space Csp = R? x S? consists of three coordinates, the heading angle and the pitch
angle. The heading angle is the angle in the xy plane, and the pitch angle is the vertical inclination of
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(a) An example of a CSC 2D Dubins curve (b) An example of a CCC 2D Dubins curve

Figure 2: Examples of Dubins curves. Curved segments are highlighted in red, straight segments in
blue. The values wy and wr are the initial and final heading angles.

the vehicle. Similarly to 2D, a 3D Dubins curve is a curve from an initial configuration to a final con-
figuration, which satisfies the same curvature constraint as a 2D Dubins curve. However, an additional
constraint is introduced in the pitch angle constraint

wk S sz'm wmaz]- (10)

The pitch angle constraint limits the dive/climb of the vehicle. As in 2D, we can express the
motion of the vehicle given a constant forward speed v

& cos (¢) cos (¢)
Y sin () cos (1)
g=|z| =v sin (1)) , (11)
¢ Uy
0 uy

for some control inputs u; and uy and a constant forward speed v. The two control inputs need to
meet the curvature limit

\/u% cost () + u2 < Kmaz- (12)

Notice that the equations for x and y coordinate derivatives are very similar to the equations in 2D.
The only difference is the dive/climb correction. If vertical movement is forbidden, the equations (11)
and (12) are reduced to their two-dimensional equivalents, equations (4) and (5).

The resulting path is a parametric curve v(¢) : [0, \] — Csp. Again, a feasible path has to have
continuous first derivatives and satisfy both the turning radius constraint and the pitch angle constraint.
The Dubins path is the shortest feasible path between the two input configurations. The problem can
be formulated as an optimization problem, similarly to 2D:

Problem 3 (Dubins Path 3D)

min \ (13)
v
subject to:
7(0) =aq (14)
v(A) =qr (15)
Equations (10), (11), (12) (16)
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B 3.3 Multipoint 3D Dubins Path

The Dubins path problem can also be extended to visit some given number of points or locations along
the way. In this extension, the problem parameters are the initial and final configurations g; and g,
and an ordered set of points P = (p1,...,Pn),P1,---,Pn € R3 for some n > 1 (for n = 0 the
problem would be reduced to the 3D Dubins path). The heading and pitch angles ¢ and v of the
points are not given. A simplified example of such a curve in 2D with one point visited is depicted in
Figure 3.

Figure 3: A simplified example of a 2D Multipoint curve, with one additional point visited. The initial
and final configurations gy and gr, and the visited point p; are labeled.

All the Dubins 3D path constraints, the turning radius constraint, and the pitch angle constraint,
still apply. A feasible solution would then be a set of paths «;(l) : [0, A;] — Csp, such that all the
provided points were visited in the given order, and ~y; (\;) = 7;+1 (0), the final configuration of one
path is the initial configuration of the next. For a path ~;, the initial position ~; (0)** = p; and the
final position ~y; (A;)*™¥* = p;+1. The notation a®¥# used here represents the x, z and z component
of the vector a. Additionally, for v; and v, the heading angles ¢; and ¢r, and the pitch angles
and v are also known: ;1 (0) = gy and y,,+1 (An+1) = gr. The goal is to minimize the total length:

Problem 4 (Multipoint Dubins 3D Path)

n+1
n;lin; A (17
Subject to:
71 (0)=a (18)
Yn+1 (Ant1) = gF (19)
Yi ()\z) = Yi+1 (0), 1= 1,...,n (20)
vi (AN)Y =p;, i=1,....n (1)
Equations (10), (11), (12) (22)

This results in n + 1 paths. The initial configuration of each path is the final configuration of
the previous one, which means that the joined path is continuous and has continuous first derivatives.
Those paths together then form the desired multipoint Dubins path. Note that this formulation of the
problem assumes that the solution for the Problem 3 is known.
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Chapter 4
Proposed Method

In this chapter, we propose a novel approach to the 3D Dubins Path problem that determines the
problem as a Non-Linear Programming (NLP) optimization problem. For this, a new parametrization
of the path is necessary.

The proposed parametrization divides the curve into a number of segments. Each of those seg-
ments is a circular arc in 3D or a straight line. This means that the curvature parameters, the turning
radius, and the origin of the arc stay the same within each segment. A path is represented by a large
number of segments. Any path can be approximated using this parametrization. The precision of the
approximation increases with increasing segment counts.

Both curved and straight segments are well defined by their initial and final direction vectors w;
and w;1, and the distance between their ends. However, instead of the distance, a distance multipli-
cator d is used. This multiplicator is defined so that

w; + w;
PF=p1+ <2+1> d;, (23)

where pr and pr are the initial and final points of the segment. Notice that for straight segments, the
multiplicators are equal to the length of the segment. Figure 4 offers a simplified example of a curve
split into segments.

qF
We 5

Figure 4: A simplified example of a curve between configurations gr and g split into segments. The
direction vectors w; are shown in red. Green lines connect the ends of each segment to the origin of
the turn.

From those values, the initial and final direction vectors, and the distance multiplicator, the cur-
vature parameters of the segment can be determined. Within a segment, the path itself is then an
interpolation between the two vectors situated in space. For each segment, the final direction vector is
the initial direction vector of the next segment. This ensures that the curve is smooth.

The whole curve can then be defined as a sequence of such segments. This can in turn be repre-
sented as a sequence of distance multiplicators d; € R,d; > 0,7 = 1,...,s and the direction unit
vectors w; € R3, i =1...,s+ 1. Thus, the i-th segment is described by the vectors w; and w; 41
and the distance multiplicator d;. Given the heading angle ¢; and the pitch angle v;, the vector w; is
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computed as follows:
cos () cos (¢i)
w; = |cos (¢;)sin (¢;) | - (24)
sin ()
The objective function is defined as the length of the path that is minimized as defined Problem (3)
The length of the segment is computed from the angle change o and the curvature «:

L= 25)
K
The angle change «; in the segment can be computed from the dot product of the two vectors w; and
Wi41-
a; = arccos (w; - Wit1) (26)

and from «; and the distance multiplicator d, the curvature is determined:

tan (%)
QT. 27)

R =

The angle change o from equation (26) can be substituted into equation (27), and the result can be

transformed into
V1—w;-w;
Ky =2 ik 28)
di\/1+ w; - wiqq

Combining equations (25), (26), and (28), the length of a segment can be computed using the following

formula:
v/ 1+ W; - Wi41 (29)
VI—wi wigr

Notice, that the equations (25) and (29) are undefined for segments with x; = 0. In equation (25), no
curvature would lead to division by zero. In equation (29) no curvature would lead to w; = w;41 and
w; - w;y1 = 1 which would again lead to division by zero.

Based on the equations describing the individual segments, the optimization formulation can be
constructed. In the following equations, the notation w?® for the x coordinate of vector w has been
used. Similarly, for the y and z coordinate and the position part of a configuration q: g*¥*. Based on
the previously derived equations, we can finally formulate the optimization as

L; = EZ arccos (w; - Wiy1)

Problem 5 (NLP Formulation for Dubins 3D Path)
S

min y  L;, (30)
i=1
subject to:
lws| =1, i=1,...,s+1, (31)
dz

1—w;- wz+1< 4 maa:(1+wi'wi+1)7 i:17"'157 (32)

w; € [sin (Vmin) ysin (Umaz)], i=1,...,8+1, (33)
a:yz + Z ( wj + wJ+1)d]) _ q}:?yz’ (34)

d;—
’1:m,¢:1w“§—1, (35)
d;

W1 = Winit, (36)

Ws41 = Winal- (37)

12



4.1 Objective Approximation

The constraint (31) constrains all direction vectors to be unit vectors. This restriction does not
constraint the problem in any way, and it simplifies the other constraints. The turning radius constraint
(32) limits the curvature of the path so that it is less than k.4, the maximal curvature given as a
parameter. This constraint is derived from the equations (28). The equation was squared for conve-
nience, and both sides were multiplied by the denominator. The pitch angle constraint (33) ensures
that the pitch angle lies within the specified range, [¥min, Ymaz)-

The end point of the path is constrained by the end configuration constraint (34). It constrains
the final point of the path constructed using the current values of the optimization variables. The
endpoint of each segment can be computed by multiplying the mean of the two vectors by the distance
multiplicator of the segment and adding that to the initial point (23). The endpoint of the whole curve
is then the sum of all the means multiplied by their respective multiplicators plus the initial point of
the curve qj.

The ratio constraints (35) ensure that the ratios between the distance multiplicators do not change.
The values p; are selected upon initialization and stay constant throughout the optimization. They
represent the ratios between the individual multiplicators of the segments. This constraint ensures that
no segments collapse to zero length, which would effectively reduce the number of segments.

The initial and final vectors are compared to the input configurations using the initial vector con-
straint (36) and the final vector constraint (37). Those two constraints bind the vectors wy and w41
to the initial and final vectors of the initial and final configurations w? and w9, computed using the
equation 24/ from the input configurations g; and gr.

B 4.1 Objective Approximation

The actual lengths of the segments as formulated above in equation (29) are undefined for straight
segments and thus cannot be used in the code. One solution would be to use its Taylor series. However,
for sufficiently high segment counts, a simpler approximation is also accurate enough:

With this approximation, the objective function is a sum of the distance multiplicators, which are
directly used in the whole optimization. This makes it much simpler than the proper path length we are
trying to minimize. The curve and the approximation of the objective function get more precise with
increasing segment counts. With increasing segment counts, the angle change between consecutive
vectors gets smaller. This can be expressed using the following equation:

lim w; - w41 = 1, 39)

S§—00

We can substitute p = w; - w;41 into the equation (29). As p approaches 1, it can be shown that

;

. d; 1+p
L~ ph_>m1 EZ arccos (p) =

= d;. (40)

S

This means that in the limit, the multiplicators d; approach the actual length of the segments. In-
tuitively, this makes sense. For a straight segment, the multiplicator is equal to its length. With
increasing segment count, the angle change within each segment approaches zero. Thus, its length
approaches the value of the multiplicator.

B 4.2 Choosing Initial Optimization Values

This problem is greatly dependent on the initial values provided to the optimization. Without any
initialization, the solver would very likely converge to either a sub-optimal solution or no solution at

13
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all, and would need a lot of iterations to do so. This basically means that it is necessary to provide
a high-quality solution to initialize the optimization with. If the initial solution is close to a local
optimum, the optimization may converge to that point instead. Note that the initial solution does not
need to be a feasible path. If some of the constraints are violated, the optimization is still likely to
converge. An initialization with all the constraints violated might still converge but is much more
likely to fail than one that is close to feasible.

The values of variables d;,7 = 1...,s, and w;,7 = 1...,s + 1 need to be initialized, and the
values of constants p; (the ratios between the multiplicators of the segments) found (other constants are
computed from input configurations). Several options were tested: Initialization using the decoupled
approach path [2]], 2D Dubins path, Circle arc with or without an additional turn (left or right), and
a straight line from the initial to the final point (without any consideration for the heading and pitch
angles).

To compute the segment values, both the initial and final points of the segment need to be known.
For this, s 4+ 1 equidistant configurations are sampled from the computed path. For each of those con-
figurations, the vectors w; are computed using the equations (24). Those vectors are then normalized,
and the variables w; are initialized with these values. From the positions of the points on the curve,
the values of the multiplicators d; are approximated, using the following equation:

rYyz ryz
a5 — a; 21l
d; ~ 2’—1"‘1’ 1)
/Wi s Wiy
where the notation || - || stands for Euclidean distance. From those multiplicators, the values of the

di—
constants p; = ~ are computed.
7

B 4.2.1 Decoupled Path

The decoupled approach path is already very close to a lower bound (both the lower bound and the
results are presented in [2]]), and with computational times around 0.5 ms, it is fast to compute. This
means that the optimization will have a high-quality initial solution to start from and will very likely
finish after a small number of iterations and find the optimum.

From the results of the decoupled approach, the optimization variables are initialized as described
above. This results in an almost feasible initial configuration, which can then be optimized. The
infeasibility is caused by the fact that the optimization works with only circular arcs and straight lines.
While most of the found decoupled path will be representable this way, there is no guarantee that all
of it will. Because the configurations are sampled evenly, it is not possible to ensure that the sampled
segments have uniform curvature. Even though a 2D Dubins path can always be separated into a
number of segments, which have uniform curvature, the combination of two such paths generated by
the decoupled approach likely cannot.

M 4.2.2 2D Dubins Path

The initialization using the 2D Dubins path is very similar to the initialization using the decoupled
approach path, but instead of the decoupled path, the 2D Dubins path between the projection of the
configurations into the xy plane is used. The sampling from this path yields the values for the x and y
coordinates and part of the vector values (the heading angle is known, the pitch angle is missing). For
the z coordinate and the pitch angle, a linear interpolation is used. The z coordinate at each segment
end is computed as follows:

1—1
)
S

zi = (q% — qf) i=1...s4+1. (42)
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The 2 coordinate of the direction vectors is then set accordingly. This initialization is not feasible but
can work well for cases without too significant height differences, where the optimal path is likely
similar to the 2D Dubins path in that it has two circular arcs at the ends and a straight line in between.

B 4.2.3 Other Options

Other (even simpler) initialization options were also considered, namely using a simple arc, an arc
with a left or right turn added, and a straight line. The advantage of simpler initialization is that they
have lower computational times. However, it is unlikely that this would outweigh the increase in
computational time of the optimization itself (the results confirmed this assumption).

The idea behind the arc initialization is that it is a very simple initialization method, which can
still meet some of the constraints. The constructed path was an interpolation between the initial and
final direction vectors, completely disregarding the positions of the configurations. The i-th direction
vector is computed using the following equation:

(1—1) (s+1—1)

w; = wi + wr, t=1,...,5+ 1. 43)
S S

This is basically a weighted mean of the two vectors. It is also possible to compute the angle first
and then convert it to the vector. This has the advantage that adding (subtracting) 27 to (from) the
heading angle adds an additional turn (left or right) to the path. This meets the restriction that the final
direction vector has to be the same as the direction vector of the final configuration and, in many cases,
also the pitch angle and curvature constraints. The distance multiplicators were set to the Euclidean
distance between the two points multiplied by 2% ( % would be a straight line, the value 1.5 walks the
line between a straight line and curve). Since all the segments have the same lengths, the values of p;
were all set to one.

Two more variants of this initialization option were also tested, with an additional left/right turn.
This can essentially force the optimization solver into a certain curvature direction or provide a helix
turn. This can be useful because the optimizer cannot break or construct a loop. The general idea was
that if the initialization contained an unnecessary loop, it would be countered by a loop in the other
direction.

The last tested initialization option was a straight line. This initialization was included mainly
for completeness, as it seems to be worse than any of the other options. The points were obtained
using interpolation between the two points without taking into consideration the angles or any of the
constraints.

B 4.3 Multipoint 3D Extension

The proposed method was also extended to cover the Problem (4). In this variant of the Dubins Path
problem, additional points need to be visited. An example of such a curve is presented in Figure 5
There are three big changes necessary to extend this formulation to cover the multipoint variant of
the problem. The first change is that the end configuration constraint (34) is rewritten to check that
all the necessary points are visited. The second change is that the ratio constraints (35) need to allow
the ratios to change between two neighboring parts. The third change is the initialization, the path
generated by the decoupled approach alone will no longer be usable as initialization.

For the purposes of this optimization, the path can be seen as several shorter paths with common
ending points. The sequence of the visited points is then p;,2 = 0,...,n + 1 for n additional visited
points, where pg = g{’¥* and p,,11 = gg?~. We also need to split the available segments between
those path parts. The values s; ¢ = 1,...,n represent the number of segments preceding the point
pi. This makes it possible to use the End configuration constraint (34) almost as it is, but use it for
every middle point as well. The new optimization problem looks like this:
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—— Reference Solution

—— Optimization Result
Sampling

> Points

0 0

Figure 5: An example of the multipoint problem, with n = 3 points. Blue path is the reference
solution, result of a sampling based method ran with 24 horizontal and 7 vertical samples; black line
is the result of the optimization ran with 80 segments, 20 between every two consecutive points.

Problem 6 (Multipoint Dubins 3D NLP Formulation)
S

minZEi, (44)
subject to:

Jwi| =1, i=1,...,5+1, (45)
1—w;- w,+1<4 Kpae (1 +w; - wig1), i=1,...,s, (46)
w; € [sin (Ymin) , 80 (Ymaz)], i=1,...,5+1, 47

Si+1
wi + w .

pz+z < J J+1)d> Pi+1, 7’:07"'777’7 (48)
di_

Jl:pj, j=8i.. 81 —1, i=1,...,n—1, (49)

dj
wy = q, (50)
Ws41 = qF - (51)

Only the two constraints changed: (48) and (49). The difference between (48) and the original (34)
is that the equality is between two neighboring points and not the initial and final points. Similarly,
within each separate path part, the ratios between the segment lengths stay the same, but the ratio of the
multiplicators between two segments adjacent to a point p; is not restricted. Note that this extension
of the optimization can still be used for the 3D Dubins path problem without any visited points.
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B 4.3.1 Multipoint Initialization

The optimization is greatly dependant on the provided initial values. Therefore it is necessary to find
a suitable initialization path. The path used is a sampling-based method. This method uniformly
samples k; heading angles and k, pitch angles. Then, all the possible combinations of the angles
are computed, and the best is used. Figure 6 shows an example of such a path, with k;, = 8 and
k, = 1. Note that the values of k; and k, sufficient for initialization of the optimization can be
significantly lower than might be otherwise used, even though better initialization obviously leads to
a better solution.

Figure 6: An example of the sampling based method used as initialization and reference. The vales
used were k;, = 8 and k, = 1. Each green ray corresponds to one sampled direction vector.

The optimization improves known solutions, which means that any other method could be used
as initialization. However, for the multipoint variant of the problem, the computational time of the
initialization path is usually not negligible. On the other hand, if a fast method is found, it could
be used as initialization for the optimization in place of the sampling-based method and improve the
results.
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Chapter 5
Results

The proposed NLP-based method has been empirically evaluated, and the results are presented in
this chapter. The dependences of the fail rate are further examined in Section 5.2. The results of the
experiments are presented and compared with the reference solution with respect to different factors.
The properties of the optimization are discussed in-depth, together with the computational times.

The optimization was implemented in the julia programming language using the Ipopt op-
timization solver [22]]. All the results were computed using a single core of the Intel Xeon Scalable
Gold 6146 processor. The results are considered with respect to a reference solution, the decoupled ap-
proach [2]], and the lower bound proposed in [2]. This heuristic was selected as the reference solution
because it is currently the best-known method (to the best of the authors” knowledge). The real-time
dynamic Dubins-Helix (RDDH) method was considered as well, but the evaluation in shows
that the decoupled approach offers better solutions in most cases. Furthermore, the source code of the
RDDH method is not available, which means that the results could be compared on only a handful of
instances.

B 5.1 Methodology of Generating Random Instances

The proposed method was empirically evaluated on 1250 randomly generated instances. Every in-
stance is determined by its initial and final configurations gy and qr. For every pair of configura-
tions, their positions on the xy plane were fixed at a selected value, while the z coordinate of the
final configuration was generated with a slight variation. Heading angle ¢ and pitch angle 1) were
generated randomly with uniform distribution within their respective restrictions, ¢ € [0, 27] and
w € [_¢min7wmax]-

For the generation of an instance, two input values were used: the end point distance F and
the altitude difference multiplicator Z. From those two values the instance was generated: q; =
[0,0,0, ¢, 1] and gr = [zF, 0, 2§, ¢, ¥p|. The distance between the two points on the zy plane is
given in multiples of the turning radius: xg = ﬁE The height was given in multiples of the height
achievable by a straight line between the two points:

Zmaz = tan (1/}maw) qua:y - quHZ (52)

A slight variation was then added to this value: 2y € [0.92m425 1.12m42]. The reason for this is that
the level of limitation the pitch angle constraint poses is still subject to randomness due to the random
generation of the two angles. This means that there is no value in having the same values of zy for
every instance, unlike the zy distance, which is always limiting. Adding slight variation provides a
slightly wider range of possible instances while keeping the same properties.

Any instance generated this way can be characterized using the two values: the end point distance
FE and the height difference Z. For the experiments presented here, the values for £ and Z were
chosen from predetermined sets: E € [0.5,1,1.5,2,3,5,7,10,15,20] and Z € [0.5,1,2,3,5]. For
every combination of the two values, 25 instances were generated, resulting in 1250 instances total.
The values were chosen to cover as many cases as possible and provide data for illustration of the
properties of the optimization. The range for the values of Z was chosen smaller because its influence
is to an extent binary: either the pitch angle constraint is limiting, or it is not.

This way of generating the instances was selected because it allows splitting the results by one of
the two properties. It allows for selection of all the results with end point distance equal to one and
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have different height differences and vice versa. In most graphs the values are split by one of the two
values. That means that within each column, all instances with the one value are shown, covering the
whole range of the other value. For example, a column with end point distance £/ = 1 has instances
with Z values from the whole set. Notice that the results for £ = 7 and = 15 are not shown
in graphs split by the end point distance. Their results did not offer any new conclusions, and the
inclusion rendered the figures hard to read. Note, however, that they are still taken into account in
graphs split by the height difference.

Notice that since the maximal height was calculated without taking the heading and pitch angles
into consideration, additional curves to increase the path length so that the pitch angle constraint is met
might not have been necessary at z difference of three, in some cases even four. The threshold where
the altitude difference starts to be a limiting factor is around three but is dependant on the distance of
the points as well as the angles. If the points are further apart, it will take a relatively shorter distance
to compensate for the heading angle, which in turn decreases the threshold.

For all of the evaluations, the minimal turning radius was set to p = 10, and the pitch angle
constraints were set to Vi, = —% and Ve = %. Note, however, that since all the distances
are directly dependant on the turning radius, any other value could have been chosen with the same
results. All the values were intentionally left without units because they have no influence over the
results.

B 5.2 Fail Rate

In some cases, the solver did not finish successfully. This section addresses those cases and studies
the fail rate of different initializations and with respect to the segment count.

A result was classified as a failure if it did not, for some reason, finish successfully. The most
common causes for this are converging to a point of local infeasibility, and exceeding the maximum
number of iterations. Converging to a point of local infeasibility should mostly be eliminated by
proper initialization but can still occur even when the path is initialized by the decoupled approach.
The maximum number of iterations was set to 500 for all the test cases. This number was chosen
because most of the experiments initialized with the decoupled approach finish within 100 iterations,
so 500 should give enough space for the optimization to finish and still give enough space for unusually
long computations. Tests that finished with a relative length of more than one (that means tests with
results worse than the decoupled approach used as initialization) were considered successful, even
though they did not improve the initial solution in any way. Note that in all of the figures describing
improvement rate and computational times, all the failed computations were disregarded.

The fail rate was studied with respect to the initialization method, see Figure 7, and with respect
to the segment count, see Figure 8. Seven different initialization methods were considered. The six
presented in 4.2 and a method called here ”Best”. This method is a combination of all the other
initialization methods in that it takes the results from all the other different initialization methods and
uses the best of them. For most of the instances, at least one of the initialization methods led to a
successful result, which is shown by the fact that the method “Best” finished. Excluding the "Best”
initialization method, initialization using the decoupled approach path has by far the best fail rate,
with an overall fail rate under 10% and under 5% for most input configurations. Initialization using
2D Dubins path can also have good results for the shorter instances, however mostly just worse than
the decoupled approach path. The initialization with a straight line has surprisingly good fail rate as
well, likely because it provides a path that leads to the final configuration and meets the curvature
constraint. For most of the initialization options, there were instances (even though only a few) in
which all other initialization options failed. This means that all of the tested initialization options offer
something the other options do not.

Since the decoupled approach initialization has a significantly lower fail rate than the other initial-

20



5.2 Fail Rate

ization methods, further on, the other options will be disregarded. For all the results presented here,
the decoupled approach initialization was used.

The segment count seems to have no effect on the fail rate of the optimization. However, Figure 8
suggests that the fail rate of the decoupled approach initialization is slightly worse for the shorter

paths.
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Figure 7: The fail rate of different initialization paths
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Figure 8: The fail rate of the optimization using decoupled approach for initialization with relation to

the segment counts
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B 5.3 Path Length Improvement

The generated path was compared to a reference solution generated by the decoupled approach [2]).
Even though all the initialization options were tested, only the results of the optimization initialized
by the decoupled approach are presented, even though in some cases, some of the other initialization
methods resulted in a better solution.

The 3D Dubins path can have two main cases (that can be further distinguished). The first case is
when the distance and the curvature constraints are the limiting factors. The other case is limited by the
altitude difference of the two points and the pitch angle constraint. The properties of the optimization
will be considered for both of these cases separately.

B 5.3.1 Relative to the Point Distance

This section discusses the improvement rate with respect to the distance of the two points. Distances
from 1/2 up to 20 were tested (given in the multiples of the turning radius, for details on the instances
see Section 5.1).

In general, the improvement is much more significant for shorter paths. This is clear from the
nature of the Dubins path. In the case when the limiting factor is the distance (the height difference is
low), the path mostly looks very similar to the 2D Dubins path. This means that there are two possible
forms: CCC and CSC. The straight part cannot be optimized. This means that any improvement must
come from the curved parts. This naturally leads to greater improvement in cases where the straight
part of the path is short or missing altogether, which happens for instances with the points close to
each other. This can be seen in Figure 9.
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Figure 9: The results of the optimization initialized using the decoupled approach path separated by
the distance between the two points (in multiples of the turning radius); horizontal bar represents
median
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The reason why the curved parts of the path can be improved is that the optimization approach can
generate paths with curvature exactly equal to the maximal curvature. This means that the necessary
direction change occurs on a shorter curve. Other methods can struggle with the curvature, especially
when the pitch angle is non-zero.

Another reason for this is also a side-effect of the segmentation of the curve. When the curve
is very long, the relative segment count of the curved part gets lower (in comparison to the segment
count of the straight part). This means that fewer segments are used to represent the parts where they
are actually useful. As a result, the computation of paths with longer straight parts will be inefficient.
Furthermore, the curvature within a segment is constant. This means that if the optimal curve would
end in a segment, the optimization has to find a longer curve that covers the whole segment.

A special case of the path limited by the distance occurs when the points are very close to each
other (and the initial and final directions differ significantly). This means all instances which lead to
a CCC style curve or to a CSC style curve with close-to-zero straight parts. In this case, the path is
limited not by the distance of the points but solely by the curvature constraint. In this particular case,
the improvement is greater than most other cases. Since the most improvement happens on the curved
parts, the whole path gets improved. Furthermore, since the whole curve gets shorter, if there was a
reverse turn, this turn might become shorter or even unnecessary, which further improves the length.

For points close to each other, the median improvement rate can be at around 4%. At a distance of
10 radii, the median of the improvement is close to zero (for the higher segment counts), and further
increasing the distance of the points decreases it even more. This is, however, most likely not caused
by the properties of the optimization. The shortcoming of the decoupled approach is the curvature
(and some edge cases). Therefore when most of the path is a straight line, there is not much room for
improvement. The decoupled approach has results very close to optimal in those cases.

B 5.3.2 Relative to the Height Difference

The other splitting property of the instances is the height difference. This section discusses the results
with respect to this property.

Overall, according to Figure 10, the instances with medium height difference seem to yield the
best results. This is caused by the fact that the segments generated by the optimization can have
the maximal possible curvature regardless of the slope, which is something the decoupled approach
struggles with. If the height difference is small enough so that the pitch angle constraint does not come
into effect, the optimization will be able to find shorter curves that are still within the constraints.

When the height difference is the limiting factor and prolonging the path is necessary to meet the
pitch angle constraint, the results get worse. There are two big reasons for this. The first is that the
decoupled approximate is able to approximate the height profile of the optimal path and thus can have
nearly optimal results in those cases. Outside of some edge cases, there is very small (or even no)
room for improvement. The second reason is that when the height difference is the limiting factor,
there are infinitely many feasible curves with the optimal length, and there may not be a single curve
the optimization can converge to. Furthermore, for instances with the initial and final points far from
each other, the curves have a relatively small turning radius, which results in even more options.

On the other hand, when the height difference is too small, the decoupled approach can have results
close to the optimum as well. The shortcoming of the decoupled approach is the approximation of the
curvature, which cannot incorporate the slope into the turning radius. When the slope is smaller, the
problem is lesser as well.

An interesting edge case occurs when the altitude difference is very small, and the points are close
to each other. For instances with very low or zero height difference, a 2D Dubins curve could be
almost feasible. However, that does not mean that this path is the optimal solution. If the points are
close to each other, there might be a path that can utilize a dive to perform the necessary turn without
going around. The optimization can find this path, but the initialization using the decoupled approach
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Figure 10: The improvement rate of the optimization initialized using the decoupled approach with
relation to the height difference between the two points (see section Data 5.1)
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Figure 11: The computational times of the optimization

may land in the 2D Dubins path. This seems to be a local minimum, which the optimization solver
cannot improve. In that case, it is necessary to use another initialization.

B 5.4 Computational Time

At around 0.1s and up to over 1s for higher segment counts, the optimization is much slower than the
decoupled approach reference method (which has times around 0.5 ms), but is still quite fast, at least
for lower segment counts.

As Figure 11b shows, out of all the different tested initialization methods, the initialization using
the decoupled approach is clearly the fastest. This is no surprise, as the optimization is initialized with
an almost feasible path that is very close to (a local) optimum already. The other initialization options
are all similarly slow, with the Dubins path initialization being slightly faster than the others.

The main influence over the computational time is the segment count. Figure 11a shows that in-
creasing the segment count leads to an exponential computational time increase. This is not surprising,
as each segment adds more variables and more constraints to the optimization task.

B 5.5 The Influence of the Segment Count

This section discusses how the properties of the optimization change with different segment counts.
The segment count is the number of segments used to approximate the curve. The results show (see
Figure 9 and Figure |10) that increasing the segment count leads to more optimal paths. This is ex-
pectable since the segment count is directly responsible for the precision of the used approximations.
Increasing segment count helps to smooth out the areas where the optimization struggles. Especially
longer paths, where the fact that within a segment, the curvature is fixed, leads to curves with subop-
timal curvature because the limited segment count forces longer turns than necessary. The difference
between lower segment counts (around 20) and higher (60 or more) is rather significant, at more than
1%. The differences between the higher segment counts are much lower than between the lower ones.
This offers a trade-off. While increasing the segment count improves the results, it also causes an
exponential increase in computational time.
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B 5.6 Multipoint 3D Extension

An extension of the optimization was also tested, the multipoint problem. This version of the problem
is harder to test for several reasons. One reason is that the multipoint version (and especially the
reference solution) take much more time to compute. The second reason is data generation. While
the single segment had the point distance and height difference to work with, the multipoint adds the
point count and mixing the height differences and point distances between the individual points of the
path. In the results presented here, the points were generated with equal distance and given order. This
approach has the advantage of clearly showing the properties of the optimization with respect to the
distance between the points.

The instances were generated in a similar manner as the instances for the 3D Dubins path. A first
point was created with random heading angle ¢ and pitch angle 1. For every additional point, the
direction from the previous point was selected randomly. The distance was set to be the same for all
the points, and the height difference was similar for all the points (generated in the same way as the
height of the instances for the single segment variant, with a possibility of being negative). This results
in instances split by the same properties as the instances for the 3D Dubins path.

For the multipoint reference, a simple implementation (using dynamic programming) of a sampling-
based approach with 24 samples for the heading angle and 7 for the pitch angle was used. Those
values were chosen because they are big enough to yield good results but small enough so that the
computation of the reference does not take too long. The heuristic is the same as the one used for
the initialization ran with higher sample counts. The sample counts used for the initialization were 8
samples for the heading angle and 1 for the pitch angle. With this low sample counts, the resulting
curve is obviously sub-optimal, but as initialization for the optimization, it is sufficient.

The results for the multipoint extension look very similar to the 3D Dubins path results, with two
big differences. The first is that the multipoint is way more likely to end up with a solution worse
than the reference. This is caused by the fact that since the optimization does not start in the reference
solution, there is a possibility of converging to a local minimum and stopping the optimization. This
could obviously be solved by using the reference as the initial solution, but the computational time of
the reference is by no means negligible. Despite this, as Figure 12b shows, the median relative length
of the results of the optimization is below one for the short paths and around one for the longer ones.
Note that the optimization has a much higher fail rate for longer paths.

The second big difference is the computational times. As Figure 14/shows, for the cases with more
than one point the optimization managed to finish much faster than the reference in most cases. The
reference is much faster for the single point, because there is only a single configuration to sample.
Similarly to the 3D Dubins paths, the computational time grows exponentially with increasing segment
counts. The computational time seems to have a linear dependence on the visited point count for both
the reference and the optimization.

Altogether, while the optimization has mostly similar results as the used reference (with outliers in
both directions), it achieves those results much faster than the sampling-based method. It is important
to note that those results are highly dependant on the initialization method. The same method as the
reference could have been used for initialization. That would very likely lead to much fewer results
worse than the initialization, but the optimization would then be slower than the reference.

B 5.7 Discussion

Overall, this non-linear optimization approach can achieve results much closer to the lower bound (the
lower bound presented in [[2]] was used) than the reference solution, by up to 25% of the margin. The
improvement is about 4%, in terms of the relative path lengths, for favorable paths. As Figure 16
shows, the decoupled approach can, in some cases, generate paths that are provably optimal, and those
cannot get improved. On the other hand, for the cases with which the decoupled approach struggles,
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the optimization achieved a consistent improvement with reasonably low fail rates. If only the cases
when the reference solution has a margin bigger than 1% are considered, the optimization offers a
significant improvement (in terms of the lower bound margin) in almost all the cases. Additionally, the
optimization managed to get reasonable results for the edge cases with which the decoupled approach
struggles. Also, note that the lower bound is by no means perfect. This means that a margin of 5%
does not necessarily imply a possibility of improvement.

The results of the decoupled approach are close to the optimum, when either the distance, or the
height difference are the limiting factor. In those cases, the longer paths and the paths with a big
height difference, there is little room for improvement. However, the optimization is able to use the
available curvature much more efficiently than the decoupled approach. Thanks to this, for paths
where the height difference is not too constraining and the initial and final configurations are not too
far apart, the optimization can compute paths that are shorter by 3-5% or more. The Figure 15a and
Figure 15b illustrate this very well. (Note that the examples were handpicked to illustrate this point,
the improvement rate in both the figure is above average) The curvature plots compare the curvatures
of the optimization generated paths and the paths generated by the decoupled approach.

Figure |15a shows an example where the height difference was the limiting factor. The curvature
plot of the optimization in Figure |15¢ seems, at first glance, a bit strange, but it makes sense. The
middle part of the curve can be any path long enough to satisfy the pitch angle constraint. The opti-
mization found a path with the form CSCSC, while the decoupled approach had to use a 2D Dubins
path, which (in this particular case) was suboptimal.

The second figure, Figure 15b, illustrates the case where the limiting factors are the distance and
the curvature. The Figure 15d and Figure 15f clearly show the main advantage of the optimization.
The decoupled approach can achieve the full curvature only when the curvature is maximal on both
parts of the path (the horizontal and the vertical), while the optimization can maximize the curvature
at any point necessary.
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(b) Comparison of the two paths, the optimization re-
sult and the decoupled approach, path limited by the
point distance, for a curve limited by the distance of
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(d) The curvature of the result of the optimization
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Figure 15: Examples of the results. For both examples, the comparison of the path generated by the
proposed method and the reference solution are presented, together with the curvature profiles (the
blue curve) and the height profiles (the orange curve) are presented, for both, the proposed method,
and the decoupled approach reference solution.
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Figure 16: The results with respect to the margin to the lower bound. Every cross represents a single
solution, its position on the x axis is the margin of the reference solution, its position on the y axis rep-
resents the margin of the Optimization results. Every point below the diagonal has better Optimization
results than the reference solution.
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Chapter 6
Conclusion

In this work, a novel non-linear programming formulation of the 3D Dubins path problem was
presented. The final curve was modeled as a sequence of straight or circular segments. This can
be represented using only the heading vectors at the two endpoints of the segments and the distance
of those two points. The curvature and pitch angle constraint can then be formulated based on the
geometric properties of the vectors. An extension of the optimization to cover the Multipoint variant
of the problem was also presented. Thanks to the nature of the optimization formulation of the original
problem, the extension differs slightly and can be used to compute both. In some sense, it is more an
improved version rather than an extension.

The proposed optimization formulation was implemented in the julia programming language us-
ing the Ipopt optimization solver. The implementation was then empirically evaluated on randomly
generated instances and compared with known methods: the decoupled approach for the 3D Dubins
path and a sampling-based method utilizing dynamic programming for the Multipoint variant of the
problem. It was shown that for the 3D Dubins path problem, the paths generated by the optimiza-
tion can follow the constraints more closely than the heuristic methods, which leads to more optimal
paths. The results were considered with respect to the different properties of the random instances.
It was shown that while the decoupled approach can generate paths very close to the optimum, the
optimization can consistently reduce the optimality gap by an additional 25%, which corresponds to
an improvement of 3-4% path length for favorable paths. Similar relations hold for the multipoint
variant of the problem. There are two big differences: greater variance and decreased computational
time, relatively to the used reference.

In general, the proposed method can improve known solutions in that it can construct curves
that have the maximal possible curvature and thus are shorter. However, the optimization is greatly
dependant on proper initialization. Several initialization options were tested, and in most cases, the
decoupled approach initialization produced the best results. There are, however, cases when a simpler
initialization resulted in shorter paths. Initialization is even more important to the Multipoint variant
of the problem, where the computational times for the heuristic methods, and thus the computational
time of the initialization, are much larger.

The extension of the proposed method to the Multipoint variant of the problem generated paths
shorter by about 2-3% but has significantly lower computational times compared to the sampling-
based reference. For instances with five additional points visited, the median computational time
of the proposed method was around two seconds, while the sampling-based method needed around
twenty seconds.
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