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Abstrakt / Abstract

Počáteční kapitola této práce je
věnována teoretickému úvodu do pro-
blematiky lokalizace a odhadování
stavu bezpilotních prostředků spolu s
porovnáním moderních lokalizačních
přístupů. Dále je popsána architek-
tura systému složeného z poskytnutého
UWB lokalizačního systému a specifiko-
vaného systému pro řízení bezpilotních
prostředků. Pro zhodnocení UWB lo-
kalizačního systému byla vyvinuta
experimentální platforma. V práci je
rovněž poskytnuta diskuze výsledků za
použití této platformy. Poté je před-
stavena integrace UWB lokalizačního
systému a systému pro řízení bezpilot-
ních prostředků. Na konci práce jsou
diskutovány experimenty provedené na
dronu související s odhadem stavů za
pomoci UWB lokalizačního systému.

Klíčová slova: dron, UWB, lokali-
zace, interiérová lokalizace, sensorová
fúze, ROS

Překlad titulu: Interiérová lokalizace
bezpilotních prostředků s využitím sys-
tému UWB

In this Master’s thesis, the initial
chapter is dedicated to the introduction
to the localization and state estimation
problems concerning the UAV applica-
tion, along with the comparison of the
state-of-the-art localization approaches.
The system architecture consisting of
the provided UWB localization sys-
tem and a specified UAV framework
is described next. For evaluation of
the UWB localization system, an ex-
perimental platform was designed and
implemented, and experiment results
are discussed. Afterward, the integra-
tion of the UWB localization system
with the UAV framework is presented.
Finally, the experiments conducted on
the UAV concerning the state estimator
employing the UWB localization system
are discussed.

Keywords: UAV, drone, UWB, local-
ization, indoor, sensor fusion, ROS

vi



Contents /

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . .1
2 Theoretical Background . . . . . . . . . . . .2
2.1 Localization Approaches . . . . . . . . .2

2.1.1 Localization Problem . . . . . .2
2.1.2 Important Perfor-

mance Factors In
Localization . . . . . . . . . . . . . . . .4

2.1.3 Taxonomy Of Local-
ization Systems . . . . . . . . . . . .5

2.1.4 Localization Techniques . . .6
2.1.5 Global Navigation

Satellite System . . . . . . . . . . . .8
2.1.6 Ultra-wideband Local-

ization System . . . . . . . . . . . 13
2.1.7 WLAN Localization

System . . . . . . . . . . . . . . . . . . . 16
2.1.8 Optical Localization

System . . . . . . . . . . . . . . . . . . . 17
2.1.9 Ultrasound Localiza-

tion System . . . . . . . . . . . . . . 18
2.1.10 Comparison Of Intro-

duced Systems . . . . . . . . . . . 20
2.2 State Estimation . . . . . . . . . . . . . . . 21

2.2.1 State-space Represen-
tation . . . . . . . . . . . . . . . . . . . . . 22

2.2.2 Kalman Filter . . . . . . . . . . . . 23
2.2.3 Particle Filter . . . . . . . . . . . . 26

3 System Architecture . . . . . . . . . . . . . . 28
3.1 Frameworks Introduction . . . . . . 29

3.1.1 ROS Framework . . . . . . . . . 29
3.1.2 Gazebo Simulator . . . . . . . . 30
3.1.3 MRS Framework . . . . . . . . . 31

3.2 ROS Localization Packages. . . . 32
3.2.1 Robot Localization . . . . . . 32
3.2.2 ETHZ ASL Multiple

Sensor Fusion . . . . . . . . . . . . 33
3.2.3 MRS UAV Odometry . . . . 33

3.3 Architecture Design. . . . . . . . . . . . 33
3.3.1 Sensors Used . . . . . . . . . . . . . 33
3.3.2 The External UWB

Localization System . . . . . 35
3.3.3 Proposed Architecture . . . 40

4 UWB Tag Identification . . . . . . . . . . . 43
4.1 UWB Tag Experiment Im-

plementation . . . . . . . . . . . . . . . . . . . 43
4.1.1 Experiment Platform . . . . 43

4.1.2 Control Software . . . . . . . . . 45
4.2 Experiments . . . . . . . . . . . . . . . . . . . . 47

5 Implementation . . . . . . . . . . . . . . . . . . 55
5.1 UWB Tag Simulation Model . . 55
5.2 Software Integration . . . . . . . . . . . 56

5.2.1 UWB Localization In-
tegration . . . . . . . . . . . . . . . . . 56

5.2.2 Navigation . . . . . . . . . . . . . . . 57
5.2.3 Mission Manager . . . . . . . . . 60
5.2.4 Failsafe Manager . . . . . . . . . 62

6 Experiments . . . . . . . . . . . . . . . . . . . . . . 64
6.1 Simulation Experiments . . . . . . . 64
6.2 Experiments In Complex

Scenario . . . . . . . . . . . . . . . . . . . . . . . . 68
7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . 72
7.1 Future Work . . . . . . . . . . . . . . . . . . . 73

References . . . . . . . . . . . . . . . . . . . . . . . . 75

vii



Tables / Figures

2.1. Indoor Localization Systems
Comparison. . . . . . . . . . . . . . . . . . . . . 21

4.1. First set of UWB measure-
ments, examining the 2D
Gaussian approximation. . . . . . . 49

4.2. First set of UWB measure-
ments, examining the influ-
ence of the KF mode. . . . . . . . . . . 51

4.3. Second set of UWB measure-
ments, examining the influ-
ence of the KF mode. . . . . . . . . . . 51

4.4. Third set of UWB measure-
ments, examining the plat-
form position influence. . . . . . . . . 52

4.5. Pair of raw measurements at
random positions. . . . . . . . . . . . . . . 52

4.6. Calculation of heading from
two UWB tags measurements. . 53

6.1. Evaluation of simulation ex-
periments. . . . . . . . . . . . . . . . . . . . . . . 68

2.1. Example of robot position
and attitude in a 2D coun-
terclockwise Cartesian coor-
dinate system. . . . . . . . . . . . . . . . . . . . .3

2.2. Euler angles in a fixed 3D
coordinate system. . . . . . . . . . . . . . . .3

2.3. Illustration of the trilatera-
tion method.. . . . . . . . . . . . . . . . . . . . . .7

2.4. Example of bound represent-
ing an error up to 1 m and
possible estimated position. . . . 11

3.1. High-level architecture de-
sign. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2. Example of ROS communi-
cation via topics. . . . . . . . . . . . . . . . 30

3.3. The UWB anchor and the
UWB tag. . . . . . . . . . . . . . . . . . . . . . . 36

3.4. The UWB tag electric board.. . 37
3.5. Illustration of the UWB lo-

calization systems deploy-
ment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.6. The UWB localization sys-
tem process diagram. . . . . . . . . . . 39

3.7. The ideal UAV system archi-
tecture. . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.8. The real UAV system archi-
tecture. . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.1. System schematic. . . . . . . . . . . . . . . 44
4.2. The platform used for exper-

iments. . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3. Platform software setup. . . . . . . . 47
4.4. Demonstration of measure-

ment without KF processing. . . 49
4.5. Demonstration of measure-

ment with KF mode 3.. . . . . . . . . 50
4.6. Demonstration of measure-

ment with KF mode 7.. . . . . . . . . 50
4.7. Demonstration of UWB

heading calculations. . . . . . . . . . . . 53
5.1. UWB data propagation pro-

cess. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2. Illustration of the simulation

environment. . . . . . . . . . . . . . . . . . . . 58
5.3. Planning process.. . . . . . . . . . . . . . . 59
5.4. Trajectory planning process. . . . 60

viii



5.5. The mission manager state
machine diagram. . . . . . . . . . . . . . . 61

6.1. Demonstration of static mea-
surement with tag model A. . . . 65

6.2. Demonstration of static mea-
surement with tag model B. . . . 65

6.3. Demonstration of line trajec-
tory with tag model A. . . . . . . . . 66

6.4. Demonstration of line trajec-
tory with tag model B. . . . . . . . . 66

6.5. Demonstration of rectangle
trajectory with tag model A. . . 66

6.6. Demonstration of rectangle
trajectory with tag model B. . . 67

6.7. Demonstration of circle tra-
jectory with tag model A. . . . . . 67

6.8. Demonstration of circle tra-
jectory with tag model B. . . . . . 67

6.9. Example of a mission con-
ducting. . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.10. An rviz image of UAV mis-
sion conducting in the ware-
house. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.11. An image of the warehouse
and UAV models while mis-
sion conducting. . . . . . . . . . . . . . . . . 71

6.12. An image captured by the on-
board camera for tag recog-
nition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

ix





Chapter 1
Introduction

Many decades have passed since the development of the first aircraft. As technology
progressed, more and more sophisticated aircraft were designed. An application of
unmanned aerial vehicles (UAVs) in various areas is becoming very popular. UAVs are
used for thermal imaging during search and rescue missions in a harsh environment,
monitoring areas, product deliveries, or area surveying. However, UAVs can also
be deployed in an indoor environment. The use of UAVs is particularly advanta-
geous in a situation where it is inconvenient to send human workers. Examples can
be the interior inspection of tanks filled with toxic gasses or building with high ceilings.

In recent years, the application of UAVs in industrial automation is a trendy topic as
more and more potent technologies are available, and the cost and weight of necessary
hardware decrease. Nowadays, a large one-time investment into the UAVs and essential
infrastructure for their deployment can be cost-efficient compared to the workers’
wages over a long time horizon. Humans are also prone to errors due to distractions,
personal issues, current health situation, etc.

The industrial application introduces additional requirements on the UAV. Among
the essential requirements is the accuracy of the UAV localization. The insufficient
accuracy of the localization can lead not only to collisions but also to improper mission
conducting. The necessary accuracy level varies among applications, but in general,
the accuracy requirements are more strict compared to the outdoor applications due
to a large number of potential collisions not only with the environment itself but also
with human workers. The localization via the ultra-wideband (UWB) radio signals is
considered as a promising method. This thesis’s primary goal is to analyze the UWB
localization system approach and integrate it with an existing UAV framework.

In Chapter 2, a theoretical background of the localization and state estimation
problems is provided. Additionally, an introduction to the most commonly used
localization approaches is included, and the comparison with the UWB localization
approach is drawn. In Chapter 3, the UAV onboard control system architecture is
proposed. Chapter 4 is dedicated to the development of the experimental platform
used for the evaluation of the UWB localization system, along with the analysis of
experiments themselves. Chapter 5 then describes the implementation necessary for
the successful integration of the UWB localization system with chosen frameworks.
Chapter 6 provides the experimental evaluation of the UWB localization system and
its integration with the UAV frameworks in the application. Chapter 7 provides a
summary of the thesis output and a few proposals for improving and extending the
work.
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Chapter 2
Theoretical Background

In this chapter, the theory necessary for the understanding of this thesis is discussed.
As the goal of this thesis is the indoor UAV localization, the localization problem
in robotics and representative localization approaches are discussed first, with an
increased focus on the localization via the UWB technology. The rest of the chapter
is dedicated to the UAV state estimation, emphasizing sensor fusion, and the Kalman
filter approach.

2.1 Localization Approaches

In this section, a localization problem in robotics is discussed. A few primary criterions
used to evaluate localization systems are described next. Afterward, the taxonomy of
localization systems is briefly introduced in terms of the necessary components required
for the proper functioning of systems. Then a few most commonly used localization
techniques are described.

The rest of this section is dedicated to introducing the variant of the UWB lo-
calization system used later in this thesis, as well as a few other localization systems
similar to the UWB localization system in terms of the system’s architecture. For
each localization system, a subsection was written with the following structure. A
brief overview of the technology is followed by a more technical description of the type
of signal used for localization. Afterward, localization techniques and methods most
commonly used by each system are described. Each subsection is concluded with an
overview of localization error sources.

Finally, the comparison of the localization systems described in this section is
drawn.

2.1.1 Localization Problem

Robot localization is one of the fundamental problems in autonomous robotics. It is a
process of determining a location of the robot in some coordinate system. If a robot
is to determine a correct action while, e.g., moving from point A to point B, it must
know its position and attitude.

To fully describe the robot’s position and attitude, three or six parameters are
necessary, considering a 2D and a 3D space. In a 2D case, the robot’s position is
described by two values and the robot’s attitude by one value, as shown in Figure 2.1.

2
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In a 3D case, three values are needed to describe the robot’s position and another three
to describe its attitude. Typically, these three parameters are so-called Euler angles
roll, pitch, and yaw, representing rotation about axes x, y, and z, respectively, and can
be seen in Figure 2.2. However, for the sake of this thesis, the term localization will be
used for the process of determining only the position of the robot.

Figure 2.1. Example of robot position and attitude in a 2D counterclockwise Cartesian
coordinate system.

Figure 2.2. Euler angles in a fixed 3D coordinate system, adopted from [1].

3



2. Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.1.2 Important Performance Factors In Localization

In localization, several factors are considered to evaluate the quality and usability of
individual localization systems. Arguments in this subsection are based on [2].

An accuracy is perhaps the most important factor considered while evaluating a
localization system. It is defined as how much the estimated position differs from the
actual position. The accuracy of the system is often one of the first factors determining
whether the system is applicable for a given task (e.g., in a complex indoor environment
with narrow corridors and obstacles, the requirement for better accuracy is far more
critical than in an open outdoor environment).

A precision is often expressed in combination with the accuracy factor. The pre-
cision informs about the credibility of the accuracy (or how often the deviation from
the actual position is at least smaller than the given accuracy). E.g., a localization
system may have a 20 cm accuracy over 95 % (precision) of the time.

A cost is, in fact, a group of factors. First, there is a cost of the hardware (transmitters,
receivers, and other equipment) and software. Second, the installation cost of the
hardware in the environment, provided that a suitable infrastructure does not already
cover the operational area. Third, a cost related to the operation of the installed
hardware (e.g., power consumption). The system’s total cost needs to be correctly
examined while evaluating which localization system is the best candidate for the
desired application.

A range parameter is used to define the area around a static infrastructure ele-
ment. If an object’s true position is inside the area, the corresponding infrastructure
element can be used for its localization. This factor is crucial in deciding where to
place the static infrastructure elements and the number of these elements necessary for
sufficient coverage of the environment.

A responsiveness is another crucial measure of a localization system. It is inter-
preted as the time needed for data processing and calculating the estimated location.
It is a vital factor when the localization system is used in real-time applications such
as movement control.

A scalability is the last factor discussed in this thesis. It indicates whether the
system is suitable for the simultaneous localization of a high number of objects. With
the rising demand for multi-robotic systems and the coexistence of humans and robots
in the same environment, it is crucial to consider if a system can handle the desired
number of objects to track while still performing reasonably well.

4
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2.1.3 Taxonomy Of Localization Systems

Localization systems can be classified based on several attributes. One of the attributes
that can be used to divide localization systems into two main categories is the necessary
infrastructure.

The first category consists of systems that can localize the robot without external
infrastructure, only with onboard sensors and their interaction with the environment.
For a typical application, the localization in a fixed frame is of interest. This approach
assumes that the initial position and attitude in this frame are known. The onboard
sensors then estimate the evolution of system states from the previous state during
a time interval. Some examples are the inertial measurement unit (IMU), camera,
or revolution counter. The IMU typically measures linear accelerations and angular
velocities and integrates them to obtain the robot’s position and attitude. The camera
can estimate the distance and angle derivation by comparing two consecutive images.
The last example, the revolution counter, can be used by robots equipped with wheels
to count the number of wheel revolutions. This approach is relatively cheap, fast,
and can be used almost everywhere immediately without any need for deploying the
infrastructure. On the other hand, as it depends on the previous estimate, it tends to
drift in time, as every introduced error is integrated with each step.

The second category of localization systems necessarily needs an external infrastructure
for precise localization. This external infrastructure is usually used to estimate the
robot position directly, in contrast with sensors from the first category that obtain the
position estimate via propagation through the system model. Individual localization
systems place different requirements on the onboard sensors. Typically, the robot
needs to have a transmitter or a receiver that communicates with the infrastructure
through signals. Some systems based on the processing of the optical signal can localize
the robot without communication device, only by exploiting its unique features that
are easily distinguishable in the image. Provided that a suitable infrastructure does
not already cover the operational area, its development brings additional costs to the
localization systems, and outside of their covered area, the localization systems are not
usable. On the other hand, they are not subjects to the drift introduced by integrating
the error of measurements.

In most UAV applications, using only sensors from one group is not sufficient, as
each localization system has its advantages and disadvantages. Typically, a multi-
sensor solution is used, using sensors that mutually compensate their disadvantages
and combine their advantages. However, a question of how much to trust each sensor
arises. Because of that, an approach called sensor fusion is used. This approach
assumes that multiple sensors estimate or measure the UAV position and attitude, and
sensors’ outputs are weighted based on the accuracy of the sensor and fused into the
estimate of the UAV states. That way, the drift can be corrected by measurements
that are not subject to it.

5



2. Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.1.4 Localization Techniques

In this subsection, a few localization techniques widely used for indoor localization via
radio signals are introduced.

Received Signal Strength Indicator

The received signal strength indicator (RSSI) approach is based on the measure-
ment of the received signal power strength. As the signal propagates through space, its
power strength decreases. After a receiver receives the signal, the transmitter-receiver
distance can be estimated from Formula (2.1) as

d = 10
A−RSSI

10n , (2.1)

where

. d is the estimated distance between transmitter and receiver [m],. A is the RSSI value at a reference distance from the transmitter [-],. RSSI is the signal RSSI measured at the receiver [-],. n is an environment-specific constant representing the signal attenuation that typi-
cally varies from 2 for outdoors to 4 for indoors [-].

As Formula (2.1) indicates, only a distance from the transmitter is calculated once the
receiver receives the signal. The calculated distance is not sufficient for localization in
space, as it would place the receiver on the sphere with radius given by d. A technique
called trilateration is used to estimate the receiver’s location in a 3D space. This
technique requires that the receiver’s distance from four transmitters can be estimated,
creating four spheres, one around each transmitter. Their intersection point is chosen
as the estimated location of the receiver. The 2D trilateration is illustrated in Figure
2.3. Sometimes, however, the spheres can have zero, or more than one intersections,
due to inaccuracies of the measurements, and some algorithm must be employed to
determine the most probable estimate. If possible, more transmitters can be used to
increase the accuracy of this method.

6
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Figure 2.3. Illustration of the trilateration method with three transmitters labeled as T1,
T2, and T3, and distances between receiver and each transmitter d1, d2, and d3, respec-

tively.

While the RSSI-based localization systems are typically simple and cheap, they
suffer from poor accuracy due to severe fluctuation of the signal strength due to trans-
mission through walls and other obstacles, as well as due to the multipath phenomena.

Angle Of Arrival

The angle of arrival (AoA) method uses multiple antennas as receivers to esti-
mate the angle of the received signal. The angle is estimated by calculating the time
difference at each antenna. The location is then obtained by employing the triangu-
lation method. A line with direction defined by this angle relative to the antennas is
drawn. The triangulation in the 3D space requires only three measurements (compared
to trilateration’s four measurements), which is considered the main advantage of the
AoA method. The disadvantage of this method is its complex hardware, as well as
careful calibration. The accuracy is significantly reduced with an increase in the
receiver’s distance from the transmitter, as the error in angle is projected hugely into
the location estimation. Because of that, this method is also susceptible to errors
caused by multipath or when no line of sight is available and thus is rarely suitable for
indoor applications.

Time Of Flight

Time of flight (ToF), sometimes called the time of arrival (ToA), calculates the
distance between the receiver and the transmitter by multiplying the ToF by the
signal’s propagation speed (typically the speed of light c ≈ 3 × 108 m/s). Very
often, a timestamp is transmitted with the signal and is used to calculate the ToF.

7



2. Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A strict synchronization requirement is necessary between transmitters and receivers
to determine a precise ToF. An alternative approach called two-way ranging (TWR)
can be used to eliminate the time offset between two devices. As the name suggests,
the devices exchange messages in both ways. There exist several variants of the TWR
algorithms, but in general, the time offset is eliminated by comparing the timestamps
of the request and response messages.

The accuracy of the ToF distance estimation also depends on the sampling rate
and the signal bandwidth. If a sample rate is low compared to the signal velocity,
the accuracy is lower as the signal may arrive between the consecutive samples, and
the ToF is miscalculated. The signal bandwidth determines the robustness of the
ToF accuracy in the multipath environment. The trilateration method is used for
determining the precise location of the receiver.

Time Difference Of Arrival

Unlike the ToF method, the time difference of arrival (TDoA) method requires
strict synchronization only on the transmitter side, which can be achieved more
easily. For each unique pair of transmitters, a measured time difference between the
signals’ arrival is multiplied by the signal velocity to obtain a distance difference of
the transmitter pair relative to the receiver. This distance difference is used to define
a hyperboloid on which the receiver is located. In a 3D space, at least three TDoA
measurements (corresponding to the system of at least three transmitters) are required
to calculate the receiver’s exact location as the intersection of defined hyperboloids.

Like the ToF method, the accuracy is influenced by the sampling rate and the
signal bandwidth, as well as precise time synchronization mentioned above.

2.1.5 Global Navigation Satellite System

This subsection introduces a global navigation satellite system (GNSS), which is often
used for outdoor localization of a robot. This chapter is based on [3]. Although it is
not used for indoor localization, it is included in this thesis as a localization system
that is arguably the most similar to the UWB localization system.

A satellite system is a system that uses satellites orbiting the Earth to provide
global coordinate system localization for objects on and above Earth’s surface. Each
satellite transmits a radio signal along a line of sight. Each object that is to be located
must have a receiver that can track this signal.

If a satellite system can provide global coverage, it is referred to as a GNSS. The first
GNSS ever made is the United States’ Global Positioning System (GPS). Nowadays,
there exist several GNSS. Besides GPS, there is the Russian GLONASS, the Chinese
BeiDou system, and the European Galileo system. There is also the Japanese QZSS
and the Indian NavIC navigation satellite systems, but these provide only a regional
coverage and are not considered a GNSS.

Each GNSS has a satellite constellation consisting of typically at least 24 satel-
lites. These satellites are arranged in such a fashion that from most areas on the

8
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Earth’s surface, at least four of them are visible at any given time. Otherwise, a
precise localization would not be possible due to the ToF localization technique used
(see Section 2.1.4).

Nowadays, receivers are developed to be able to receive signals from multiple GNSS.
This ability is beneficial in areas with limited sky visibility such as cities or forests,
where some of the satellites responsible for coverage of such area is hidden behind an
obstacle, but few satellites from different GNSS are visible. That way, each GNSS
separately would fail to provide reliable localization, but the receiver can combine the
information from both of them and localize itself based on this information.

Signals

GNNS signals are radio signals that include ranging signals and navigation mes-
sages. Each GNSS has defined several frequencies that generally differ between
individual GNSS, although some overlays are present as well. As each satellite in
the same GNSS constellation transmits on the same frequencies as the others, to
correctly identify the signal’s source, the code-division multiple access (CDMA)1

spread spectrum technology is used. The CDMA allows multiple transmitters to send
information at the same time over the same communication channel. Each signal is
modulated by a pseudorandom code unique to each satellite to distinguish between
transmitters, expressing the need for a receiver to know each satellite’s pseudorandom
code to correlate with the CDMA channel to extract the desired signal.

GNSS signals transmit on an L-band frequency range. L-band is a range of fre-
quencies in the radio spectrum from 1 to 2 GHz. This range is chosen mainly due to
its resistance to unwanted natural effects. That means that these waves are not very
influenced by rain, snow, clouds, fog, or vegetation. However, they cannot penetrate the
dense environment, such as heavy forest canopies and concrete walls [4]. Also, higher
frequencies would require more complex antennas, increasing the cost of application.

Since the signal travels on the path that goes through a non-vacuum environment, its
speed is slowed. One of these delays happens in the ionosphere and is described by
Equation (2.2).

v = 40.3
cf2 TEC , (2.2)[5]

where

. v is the ionospheric delay [m/s],. c is the speed of light in vacuum [m/s],. f is the frequency of the signal [Hz],. TEC is the number of free electrons [m−2].

Equation (2.2) shows that if two signals with different frequencies travel along the
same path simultaneously (TEC vary with time and position), the signal with lower
frequency experiences higher ionospheric delay than the signal with higher frequency,
1 The GLONASS also uses the frequency-division multiple access (FDMA) in combination with the
CDMA.
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making the transmission on more than one frequency advantageous.

Localization

In order to provide accurate localization, there must be a line of sight between
the GNSS receiver and at least four satellites. In an ideal case, three satellites would
be sufficient. However, most receiver clocks’ precision is around 5 ppm [6], meaning
that, on average, they drift about one second every two days.

As discussed further in this subsection, even the slightest time difference is re-
sponsible for a significant error in the resulting computation of pseudorange1. This
error can lead to a situation where localization spheres (spheres with a diameter of
calculated pseudorange) do not intersect at a single point. Adding the fourth measure-
ment and using a trilateration technique, receiver, which is aware of the fact that the
source of the error is most likely its clock, is programmed to advance/delay its clock
until pseudoranges converge to a single point. This way, the position can be estimated.
Additionally, the receiver can synchronize its clock with satellites, eliminating the clock
drift.

Error Sources

In this subsection, errors that influence the accuracy of the GNSS are described.
The term error is defined as the Euclidean distance between true and estimated
positions. Equation (2.3) defines the Euclidean distance between points A and B in a
3D cartesian coordinate system.

dAB =
√

(xA − xB)2 + (yA − yB)2 + (zA − zB)2, (2.3)

where

. xi is the x coordinate of point i [m],. yi is the y coordinate of point i [m],. zi is the z coordinate of point i [m],. dij is the Euclidean distance between points i and j [m].

These errors can be described by an ellipse (in determining a 2D position) or an el-
lipsoid (in a 3D case). The magnitude of the maximum error (maximum Euclidean
distance between exact and estimated positions) is then represented by the length of
the ellipsoid’s axes. Very often, the ellipsoid can be approximated by the sphere, since
the estimation’s error is not far from being unbiased by one of the coordinate axes.
That way, the maximum error bound is represented by the sphere’s radius, and the ac-
tual error is always contained inside a sphere2. All introduced errors are also assumed
to be independent, and the total error is calculated by summing all individual errors.

1 Difference between pseudorange and range is that pseudorange is influenced by many physical effects.
2 E.g., an error in accuracy up to 1 m means that the estimated position is somewhere inside a sphere
with a radius of one meter centered at the actual position.
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Figure 2.4. Example of bound representing an error up to 1 m and possible estimated
position.

Pseudoranges are calculated from ranging codes to determine the distance between the
receiver and transmitter. Since the pseudorange calculation is based on the ToF of
the satellite signal, all inaccuracies and errors must be identified and corrected. The
most critical error sources are ionospheric delay, tropospheric delay, multipath signal
propagation (further referenced only as multipath), satellite clock drift, orbit error,
and receiver noise.

The source of the ionospheric delay is the ionized part of Earth’s atmosphere,
ranging from 70 to 1,000 km. In the ionosphere, ultraviolet rays from the sun ionize gas
molecules, consequently releasing free electrons. These free electrons influence electro-
magnetic wave propagation, and they are the source of the delay (causing an error in
accuracy up to 5 m from real position). Fortunately, as can be seen in Equation (2.2),
this delay is frequency-dependent. The receiver, if able, can virtually eliminate the
delay by comparing both L1 and L2 signals, since both signals are delayed differently.
If the receiver can not track two frequencies, the ionospheric model can be used to pre-
dict the delay, but its accuracy is not nearly as accurate as of the comparison of signals.

Another layer of Earth’s atmosphere, troposphere, located up to 20 km above the
surface, is responsible for another delay. This delay is a function of local temperature,
pressure, and relative humidity. Furthermore, compared to the ionospheric delay, it
does not depend on the frequency, making it impossible to eliminate the delay by using
L1 and L2 signals. On the other hand, tropospheric models are much more accurate and
stable than ionospheric models, allowing them to predict the delay somewhat correctly.

Each satellite has an atomic clock on board. These are very accurate, but never-
theless, drift a small amount, and since the signal travels at the speed of light, 1 ns
drift of clock is responsible for the error of about 30 cm. Satellites can predict the
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offset from the ground-based master clock (that are more accurate than the clock
onboard satellites), but even after this prediction and the fact that the satellite clock
is periodically synchronized with the master clock, the error in accuracy can still occur.

Even though each satellite flies on a very accurately determined trajectory, they
may vary a little, and similarly to the case with clock drift, every small change can
result in a significant error. If this deviation from trajectory is detected, the GNSS
ground control system sends correction to the satellite, but until then, the inaccuracy
in distance measurement can be observed.

All of the error sources mentioned are very similar within a local area. Because
of this fact, they can be highly compensated by differential (DGNSS) and real-time
kinematics (RTK) systems briefly introduced at the end of this subsection.

The last significant source of error is a phenomenon called multipath. In short,
multipath means that the signal can travel from satellite to receiver along multiple
paths. Apart from the apparent direct path, a signal can be refracted or reflected
by the environment. Since this phenomenon may vary significantly within a local
area (e.g., urban area with many structures), RTK GNSS does not compensate for
it. One of the most straightforward solutions is to consider only the first arriving signal.

DGNSS and RTK GNSS

Both DGNSS and RTK GNSS are significant enhancements to the classic GNSS
in terms of accuracy. They can compensate for several critical errors that standard
GNSS can have a hard time dealing with. The receiver that is to be localized is often
referenced to as a rover.

The underlying idea is to place a base station on some fixed, precisely determined
location, preferably in location minimizing undesired effects such as multipath. Next,
pseudoranges from satellites’ signals are used to calculate the location of the base
station. The base station then compares the precisely determined position with a
calculated position and calculates the correction data sent to the rover through a data
link, typically through an ultra-high frequency (UHF) band.

Both DGNSS and RTK GNSS accuracy are highly dependent on the precision of
the base station placement and the distance between the rover and base station (works
very well up to tens of kilometers). The reason behind the distance dependency is that
most of the compensated errors by DGNSS and RTK GNSS are similar within a local
area, but they may vary significantly with increasing distance of rover from the base
station.

The difference between DGNSS and RTK GNSS is that DGNSS uses a code-based
positioning, while RTK GNSS uses carrier-based ranging that can provide ranges
that are orders of magnitude more precise than code-based positioning (orders of
centimeters).

12



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.1 Localization Approaches

2.1.6 Ultra-wideband Localization System

In this subsection, the ultra-wideband (UWB) technology is introduced. While the
UWB technology originated some decades ago, the use of this technology was, for a
long time, restricted for military purposes only. In 2002, the UWB was allowed for
public use. However, some limitations were defined, such as the allowed frequency
bandwidth and the maximum allowed power level, mainly due to a large number of
existing narrowband technologies with which the UWB could interfere. Arguments in
this subsection are based on [7], [8], and [9].

Signal

The UWB signal is defined as a radio signal that has an absolute bandwidth larger
than 500 MHz or a fractional bandwidth larger than 20 %. The unlicensed use of UWB
technology is authorized in the frequency range between 3.1 to 10.6 GHz.

The absolute bandwidth can be calculated as depicted in Formula (2.4), while
the relative bandwidth calculation is defined in Formula (2.5).

Babs = fH − fL, (2.4)

where

. Babs is the absolute bandwidth of the signal [Hz],. fH is the upper frequency of the −10 dB emission point [Hz],. fL is the lower frequency of the −10 dB emission point [Hz].

Brel = 2(fH − fL)
fH + fL

, (2.5)

where

. Brel is the relative bandwidth of the signal [-].

The UWB signal waveform is characterized by pulses with a low duty cycle and a very
short duration, typically no longer than a few nanoseconds. For each pulse, a time
window is allocated, and the information is determined by the pulse position in the
time window (or time modulation) and its orientation. These properties define some
compelling advantages of the UWB system.

The fact that it has a low duty cycle results in relatively low power consump-
tion, making the UWB system operation somewhat cheap.

As the length of each pulse is small, the possibility of overlapping the original
pulse in case of signal reflections is reduced, making it more robust against the multi-
path problem, provided that a clear line-of-sight (LOS) exists between transmitter and
receiver.
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The wide bandwidth allows the UWB signal to penetrate through some1 obsta-
cles as it consists of both low and high frequencies.

The power spectral density (PSD) of the signal, which measures the signal’s power
compared to its frequency bandwidth, is very low for the UWB systems as the UWB
signal has low power and wide bandwidth. This property is critical as the UWB signal,
by its nature, shares a spectrum with some narrowband communication systems, such
as WiFi. However, because its PSD is very low, the UWB can coexist with such
systems, intervening basically as environmental noise. On the other hand, the low PSD
makes the UWB communication more or less immune to interception from narrowband
communication systems.

Although the average signal power of the UWB systems is considered very low,
the UWB systems can transmit at high data rates without error. This fact can be seen
from the Shannon-Hartley theorem, which can be seen in Equation (2.6).

C = Blog2(1 + S

N
), (2.6)

where

. C is the channel maximum capacity [bit/s],. B is the signal bandwidth [Hz],. S is the average signal power [W],. N is the average noise power [W].

Equation (2.6) defines the maximum number of bits that can be transmitted through
a channel with defined bandwidth and a signal-to-noise ratio. It can be observed
that the maximum capacity increases faster with increasing bandwidth rather than
signal-to-noise ratio.

The UWB systems are typically able to achieve high range resolution. The range
resolution can be defined as the ability of the system to distinguish two separate points
in space based on their distance. The range resolution value can be approximated by
Formula (2.7).

r ≈ v

2B , (2.7)

where

. r is the achievable range resolution [m],. v is the velocity of the signal [m/s].

It can be seen that the high bandwidth of the UWB localization systems results in
better range resolution.

1 Metals and liquids are usually considered a problematic medium for UWB signals.
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Localization

The UWB localization system is structurally very similar to the GNSS localiza-
tion system.

The first similarity is in the infrastructure used. While the GNSS uses satellites
with a known location, the UWB uses anchors with a precisely determined static
location. The object that is localized via these anchors is called a tag. However, as the
UWB localization system is short-range, it provides coverage of just orders of decades
of meters.

The second similarity is in the localization technique. The UWB can use the
ToF technique that is used by the GNSS. The UWB system, however, can also use
the TDoA technique. Based on the technique used, the minimum number of anchors
necessary is either three (for ToF) or four (TDoA).

Error Sources

Like the GNSS localization, the UWB localization calculates the tag’s location
based on the distance estimate from each anchor.

As the UWB is used only for local coverage of a small space, the errors caused
by delays that influence the GNSS signals introduced by the atmosphere are not an
issue in the UWB localization.

As for a multipath, the situation is a little more complicated. The UWB signal
is typically more robust to multipath than the GNSS due to its short pulses. Unlike
the GNSS, it can also penetrate many types of obstacles, meaning that it can localize,
e.g., objects hidden behind the wall. Nevertheless, the penetration of material can slow
down the propagation of the signal that is difficult to anticipate. In a non-line-of-sight
(NLOS) scenario between anchors and tag, the delay caused by obstacles can severely
reduce the accuracy of the distance estimation. This issue can be solved (at least
partially) in the same fashion as in the GNSS localization, and that is adding more
anchors into the system’s infrastructure.

The UWB localization system also shares the requirement for the precise time
synchronization necessary for correct distance estimation. However, equipping anchors
with the same atomic clocks as satellites is typically impossible due to their high cost.
Because of that, one anchor is usually selected and used as a master node. This node
is used to transmit a synchronization message to other anchors. If the ToF technique
is used, the synchronization message is sent to all tags as well. The NLOS scenario,
however, can also influence this synchronization communication.

GNSS and UWB Precision Comparison

Based on Sections 2.1.5 and 2.1.6, it can be observed that the UWB localization
system shares some error sources with the GNSS. However, the GNSS is subject to
errors due to the atmospheric influence on the transmitted signal. Because of that,
the accuracy of the UWB localization should be better. The accuracy of the GNSS
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localization system available for public use is usually considered around one meter,
while the UWB localization is considered to deliver a sub-meter level of positioning.

However, the RTK GNSS can provide localization accuracy around one centime-
ter. This approach is not suitable for the UWB localization as it is already developed
to provide local localization.

The GNSS localization is currently used widely and successfully in UAV naviga-
tion, even without the RTK improvements. However, it can be used only outdoors
with a clear view of the sky. Besides, the requirements for indoor positioning accuracy
are typically more strict than outdoors. Because of that, considering the similarities
between both the GNSS and the UWB systems, the UWB localization system should
be able to substitute the GNSS indoors. There are already several solutions (e.g.,
[10], [11]) using the UWB systems that can achieve orders of decades of centimeters
accuracy.

2.1.7 WLAN Localization System

This subsection introduces the WLAN localization systems. Due to the increased
coverage of most regions in the world with the WLAN signal, the approach using these
signals for localization purposes is an appealing one, as the infrastructure needed is
usually already available in the desired area. Therefore, these systems are often used
as supplementary systems to a GNSS localization in places where GNSS localization is
unreliable, such as an indoor environment. However, it should be used only where the
localization accuracy requirements are not strict, as the accuracy of these systems is
rarely better than one meter. The WLAN localization system reach is typically 50-100
m.

Signal

Similarly to the UWB localization system, the WLAN localization system uses
electromagnetic waves of high frequencies. However, the WLAN systems typically use
narrow bandwidth of the frequency spectrum. Due to this fact, the non-negligible
interference with other communication channels using an overlapping frequency band
can occur.

The most common WLAN signals can be separated, based on their frequency bands, in
two categories. The first category uses the frequency band between 2.4 and 2.5 GHz,
and the second category uses the 5 to 6 GHz frequency band. The 2.4 GHz frequency
band is generally divided into 11 channels, each having a fixed frequency bandwidth
of 22 MHz. However, only three of these channels are not overlapping. The second
category is much more varied, offering up to 45 frequency channels with a 20 MHz
frequency bandwidth, while 24 of these channels are not overlapping.

Localization

The WLAN localization typically uses an already installed infrastructure for wireless
communication. Since the information about the received signal strength (RSS) is
easily extractable from such communications, the localization approach using WLAN
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signals is usually based on the RSSI technique. As described in Section 2.1.4, this
technique is cheap to use and can be used even in the NLOS scenarios. On the other
hand, it is heavily influenced by the quality of the environment’s signal propagation
model described by Equation (2.1).

This model alone is usually insufficient for localization, as it does not take into
account the thickness of the walls on the path. Due to that, a more complicated
model that is necessary can include this information into distance estimation. Another
approach called fingerprinting is often used instead. Fingerprinting is an empirical
technique in which several calibration RSS measurements1 are conducted at different
locations throughout the area and are stored along with their ground truth, creating
a so-called radio map. The localization is then done by comparing the object’s RSS
to the ones stored in the map and calculating the weighted distance from calibration
measurements.

Error Sources

Unfortunately, the WLAN localization accuracy is heavily influenced by the in-
correct modeling of the environment. On the other hand, if the fingerprinting is
used instead, the RSS fluctuation due to changes in the environment2 results in the
calibration measurement inaccuracies.

2.1.8 Optical Localization System

The optical localization system is a localization system relying on the processing of
light rays. The most typical optical sensor is a camera that is further specified based
on the application. In this subsection, optical systems using multiple static cameras for
the localization of a moving object are described. Used arguments are based on the [12].

Signal

The optical systems use very high-frequency electromagnetic waves. Typically, ei-
ther visible light or infrared light signals are used for localization purposes. Visible
light is defined as the light with a wavelength between 380 nm and 740 nm, which
corresponds to the frequency between 790 THz and 405 THz, respectively. The infrared
light spectrum lies between the visible light and the radio spectrum, ranging from 740
nm to a 1 mm, with the corresponding frequency range from 405 THz to 0.3 THz. It
can be seen that the signal’s wavelength is rather low, which makes it impossible to
penetrate most of the obstacles.

Localization

The optical system utilizing several static cameras for real-time localization of a
moving robot typically uses an illuminated object located on the top of the robot to
increase the robustness of the localization algorithm. Additionally, the object can be
designed in such a fashion that its attitude can also be determined.

1 With respect to each access point.
2 E.g., moving objects, closing doors, changing the device orientation.
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The optical localization algorithms employ the AoA technique mentioned in Sec-
tion 2.1.4. If the image captured by the camera contains the target, its pixel position
in the image is determined. By including information about the distance between the
image and the target, the 3D position can be calculated. The distance itself cannot
be determined from a single image alone, and an additional measure is necessary for
its determination. Typically, either an additional sensor that measures the distance
is used or multiple images taken from different positions, including the target, are
compared to estimate the scale factor.

Error Sources

As mentioned at the beginning of this subsection, the light rays can not penetrate
most obstacles. Because of that, the NLOS issue makes the localization impossible.
Therefore, in an environment with several obstacles, more cameras are necessary to
provide sufficient coverage of the space. It is also necessary to consider that, unlike
the UWB, WLAN, or ultrasound anchors, the static cameras are not omnidirectional,
meaning that their field-of-view is limited.

Another issue with optical signals is environmental noise. This issue is mostly
considered while working with the visible light under either very low or a very high
illumination.

The localization algorithm itself is highly dependent on the camera parameters
calibration and its pixel resolution. The higher the pixel resolution, the less error is
introduced. On the other hand, the image processing computational cost scales with
the increased number of pixels.

2.1.9 Ultrasound Localization System

In this subsection, the ultrasound localization system is briefly introduced.

Signal

In contrast with all the systems introduced so far, the ultrasound system does
not use electromagnetic waves for localization. Instead, it uses mechanical waves, or
more precisely, the sound waves. The main difference between electromagnetic and
mechanical waves is that mechanical waves require medium to transport their energy
from one point to another.

The ultrasound signal is defined as a sound signal with a frequency higher than
20 kHz, making the humans unable to hear the communication with their ears. The
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medium through which the ultrasound signal travels dramatically influences some of
its attributes.

First, the signal power is attenuated by the medium. In an indoor localization,
where the air is used as the medium, the maximum operational range of the ultrasound
localization system is reportedly small, around 10 m [13].

Second, the signal velocity is also very dependent on the medium. In the airborne
conditions, the velocity can be calculated by Formula (2.8).

vUS = (331.3 + 0.606T ), (2.8)

where

. vUS is the ultrasound signal velocity [m/s],. T is the air temperature [◦C].

Formula (2.8) indicates two properties of the ultrasound signal. First, the velocity of
the ultrasound signal is drastically lower than the velocity of electromagnetic waves.
This fact means that the available range resolution in Formula (2.7) can be great, as
it is improved by reducing the signal speed. Second, unlike the electromagnetic signal,
the ultrasound signal is considerably influenced by the air temperature.

Localization

Ultrasound localization is usually realized while using several static nodes. The
object that is to be localized uses a mobile tag, similar to the case of the UWB
localization.

The ultrasound localization typically relies on the TDoA technique. However,
compared to the UWB localization, slightly different requirements are imposed due to
the ultrasound signal’s mechanical nature.

Error Sources

The ultrasound localization requirement differs from the UWB localization ones.
As the ultrasound velocity is much lower, the synchronization requirement is not as
strict. E.g., while the UWB time synchronization error of 1 ns can cause up to 30 cm
of distance estimation error, the same distance estimation error corresponds to the
time synchronization error of about 1 ms.

As can be observed from Formula (2.8), the ultrasound velocity is dependent on
the air temperature. As the TDoA localization technique uses the velocity to estimate
the distance, it is clear that the best knowledge of the temperature along the path
is required. Luckily, the temperature gradient indoors is typically much lower than
outside, reducing the error compared to the outdoors scenario. The ultrasound nodes
are typically equipped with sensors able to measure the temperature to compensate
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for this kind of error.

As the ultrasound wave can not penetrate most of the materials in an indoor en-
vironment, the NLOS issue, along with multipath propagation, remains a challenge.

2.1.10 Comparison Of Introduced Systems

In this subsection, all indoor localization systems introduced above are compared based
on the accuracy, cost, and range. Of course, the attributes’ values might differ from one
implementation of the localization system to another. For this thesis’s sake, the value
assigned to each system is considered to be a common value among most realizations.

UWB Localization

The UWB localization accuracy is typically considered between 30 cm and 50 cm
for a non-lab environment [13], [14]. The cost of the infrastructure setup is relatively
high, but the operational cost of an already installed localization system is considered
cheap due to the UWB signal power restrictions. The range of the UWB is typically
comparable with the range of the WLAN localization in a full LOS environment.

WLAN Localization

As mentioned above, the WLAN localization system typically has an already in-
stalled infrastructure. Therefore, the cost of the system is low compared to the other
localization systems. The WLAN technology signal typically offers the same reliability
range as the UWB technology. However, due to the RSSI localization technique used,
the accuracy rarely achieves a sub-meter level and is typically considered to be 3 − 5
m [13], [15].

Optical Localization

The best optical localization can achieve accuracy in the order of millimeters. However,
the infrastructure cost is very high, as for coverage of a larger space with multiple
obstacles, the need for the number of cameras rises. To achieve the best results,
the resolution of cameras is typically high, increasing their cost. Additionally, the
processing of the images to allow a real-time localization requires much computational
power, thus increasing the cost parameter even more. The range of the localization is
highly dependent on the sensor size and camera resolution.

Ultrasound Localization

The ultrasound localization offers accuracy in the order of centimeters at a rela-
tively low cost. The disadvantage of the ultrasound localization is the signal’s range,
which is smaller than the range of the UWB or WLAN localization.
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Summary

Technology Accuracy Cost Range
UWB < 30 cm Medium Medium

WLAN 3− 5 m Very low Medium
Optical < 5 mm High Camera dependent

Ultrasound < 5 cm Low Low

Table 2.1. Comparison of the indoor localization systems.

To conclude, the best possible accuracy seems to be possible with the use of high-cost
cameras, along with a high-cost server that can process the images sufficiently fast.
On the other hand, a WLAN localization system is very cheap but does not provide an
accuracy level suitable for the UAV localization problem. The ultrasound localization
system is also a relatively cheap technology with excellent performance in terms
of accuracy, but its small range limits its use for small environments. The UWB
localization seems to provide a sufficient level of accuracy on an acceptable range level.
The cost of the infrastructure is slightly higher, but the performance/cost ratio favors
the UWB localization compared to the expensive camera solution.

2.2 State Estimation

The output of the localization systems is often not sufficient on its own, whether it is
because of the large noise1 projected onto the localization accuracy, or because addi-
tional information about the localized object is necessary that is not available from the
localization systems. For this reason, the control theory is applied, mainly the concept
of state-space modeling. The system states can be loosely defined as the variables
that provide complete information about the model at any given time instance. As
mentioned above, the localization systems often do not bring the necessary amount of
information, which is projected into the fact that some states can not be measured.
Moreover, the states that are measured are subjects to a noise. Due to that, a software
solution is necessary to estimate the actual system state from direct measurements and
a system model.

In this section, the state estimation process is introduced. At the beginning of
the section, a state-space representation of the actual physical system’s mathematical
model is defined, emphasizing the discrete-time, linear, and time-invariant (LTI)
systems. Next, the need for sensor fusion is discussed. Afterward, the linear Kalman
filter algorithm for sensor fusion and state estimation is introduced, along with its
non-linear variants. Finally, the particle filter is briefly introduced as an alternative to
the Kalman filter. Arguments in this chapter are based on [16].

1 Noise can be defined as any unpredictable modification of a signal.
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2.2.1 State-space Representation

A physical system is in control engineering often modeled using a state-space repre-
sentation of the mathematical model. This description is defined as the set of state,
input, and output variables that are related either by the first-order differential (in
continuous-time domain) or difference equations (in discrete-time domain). In this
subsection, a discrete-time state-space representation of linear and time-invariant
systems is defined.

Discrete-time deterministic LTI system

The following equations describe a deterministic discrete linear system with n states,
p inputs, and q outputs:

x(k + 1) = Ax(k) + Bu(k),
y(k) = Cx(k) + Du(k),
x(0) = x0,

(2.9)

where

. x is the state vector of dimension Rn×1,. u is the input vector of dimension Rp×1,. y is the output vector of dimension Rq×1,. A is the state transition matrix of dimension Rn×n,. B is the input matrix of dimension Rn×p,. C is the output matrix of dimension Rq×n,. D is the feedthrough matrix of dimension Rq×p,. k is the time sample,. x0 is the initial state vector of dimension Rn×1.

A defining characteristic of a deterministic system is the possibility of precise recon-
struction of the state development in time based on the initial state x0 , known input
vector u(k), and observed output vector y(k) at every time sample k, provided that the
system is observable. In general, the output of the system does not necessarily provide
enough information for this reconstruction as some states are not projected on the
output. This issue is solved by employing a linear state observer, a parallel observable
system that is designed in such a way that the divergence between its output and the
system output converges to zero as time goes to infinity.
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Discrete-time stochastic LTI system

In a real-world application, however, the system’s state development, as well as
its observation, are subjects of noise, and thus they can not be predicted precisely.
Because of that, it is necessary to describe these signals as random processes, and the
resulting LTI system is described by the following equations:

x(k + 1) = Ax(k) + Bu(k) + w(k),
y(k) = Cx(k) + Du(k) + e(k),
x(0) = x0,

(2.10)

where

. w is the process noise vector of dimension Rn×1,. e is the measurement noise vector of dimension Rq×1.

For convenience, it is assumed that both sequences are white noises independent on
the state and input vectors and that they are from the normal probabilistic distri-
bution. The state time development, in this case, can not be reconstructed even
if the initial state vector x0 , the input vector u(k), and the output vector y(k) at
each time sample k are known. That is because of two reasons. First, the state
development is subject to the process noise w(k), introducing uncertainty to the state
development. Second, the output vector is subject to the measurement noise e(k),
which introduces additional uncertainty to the output vector. The linear state observer
approach, in this case, is not recommended, as both the process and the measurement
noises can not be measured. Therefore, they can not be chosen as inputs to the par-
allel observer model, and the system and its observer will receive different information.

Due to this fact, another approach must be employed in order to estimate the
state development of the system. If the system is indeed LTI, and the process and
the measurement noises are white, the optimal linear estimator can be derived. This
estimator is called the Kalman filter, and it is described in more detail in the following
subsection.

2.2.2 Kalman Filter

Stochastic LTI systems are, as mentioned in the previous subsection, subject to process
and measurement noises. If these noises are white, then they are random variables that
can not be measured, making them impossible to estimate. Typically, these noises are
also Gaussian, meaning that they are defined by only one parameter, the covariance
matrix. In this subsection, a Kalman filter algorithm [17] is introduced as an optimal
linear state estimator. As can be seen further in this subsection, the Kalman filter
uses only the information from the current time sample k and the previous time
sample k − 1. Therefore, the Kalman filter memory requirements are low, whereas
the computational speed of the algorithm itself is fast. Both these attributes together
make the Kalman filter suitable for the real-time application.
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Assumptions

A Kalman filter algorithm can be applied to stochastics LTI systems that are
modeled perfectly. Moreover, it assumes that process noise w and measurement noise
e are uncorrelated white noises from a normal probabilistic distribution:

w ∼ N (0,Q),
e ∼ N (0,R),

(2.11)

where

. Q is a process covariance matrix of dimension Rn×n that is exactly known,. R is a measurement covariance matrix of dimension Rq×q that is exactly known.

If all assumptions are satisfied, the Kalman filter algorithm is an optimal filter.

Data-update Step

The Kalman algorithm has two stages, the data-update and the time-update step.
The data-update step, sometimes called the correction phase, is done each time a new
measurement is received, and it is described by the following equations:

K(k) = P(k|k − 1)CT (CP(k|k − 1)CT + R)−1,

x̂(k|k) = x̂(k|k − 1) + K(k)(y(k)− Cx̂(k|k − 1)−Du(k)),
P(k|k) = (In −K(k)C)P(k|k − 1),

(2.12)

where

. In is the identity matrix of dimension Rn×n. K is the Kalman gain matrix of dimension Rn×q,. P is the state covariance matrix of dimension Rn×n,. x̂ is the state estimate vector of dimension Rn×1.

The data-update step can, in general, use several different measurements to update the
state estimate, as long as all measurements satisfy the assumption conditions specified
in Equations (2.11). This process is called sensor fusion, and each measurement has
its own matrices C ,R defined, which are used when the corresponding measurement is
available and should be fused into the estimate. Since each new measurement (unless
its error is infinite) increases the total information on the states, the estimation’s
uncertainty, described by the covariance matrix P, decreases, and the estimation’s
accuracy rises.

As mentioned in Section 2.1.3, this approach is very useful, as one category of
the sensors is typically subject to drift, and the measurements from the other category
are often received at a lower frequency than necessary. If the Kalman filter algorithm
is employed, the measurements from both sensor categories can be fused together, and
their disadvantages can be compensated.
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Time-update step

The second stage of the Kalman algorithm is the time-update step, sometimes
called the prediction phase. Unlike the data-update step, the time-update step runs in
a cycle with the frequency defined by the desired frequency of the estimation rather
than every time a new measurement is received. This essentially means that, typically,
there are multiple time-update steps between two data-update steps, because many
sensors run on frequency much lower than the one desired by the estimation. The
following equations define the prediction phase:

x̂(k + 1|k) = Ax̂(k|k) + Bu(k),
P(k + 1|k) = AP(k|k)AT + Q.

(2.13)

In Equation (2.13), it can be seen that unless the process noise is zero, the uncertainty
on the states increases.

Variants of Kalman Filter

The basic variant of the Kalman Filter, as mentioned in Formula (2.11), has a
number of assumptions. If one of these assumptions is not satisfied, the Kalman
filter algorithm described above might not perform correctly. There, however, exists
approaches and extensions that deal with situations like this that are briefly introduced,
and are described in more detail in [16].

If the process and measurement noises are correlated, then the data-update and
time-update steps can be performed as one combined step. If this is not desirable (e.g.,
due to slow measurements), there exists an approach that uses a system transformation
to recover separated phases.

If one or both noises are colored, then the system’s augmentation is done to transform
to behave as white noises. Afterward, a standard algorithm can be used while consid-
ering this augmented system.

The major limitation of the Kalman filter is that it can be employed only by lin-
ear systems. There are, however, two variants of the filter that address this issue and
show promising results.

The first one is the extended Kalman filter (EKF) that uses linearization of the
non-linear model, and on this linearized model, the standard Kalman algorithm is run.
However, the linearization brings a few disadvantages. First, the filter, in general,
loses its optimality. Additionally, the filter might quickly diverge if the system is not
modeled precisely, or the initial estimate is wrong. Even so, the EKF is nowadays
widely used and considered as a standard in many applications.

The second one is the unscented Kalman filter (UKF), proposed in [18]. The
major limitation of the extended Kalman filter is its application on highly non-linear
systems, where linearization is not sufficient approximation of the system. Instead
of linearization, the UKF uses the unscented transformation. A sufficient amount of
sample points around the mean are chosen and then propagated through non-linear
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functions while estimating new mean and covariance. This also removes the need for
calculating the Jacobian necessary for the linearization, which sometimes is a difficult
task by itself.

Both non-linear filters mentioned above are nowadays used, and since each of them
performs differently in terms of running speed and quality of results in different
scenarios, the question of which one is better to use is specific for each individual
system.

2.2.3 Particle Filter

As discussed in Section 2.2.2, the KF’s optimality is assured if applied to linear systems
that are subject to white noise. If any of these is not held, the KF remains the optimal
linear filter, but there is no guarantee that a non-linear filter would not perform
better. In fact, it was proven that for a uniformly distributed measurement noise,
a non-Kalman filter is optimal [19]. Non-linear variants of the KF are discussed in
Section 2.2.2, but they are not proven to be optimal. On the other hand, if the system
is strongly non-linear, the performance of these KFs is considered insufficient as they
only approximate the non-linear systems. In this subsection, an alternative to the KF
called the particle filter (or sequential Monte Carlo filtering) is briefly introduced.

A particle filter is a probability-based non-linear state estimator. Compared to
the EKF and UKF algorithms, it typically performs better while applied to non-linear
systems considering the estimation error, as it does not use an approximation of the
non-linear systems, whereas the EKF uses a first-order approximation and UKF uses
a higher-order approximation. On the other hand, the computational cost of the
estimation is increased [20].

Initialization

The initialization of the particle filter assumes that a non-linear system is defined
by Equations (2.14). As a time-invariant assumption was used in Section 2.2.2, the
same assumption is made for Equations (2.14). This assumption is made only for
better orientation in equations, as both the KF and particle filter can be applied on
time-variant systems in a similar manner.

x(k + 1) = f(x(k),u(k),w(k)),
y(k) = g(x(k),u(k), e(k)),

(2.14)

where

. f(·) is a non-linear state transition function,. g(·) is a non-linear measurement function.

Moreover, the assumption of the known initial state of each particle is necessary, along
with the N specifying the number of particles1 used for the state estimation. The
particle filter then runs iteratively, taking into account only the information from the
1 Increasing N increases the estimation accuracy, as well as the computational cost.
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current time sample k and the previous time sample k − 1.

Time-update step

Similarly to the KF time-update step, the time-update step of the particle filter
uses the state transition matrix to predict each particle state vector, as described in
Equation (2.15).

x̂i(k|k − 1) = f(x̂ i(k − 1|k − 1),u(k − 1),wg
i (k − 1)), (2.15)

where

. i = 1, 2, ..., N is the index of the particle,. wg is a randomly generated noise vector based on the process noise PDF1.

Data-update step
When a measurement is obtained, a relative likelihood of each particle is calculated, as
can be seen in Equation (2.16).

qi(k) = p(y(k), x̂i(k|k − 1)), (2.16)

where

. q is the relative likelihood of a particle,. p(·) is the PDF.

The relative likelihood is then normalized by Formula (2.17) so that the sum of likeli-
hoods across all particles is equal to one.

qi(k) = qi(k)∑N
j=1 qj(k)

. (2.17)

The normalized likelihood forms the probability density function p(x̂(k|k)|y(k)). Fi-
nally, a new set of particles is generated from this probability density function in a
resampling step, which is shown in Equation (2.18).

x̂i(k|k) ∼ p(x̂(k|k)|y(k)). (2.18)

1 PDF stands for probability density function.
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Chapter 3
System Architecture

Although the main topic of the thesis is UAV localization, additional problems arise for
a proper experimental evaluation such as trajectory planning, UAV control, and failsafe
mechanisms, as can be seen in Figure 3.1.

Figure 3.1. High-level architecture design.

In this chapter, the design of the architecture seen in Figure 3.1 is described in
more detail along with used tools for its solution1.

The first part of the chapter is dedicated to a brief introduction of the ROS2,
Gazebo, and MRS3 frameworks. In the second part, a few existing ROS packages used

1 Note that the failsafe mechanism solution is described in Chapter 4.
2 Robot Operating System.
3 http://mrs.felk.cvut.cz/
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for UAV localization and sensor fusion are discussed. In the third and final part, the
proposed architecture of the whole system and its configuration are introduced, and
based on the UWB localization system requirements, one of the sensor fusion packages
is chosen for the state estimation.

3.1 Frameworks Introduction
In this section, the essential frameworks into which the external UWB localization
system is going to be integrated are introduced. These frameworks are ROS, Gazebo,
and MRS, which are discussed in more detail in the following subsections.

3.1.1 ROS Framework

ROS [21] is an open-source robotic framework that significantly reduces the im-
plementation complexity necessary for a given application by offering driver-level
software, hardware abstraction, etc. ROS is designed to support multiple programming
languages. That way, the implementation of additional functionality is done by imple-
menting a ROS package. ROS package is a directory that roofs an application, allowing
its easy reusability by integrating it into another system. The ROS architecture is in-
tended to be a system consisting of many processes running in a peer-to-peer topology.

These processes are called nodes. As ROS is designed as a modular system, each
node can be implemented to fulfill a single task, and the whole application consists of
many nodes communicating among themselves through messages. These messages are
strictly defined, and they can be composed by standard primitive data types, as well
as other already defined ROS messages.

The communication itself is done either via topics, services, or actions1.

The topic communication is based on a broadcast approach, meaning that the
transmitting and receiving nodes are typically not aware of each other existence,
and there might be either a single or multiple nodes on both the transmitting and
receiving end of the communication. In the ROS framework, nodes on the transmitting
end of the communication are called publishers, and nodes on the receiving end of
the communication are called subscribers. Each node can publish and subscribe to
multiple topics. Each topic is specified with its name in the form of a string data
type. In a multi-robot system, the need for communication via the same topics might
be necessary. Nodes can be launched with a predefined namespace, adding a prefix
before the topic name to avoid the topic name conflicts. An example of a simple
communication graph can be seen in Figure 3.2. In this example, node A is a sole
publisher to the topic 1, which in turn has a single subscriber, node D. Nodes C and
D are both publishers to the topic 2, that has a single subscriber, node E. Node D is
1 The action-based communication is not native to the ROS framework. It is implemented as ROS
package, available at http://wiki.ros.org/actionlib.
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also publishing on topic 3, which is subscribed by two nodes, F and G. Node B is not
communicating with other nodes via topics.

Figure 3.2. Example of ROS communication via topics.

The broadcast nature of the topic communications is not appropriate in case of a
request-reply communication need. For this purpose, the service communication is
offered. The communication via services uses similar messages as the communication
via topics, but each service must have both the request and reply messages defined.
Unlike the topic communication, only a single node might be advertising a service.
This node is called a server. Nodes that are sending the request message to the service
server are called clients. After a client sends a request message, it awaits the reply. If
the service offered by the server takes a long time to execute, this waiting might be
undesirable, as the client node is blocked (assuming that is it not implemented as a
multithreaded node).

The blocking issue mentioned in the previous paragraph can be resolved by im-
plementing the process as an action. The action communication architecture offers the
same functionality as the service communication. However, the user can also receive
the feedback while the action defined the server is executed, as well as cancel the
executing of the action if a specific event happens. Each action has three messages
defined: the goal message, the feedback message, and the result message.

3.1.2 Gazebo Simulator

The Gazebo [22] simulator was chosen for the development since it can be easily used
in combination with the ROS framework. Among its perks is its user-friendly interface,
both graphical and programmatic, realistic and robust physics engine, and high-quality
graphics. Finally, the Gazebo is distributed as freeware.

The environment in which the Gazebo simulation is running is called world. It is
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represented by the .world extension file, a specific file defined by SDF1. In this file,
the user can specify how the world is illuminated, how the ground interacts with
other items, the physics engine used in the simulation, the gravitational acceleration
affecting the world, etc. This file is also responsible for populating the world with
models representing, e.g., robots, sensors, and buildings.

As mentioned in the paragraph above, an object can be represented by model di-
rectly defined in the .world file, but a model defined that way can not be used in
different Gazebo world. Therefore, it is better to specify the model separately and
afterward include it into the .world file. Similarly to the world environment, the model
is defined by the SDF file. The SDF file is a set of links that are connected via joints.
The link can also be extended with the collision, visual, and inertial elements. It is
not uncommon for individual elements to differ from one to another. Typically, the
visual element is modeled much more precisely via triangle mesh, while the collision
and inertial elements are, if possible, approximated by some simple shape to reduce
the simulation’s consumption of resources.

The Gazebo also introduces the so-called plugins. The plugin is essentially a C++
code compiled as a shared library, allowing it to be included in the simulation. Plugins
can be used to control either the simulation world or the particular models or be used
as sensors.

However, due to the integration with ROS, which uses a slightly different XML-
based structure of files called URDF2, it is necessary to use the URDF files which are
then converted into the SDF files. Models created in such a way can be used both in
ROS (visualization in rviz, communication via topics), as well as in Gazebo (physical
interaction with the world).

The URDF files are often developed using the XML Macros (or xacro), allowing
higher readability and easier maintenance of models employing expandable macros.

3.1.3 MRS Framework

MRS framework [23], [24] is a group of ROS packages developed for the deployment on
UAV systems that are equipped with a Pixhawk PX4 [25] flight controller. The most
important parts (considering the integration part of the implementation of this thesis,
described in Section 5.2.1, along with the simulation Section5.1) of this framework are
introduced in this section. However, as Section 3.2 is discussing several ROS packages
used for the UAV localization and sensor fusion, the part of the MRS system solving
the state estimation problem, the mrs uav odometry, is described in more detail in
Section 3.2.3.

The MRS UAV system defines a vector of four independently controllable degrees
of freedom. These are the position parameters describing the UAV position in the
world frame, accompanied by a parameter describing the heading of the UAV. These

1 Simulation Description Format.
2 Unified Robot Description Format
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parameters, along with their derivations1, are used for a feedforward trajectory tracking
that allows proper state-feedback control. This tracking is implemented as the linear
model predictive control (MPC) algorithm. For the feedback control, several con-
trollers are employed for different parts of the UAV mission, such as takeoff, landing,
mission conducting, emergency, etc. For the controllers’ automatic switching (when fin-
ishing the takeoff, if an emergency has been detected), a manager node is implemented.

Additionally, the MRS UAV system offers several already implemented services
used for high-level control of the UAV, such as a flight to the desired position with
a given heading angle. The MRS UAV system also comes with a simulation package
designed for the ROS simulator with three available UAV models and countless models
for worlds, sensors, etc.

3.2 ROS Localization Packages

In this section, the already implemented ROS packages solving the localization prob-
lem and sensor fusion are discussed. The KF approach was chosen over the particle
filter, particularly because many KF, EKF, and UKF models perform reasonably well
on non-acrobatic UAVs, because of the increased computational cost of the particle
filters, and because of the work necessary for integrating the UWB localization system
with already existing ROS packages. The following three packages were consid-
ered: the robot localization2[26], the ethzasl msf 3 [27], and the already mentioned
mrs uav odometry.

3.2.1 Robot Localization

The robot localization package is consists of two state estimation nodes imple-
menting two non-linear Kalman filter variants, namely the EKF and UKF. Besides
the estimating algorithm itself, the configuration of both nodes is pretty much the
same. In the prediction step, the omnidirectional 6DoF motion model is used. The
model consists of 15 states, three parameters describing the robot position, their first
and second derivations, and three parameters for the robot orientation and their first
derivations. Several sensors measuring any of the states can be fused into the state
estimation. The package allows arbitrary configuration of the process and measurement
noise covariance matrices.

1 I.e., position, velocity, acceleration, and jerk for each axis in the world frame, along with the heading
and the heading rate.
2 Available at https://github.com/cra-ros-pkg/robot_localization.
3 Available at https://github.com/ethz-asl/ethzasl_msf.
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3.2.2 ETHZ ASL Multiple Sensor Fusion

The ETHZ ASL multiple sensor fusion package is designed specifically for the micro
UAV application. It uses an EKF algorithm with a 6DoF motion model. However, the
package is also able to estimate the IMU acceleration and gyroscope biases. It can also
estimate the roll and pitch drift, sensor transformation between a sensor and the IMU,
and pose scaling of a measurement sensor. The sensor fusion algorithm is even able to
compensate for the time delay in measurements. On the other hand, the EKF is fixed
to use the IMU readings to predict the state at the IMU rate.

3.2.3 MRS UAV Odometry

The MRS UAV odometry package uses a different approach than the two pack-
ages mentioned above. Instead of using a single KF, it uses three linear KFs, each
estimating a different set of states. The first KF estimates the UAV 2D position,
velocity, and acceleration. The second KF is used to estimate the UAV heading,
heading rate, and heading acceleration. The third KF estimates the UAV altitude,
altitude velocity, and altitude acceleration. By combining these 3 KFs, a 4DoF
model is obtained. This modularity assumes that the states from different sets are
not correlated. Furthermore, the measurement covariance matrix is assumed to be
diagonal with the same-valued diagonal elements. This assumes that, e.g., the 2D
position measurements are not correlated. On the other hand, the modularity allows
easy substitution of, e.g., one heading estimator with another during the flight without
modifying the rest of the system.

The system is already integrated with the rest of the MRS framework, i.e., con-
trollers and trackers, and it offers a possibility of using the desired acceleration and
heading rates1 in the prediction step to propagate through the system matrix. Because
of that, the IMU readings can be used in the correction step if deemed advantageous.

3.3 Architecture Design

This section is dedicated to system architecture design. The first part briefly introduces
the sensors used, along with some necessary consideration for their deployment. The
second part discusses the properties of the external UWB localization system. The
third and final part introduces the proposed architecture.

3.3.1 Sensors Used
As the UWB localization integration done in this thesis is intended for real-world
experiments in an indoor environment, the choice of additional sensors for the state
1 Outputs of the controllers.
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estimation is limited. Assuming that the typical UAV mission is not acrobatic, the
state model has 4DoF: three linear parameters and one angular corresponding to the
heading. The IMU readings (or the desired linear acceleration and heading rate for
the MRS UAV odometry case) can be used for a prediction step of the KF algorithm.
However, the correction step assumes that some other sensors are employed, and to
eliminate the drift of the prediction, the chosen set of sensors should cover all 4DoF
parameters.

The external UWB localization system, described in more detail in Section 3.3.2,
provides 2D position measurements.

For the altitude estimation, a laser rangefinder can be used, with several require-
ments kept in mind. Even though the roll and pitch states are stabilized throughout
the flight via the Pixhawk autopilot, nevertheless, the change in UAV speed typically
results in a deviation from the zero angles. The Equation (3.1) is used as a correction to
the rangefinder measurement is necessary to obtain a reliable estimate of the altitude:

z = (zm − xOs(θ) + yOc(θ)s(φ) + zOc(θ)c(φ))c(θ)c(φ), (3.1)

where

. z is the altitude estimate [m],. zm is the measured altitude in the rangefinder frame [m],. xO, yO, zO are the x, y, z position offset of the rangefinder from the UAV mass body
center [m],. θ is the UAV pitch angle [rad],. φ is the UAV roll angle [rad],. s, c are the sin, cos functions.

Another thing to consider is that in an indoor environment, there is typically less
available space for safe maneuvering than outdoors due to a higher number of obstacles.
Therefore, during the flight, obstacles are usually much closer to the UAV. Depending
on the height of the obstacle and flight altitude, a rangefinder fixed on the UAV can
suffer from the roll or pitch angle change by detecting, e.g., the wall behind itself.
This issue can be solved by incorporating the information about the static obstacles in
the environment, adjusting the plan of the mission, developing a correction algorithm
based on the current state estimate and the environment model, or, if a gimbal is
integrated to the UAV base, fixing a rangefinder sensor onto it rather than onto the
UAV base1.

The typical heading measurements sensor, a magnetic compass, will not be used
in this thesis. The underlying reason is the fact that in most human-made indoor
environments, a large concentration of the ferromagnetic metal material is usually
present, affecting the compass measurements. It was proposed that the use of two
UWB sensors, the heading can be estimated from their relative position, as described
in Equation (3.2), assuming that one tag is specified as the front tag (FT) and the
other as the back tag (BT).

1 In that case, the correction due to the roll and pitch angle change should not be used.

34



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.3 Architecture Design

h(k) = atan2(yF T (k)− yBT (k), xF T (k)− xBT (k))− hO, (3.2)

where

. h is the estimated heading [rad],. x is the measured x position [m],. y is the measured y position [m],. hO is the offset from the UAV’s yaw axis [rad].

In general, the measurement times of each tag differ, and so the Equation (3.2) should
contain some kind of correction for this time difference. However, the tags are assumed
to be close to each other (depending on the size of the UAV), they are both receiving
the same UWB signal from antennas, and the UAV’s speed is relatively low, the
resulting error of the time difference is negligible.

Unfortunately, the heading calculated this way heavily correlates with the 2D po-
sition measurements. Furthermore, it is evident that since the distance between FT
and BT is relatively small, each position estimate error will be significantly projected
to the heading. Thus, a specific KF has to be designed to include the information
about the relative distance between FT and BT, which is fixed, and that correlates the
heading parameter with the FT and BT measurements. Sadly, neither of the packages
discussed in Section 3.2 is capable of such a thing. The design of such a model is out
of the scope of this thesis. Therefore, some compromises that are introduced later in
this thesis were necessary.

3.3.2 The External UWB Localization System

The external UWB localization system was obtained from ALIS Tech1. ALIS Tech is
a Czech company specializing in localization and anti-collision systems in warehouse
environments with human operators. The company also played a role in providing
support with installing the demonstrative installation.

Based on the information from the system manufacturer, the system can provide
real-time localization with an accuracy of up to 50 cm. However, this information
was not accompanied by a precision specification, and no datasheet was received to
support this claim. It was decided to conduct several experiments, described in more
detail in Section 4.2, to verify the accuracy and obtain additional information about
the localization system behavior.

1 https://alis-tech.com.
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The experimental system architecture follows the description in Section 2.1.6. It
consists of four anchors that are interconnected through ethernet. These anchors
have synchronized time among themselves. Two tags able to communicate with these
anchors are also part of the system. These tags have an integrated IMU sensor.
However, the tags’ time is not synchronized with the anchors’ time. Both the anchor
and the tag can be seen in Figure 3.3. The illustration of the system deployment can
be seen in Figure 3.5, where the UWB tags integrated with the UAV base, BT and
FT, are localized by four anchors, A1-4. The localization of tags occurs in the fixed
frame with origin given by the anchor A1 as depicted in the illustration.

The UWB anchor. The UWB tag.
Figure 3.3. The UWB anchor and the UWB tag.
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Figure 3.4. The UWB tag electric board. The highlighted components are (1) the antenna,
(2) the UWB compliant wireless single-chip receiver DW1000, (3) is the STM32F 32-bit

microcontroller, and (4) is the tag’s IMU.
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Figure 3.5. Illustration of the UWB localization systems deployment.

The last part of the system is a computational server, implemented as a proprietary
back-end software. The server is provided by the manufacturer for the configuration
and operation of the localization system. The server also processes the anchor-tag
distance measurements based.

It is essential to specify the IP address of all anchors and their position in the
UWB localization coordinate system, which is assumed to be a 3D Cartesian co-
ordinate system. That means that each anchor’s position is defined by x, y, and
z coordinates. The relative positions (in cm) among anchors define the coordinate
system. Thus, the real-world relative position between anchors has to be measured
correctly, as any error can affect the quality of the localization. Unfortunately, these
errors are likely to occur. Because of that, the system has a built-in function used to
correct the distances among anchors.

The ID of the tags, whose position is estimated, must be specified. Additionally,
the maximum speed of individual tags can be specified to provide a more reliable
estimation.

It is necessary to choose which localization technique should be used for the lo-
calization. The system allows choosing between TDoA and ToF techniques. As
described in Section 2.1.4, the ToF places greater emphasis on time synchronization,
as the time has to be synchronized between both sides of the communication. As men-
tioned at the beginning of this subsection, only anchors have their time synchronized.
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Because of that, the ToF technique uses the TWR method to eliminate the time offset,
and as is discussed in Section 2.1.4, this method introduces additional time delay due
to an increased number of messages necessary to obtain a distance measurement.

A location calculation can be modified. The system offers processing of measure-
ments from three or four anchors, resulting in a 2D or a 3D localization. If raw
measurement data are not desirable, the system also offers a KF with nine modes.
Mode 0 corresponds to the raw data measurements, and each subsequential mode
increases the aggressivity of the KF. However, the precise configuration of each mode
is unknown.

The full location estimation process can be seen in Figure 3.6.

Figure 3.6. The UWB localization system process diagram.

The communication between anchors and tag provides a distance estimate that is
stored in the database. However, this is only true if the tag is not steady. If it stops
moving, the communication is interrupted as the tag enters a power-saving mode. Once
the tag starts moving again, the communication starts again as well. Based on the
specification of the localization algorithm, the database provides necessary data to the
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localization server. The localization algorithm then estimates the tag’s position and
stores this estimate in the database. The estimate is also converted from the UDP to
the JSON message and then transmitted to the specified destination. This step seems
unnecessary, and because of that, the JSON conversion has been cut off, and the UDP
message is directly transmitted to the ROS node responsible for the conversion to the
ROS message.

3.3.3 Proposed Architecture

To propose an architecture of the UAV onboard control system, it is first important
to choose the state estimation package. Based on the results of the experiments in
Section 4.2, it can be seen that for some configurations, the UWB tag noise model
can be approximated with an uncorrelated 2D gaussian distribution. As discussed
earlier in the chapter, neither state estimation ROS packages available are sufficient to
include the heading estimation from the relative position of both UWB tags. Because
of those two facts, the disadvantage of the modular MRS state estimator regarding
the correlation of parameters was not considered. Since the MRS state estimator is
already integrated with the MRS UAV system, it was chosen as the state estimator
package for this thesis’s sake.

Two UAV system architectures are proposed. The first one is an ideal case architecture
that would correlate the heading estimation with both tags’ position estimations. The
second one is an actual architecture implemented, as the development of an ideal case
KF is out of the scope of this thesis.

The ideal case can be seen in Figure 3.7. It consists of four sensors, namely the
LiDAR rangefinder, the IMU, and two UWB tags. The rangefinder provides a distance
measurement between the UAV and the ground that can be transformed into the z
estimate and used in the KF correction step. The IMU typically provides at least linear
acceleration and angular velocity information, which can be used either in the KF
prediction or correction step. Each UWB tag brings a new 2D position measurement.
These are used to obtain both the 2D position estimate of the UAV and its heading
estimate. The controller commands (desired linear acceleration and desired angular
velocities) can be used in the KF prediction step. As the goal is to deploy the system
on the real UAV, a failsafe and mission manager must be present. The failsafe manager
receives information from the state estimator, and if a fault/failure of a defined kind is
detected, the information is propagated to the mission manager. The mission manager
is responsible for the autonomous transition between different phases of the mission
and handling failsafe if necessary. The mission plan is then fulfilled with the help of a
tracker, a controller, and an autopilot.
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Figure 3.7. The ideal UAV system architecture.

The architecture used in this thesis differs mainly in the state estimation part, as
discussed earlier in this chapter. States are divided into three sets, and each set is
estimated by a different KF, as can be seen in Figure 3.8. Due to the issue discussed
in Section 3.3.1 concerning the heading estimation from the relative position of both
UWB tags, it was decided that for this thesis, another heading estimation must be
considered. It was decided that the gyroscope can be used as a sole sensor providing
heading information, as its drift is negligible for short demonstrations.
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Figure 3.8. The real UAV system architecture. Green blocks are newly designed blocks,
while yellow blocks represent components that were modified.
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Chapter 4
UWB Tag Identification

For the proper functioning of the whole UAV onboard system, the identification of the
UWB tag accuracy is necessary. In this chapter, the software and hardware imple-
mentation of the experimental platform is described. Afterward, a set of conducted
experiments is discussed and analyzed. Based on the analysis, the UWB tag model
parameters are determined.

4.1 UWB Tag Experiment Implementation

For the evaluation of the UWB localization system accuracy, a measurement analysis
is necessary. In an environment already equipped with UWB anchors, the tag can be
placed on the known position for a sufficiently long time, collecting the measurements.
Afterward, by subtracting the known position from the measurements, the noise signal
is obtained and can be further analyzed. However, as mentioned in Section 3.3.2, the
UWB tags have a power-saving property that cannot be easily turned off (as it is a
part of the firmware), preventing this static measurement.

Due to the impossibility of conducting the static measurement experiments, an-
other approach was chosen. The UWB tag is placed on a platform on a fixed position.
Afterward, the platform moves with a predefined trajectory. That way, the UWB tag
will not enter the sleep mode, yet the known trajectory can still be subtracted from
the measurements, exposing the noise signal.

4.1.1 Experiment Platform

The platform for obtaining dynamic measurements consists of several components. A
bipolar stepper motor is used, along with a stepper motor driver carrier that supports
the microstepping technique that allows a smooth run of the motor. The Raspberry
Pi 3 computer controls the driver by sending a pulse width modulation signal to its
STEP pin. A rod is mounted on the stepper motor, and each time a stepper motor
moves, the rod rotates by a constant angle. Two UWB tags are placed 45 cm from the
rod’s center on the opposite sides. This setup allows the UWB tags to rotate in a fixed
plane along a circular trajectory. The last used component is a transmissive optical
sensor with phototransistor (light gate) output to track the full circle rotation. Each
time a rod passes completes a full circle, the infrared light signal between emitter and
detector is interrupted, increasing a voltage and detecting the passage.

The system schematic is shown in Figure 4.1.
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Figure 4.1. System schematic.1

A few considerations are necessary while setting the experiment up. The motor’s cur-
rent peak limit should limit the driver’s maximum current output. The SX17-1005QF
stepper motor used in this thesis has the current peak limit of 1 A [28]. To ensure that
this value is not surpassed, the driver’s active current limiting can be determined based
on its reference voltage, as shown in Equation (4.1).

IOUT = 2VREF , (4.1)

where

. IOUT is the driver’s maximum current output [A],. VREF is the driver’s voltage reference [V].

Next, to prevent any damage due to the voltage spikes, a capacitor is placed as close
to the driver as possible. Finally, the light gate is wired to the Raspberry computer.
Based on the model, i.e., TCST2103 [29], the test conditions are voltage VCC = 5 V
and forward current IF = 20 mA. Since Raspberry Pi can be used as a 5 V power
source, it was decided that the light gate will operate under these conditions. The
forward voltage corresponding to this forward current is VF ≈ 1.1 V. Since the source
voltage is way higher than the voltage drops of the diode, it is necessary to include a
resistor before the diode to limit the current through it and prevent its destruction.
The value of the resistor needed is calculated by Equation (4.2).

1 Block representing Raspberry Pi was reduced, and only pins that are used are shown (in format pin
number-function).
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R1 = VCC − VF

IF
, (4.2)

where

. VCC is the source voltage [V],. VF is the diode’s forward voltage [V],. IF is the diode’s forward current [A],. R1 is the value of the resistor before the diode [Ω].

After substituting into Equation (4.2), it can be determined that the value of the
protective resistor should be R1 ≈ 195 Ω. A 200 Ω resistor was therefore actually used
due to the availability. The platform can be seen in Figure 4.2.

Figure 4.2. The platform used for experiments.

4.1.2 Control Software

Once the experimental platform is wired correctly, the next important step is imple-
menting the control software that can run on the Raspberry computer connected to
the stepper motor driver. Additionally, the ROS framework must be installed on the
Raspberry computer, as another script is developed that can convert measurements
into the ROS messages.

The script controlling the motor driver was implemented employing Python’s pig-
pio1 library that allows easy control of the Raspberry’s GPIO pins. These pins can
1 Documenation available at http://abyz.me.uk/rpi/pigpio/.
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be specified inside the script to behave either as inputs or outputs. The script is used
either as an input signal evaluator or an output signal generator. The output pins are
the pins responsible for the control of the motor’s direction, speed, and microstepping
mode, while the input pin is connected to the light gate and evaluates the rising edge
(RE) in the signal caused by an interruption due to obstacle passage.

While the motor control’s microstepping mode and direction control are relatively
straightforward, the motor speed control requires a little insight into the motor’s
behavior. For a motor to make a step, it must receive a pulse on the driver’s STEP
pin. Therefore, a pulse width modulation (PWM) is used, and the script allows to set
a desired frequency and duty cycle of the signal. Given a target motor’s RPM, the
PWM signal’s frequency can be calculated by Equation (4.3).

f = 360nv
60θ , (4.3)

where

. f is the PWM signal’s frequency [Hz],. v is the target motor’s frequency [rpm],. n is the number of microsteps per step [-],. θ is the number of degrees per step [◦].

As mentioned before, the developed script is also used to evaluate the signal trans-
mitted from the light gate. As a rising edge on the signal appears when the obstacle
passes through the light gate, the timestamp of the passage is saved for future data
processing. A fast reaction to this rising edge is necessary to reduce the delay between
the time of the actual passage and the saved timestamp. Luckily, the pigpio library
offers callback function on the input signal’s rising edge, interrupting the execution of
the rest of the script, processes the function defined for the callback, and only afterward
continues with the script’s execution. The callback function simply determines the
current timestamp and publishes it in the form of the ROS message on a defined topic.
During the testing, it was observed that the callback is invoked multiple times during a
single obstacle passing. Due to this, a simple debouncing algorithm was implemented
that compares the current time with the last time the callback function was invoked.
If the time difference is smaller than a defined threshold, the rising edge is considered
an imperfection of the light gate sensor, and the timestamp is not published further.

Finally, a ROS publisher node is implemented that can receive the UDP commu-
nication from the UWB localization server, containing the calculated x, y position
data of the tag specified by its ID. The node (further identified as the UWB tag
driver) converts all this information, along with the current time, to a ROS message.
Additionally, if the time between the Raspberry computer and the localization server
is synchronized, the time delay of the measurement can be calculated by subtracting
the timestamp of measurement from the current time. The whole setup can be seen in
Figure 4.3.
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Figure 4.3. Platform software setup.

4.2 Experiments

In this section, the experiments conducted on the platform with UWB tags designed in
Section 4.1 are described. The resulting measurements are then statistically evaluated
to obtain the estimate of the UWB localization system accuracy. It is worth noting
that the noise parameters are evaluated while assuming that they follow a 2D Gaussian
distribution. The approximation with a 2D Gaussian is supported by Figures 4.4, 4.5,
4.6, and Table 4.1.

During the experiments, the UWB anchors were installed on the ceiling of the
room’s corner. The 2D dimensions of the room itself are about 6 × 2.7 m. The
coordinate system was chosen so that the x-axis was aligned with the longer wall,
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y-axis with the shorter wall, and the origin was chosen as the position of a room’s
corner. Each experiment was also conducted so that the clear LOS among the tag and
all four anchors existed.

The 2D Gaussian approximation claim is supported by a set of measurements in
Table 4.1. During these measurements, the platform’s position is fixed, and the
localization system’s built-in KF setting is varying. The KF offers up to 9 modes of
IMU and 2D measurement sensor fusion. Each mode defines different weights, and with
increasing mode, the IMU is more favored than the measurement. The approximation
is tested based on three confidence levels (CL), commonly known as the 68-95-99.7
rule. Three confidence ellipses were drawn, and the number of inliers among the
data was calculated. The mean of ellipses corresponds to the mean of 2D Gaussian
approximation, while the semiaxes are defined in Equation (4.4).

ai = vi

√
χ2

2(α)λi, (4.4)

where

. ai are the semiaxes defining the ellipse,. χ2
2 is the χ2-distribution with two degrees of freedom,. α is the probability that the random vector will be outside the ellipse,. λi are the eigenvalues of covariance matrix of 2D Gaussian distribution,. vi are the unit eigenvectors corresponding to λi.

Three representative measurements were chosen (KF mode 0, KF mode 3, and
KF mode 7) to show the actual noise distribution compared to the approximation
with the 2D Gaussian, and can be seen in Figures 4.4, 4.5, and 4.61. Additionally, a
histogram of the absolute measurement error is shown. Based on the Figures 4.4, 4.5,
4.6, and Table 4.1, the approximation by the 2D Gaussian PDF was concluded to be
sufficient.

1 Meas. stands for measurements, GT stands for ground truth, and LG stands for light gate.
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Measurements CL1 samples [%] CL2 samples [%] CL3 samples [%]
Normal distribution baseline 68.269 95.450 99.730

KF0 70.899 92.784 99.395
KF1 68.994 94.658 99.715
KF2 69.490 94.235 99.763
KF3 72.075 93.662 99.695
KF4 70.667 94.031 99.798
KF5 68.621 94.883 99.810
KF6 69.052 95.053 99.901
KF7 71.633 93.933 99.795
KF8 69.330 94.762 99.846

Table 4.1. First set of UWB measurements, examining the 2D Gaussian approximation.

Measurement data against ground truth. The absolute error histogram.

Noise against PDF approximation. 2D histogram of noise.
Figure 4.4. Demonstration of measurement without KF processing.
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Measurement data against ground truth. The absolute error histogram.

Noise against PDF approximation. 2D histogram of noise.
Figure 4.5. Demonstration of measurement with KF mode 3.

Measurement data against ground truth. The absolute error histogram.

Noise against PDF approximation. 2D histogram of noise.
Figure 4.6. Demonstration of measurement with KF mode 7.
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As described in the Section 3.3.2, the UWB localization system provides data process-
ing using a KF. Because of that, the following measurements are divided into several
groups. In each group, the influence of a single parameter is evaluated, while the other
parameters stay the same.

The first scenario is designed to evaluate the accuracy of the localization system
with different KF mode settings. The experiments are conducted with a fixed position
of the platform.

Meas. µx [m] µy [m] σ2
x [m2] σxy [m2] σ2

y [m2] µe [m] maxe [m]
KF0 -0.0020 0.0088 0.0071 -0.0006 0.0168 0.1351 0.3843
KF1 -0.0063 0.0025 0.0088 -0.0027 0.0130 0.1312 0.4109
KF2 -0.0024 0.0097 0.0072 -0.0043 0.0102 0.1189 0.3433
KF3 -0.0055 0.0047 0.0080 -0.0039 0.0077 0.1139 0.3056
KF4 -0.0016 0.0047 0.0055 -0.0029 0.0055 0.0961 0.2429
KF5 -0.0018 0.0057 0.0069 -0.0043 0.0070 0.1090 0.2479
KF6 0.0002 -0.0005 0.0066 -0.0040 0.0062 0.1028 0.2487
KF7 -0.0002 0.0067 0.0080 -0.0049 0.0068 0.1112 0.3285
KF8 -0.0031 0.0056 0.0122 -0.0076 0.0110 0.1409 0.2855

Table 4.2. First set of UWB measurements, examining the influence of the KF mode.

Another set of measurements was conducted with the platform placed in a different
position.

Meas. µx [m] µy [m] σ2
x [m2] σxy [m2] σ2

y [m2] µe [m] maxe [m]
KF0 -0.0070 0.0071 0.0093 -0.0007 0.0198 0.1478 0.4370
KF1 -0.0041 0.0032 0.0073 -0.0018 0.0120 0.1241 0.3394
KF2 -0.0030 0.0005 0.0074 -0.0020 0.0109 0.1216 0.3174
KF3 -0.0032 -0.0015 0.0068 -0.0016 0.0097 0.1146 0.3269
KF4 -0.0011 0.0021 0.0063 -0.0016 0.0087 0.1093 0.3081
KF5 -0.0044 -0.0012 0.0064 -0.0021 0.0089 0.1118 0.2887
KF6 0.0007 -0.0039 0.0054 -0.0020 0.0076 0.1034 0.2603
KF7 -0.0014 -0.0025 0.0054 -0.0016 0.0072 0.1006 0.2817
KF8 -0.0022 -0.0011 0.0054 -0.0018 0.0069 0.1003 0.2707

Table 4.3. Second set of UWB measurements, examining the influence of the KF mode.

By observing the mean and maximum errors from Tables 4.2 and 4.3, it can be seen
that the KF provided by the UWB localization system manufacturer greatly influences
the data accuracy. Both measurement sets indicate that the raw data (KF mode 0)
shows nearly no correlation between x and y measurements. By employing the KF, the
x, y measurements tend to be negatively correlated, meaning that, e.g., the large error
in x results in a small error in y. It can also be observed that the variance on the y is
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significantly higher than the variance on the x. On the other hand, KF processing seems
to reduce the difference between variances on both x, y. Finally, a large correlation
discrepancies of same KF modes can be observed between measurement sets.

Another set of measurements was proposed to study the platform position influence
on the covariance matrix, and the results are shown in Table 4.4. As the correla-
tion of raw measurements seems to be practically zero, to observe an influence of the
position on the data correlation, the KF mode was set to 3 for this set of measurements.

Meas. posx [m] posy [m] σ2
x [m2] σxy [m2] σ2

y [m2] µe [m] maxe [m]
Pos. A 3.5690 1.2820 0.0059 -0.0022 0.0109 0.1148 0.3396
Pos. B 3.3920 1.0380 0.0033 -0.0012 0.0150 0.1216 0.3289
Pos. C 3.5510 1.5480 0.0070 -0.0031 0.0147 0.1315 0.2910
Pos. D 4.9570 1.0780 0.0121 -0.0067 0.0175 0.1557 0.4108
Pos. E 3.4190 0.7080 0.0033 -0.0001 0.0121 0.1098 0.2722
Pos. F 3.5140 1.1630 0.0034 -0.0034 0.0187 0.1328 0.3864

Table 4.4. Third set of UWB measurements, examining the platform position influence.

As Table 4.4 indicates, the platform position has a high impact on localization charac-
teristics. However, the cause of this impact does not seem to have an obvious relation
to the center of the room, located at x ≈ 3 m and y ≈ 1.35 m. It is worth noting
that due to the furniture and corridor, the platform could not be placed arbitrarily
in space, and the lack of measurements from the other half of the room might have
brought additional information. Thus, it was concluded that the influence is due to
the environment, although no particular cause was determined.

Two additional raw measurements (i.e., with KF mode set to zero) were con-
ducted as the raw measurements are less correlated then processed measurements. The
measurements were taken at random positions, and the results can be seen in Table 4.5.

Meas. µx [m] µy [m] σ2
x [m2] σxy [m2] σ2

y [m2] µe [m] maxe [m]
Pos I. -0.0105 -0.0118 0.0058 -0.0016 0.0171 0.1264 0.4877
Pos II. -0.0040 -0.0167 0.0033 -0.0010 0.0164 0.1168 0.4933

Table 4.5. Pair of raw measurements at random positions.

As discussed in Section 3.3.1, the two-tag heading estimation, without correlating it
with x, y estimates, is unreliable. A final set of measurements was conducted at a
fixed position with different KF settings to support this claim, examining the heading
calculation.
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Meas. µ [rad] σ2 [rad2] 3σ [rad]
KF0 0.0129 0.0454 0.6391
KF1 -0.0223 0.0195 0.4192
KF2 -0.0107 0.0210 0.4345
KF3 -0.0037 0.0201 0.4255
KF4 -0.0029 0.0182 0.4052
KF5 0.0172 0.0232 0.4566
KF6 -0.0040 0.0136 0.3499
KF7 0.0082 0.0110 0.3148
KF8 0.0244 0.0141 0.3564

Table 4.6. Calculation of heading from two UWB tags measurements.

Heading noise histogram for KF mode 0.

Heading noise histogram for KF mode 3.

Heading noise histogram for KF mode 7.
Figure 4.7. Demonstration of UWB heading calculations.
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From Table 4.6 and Figure 4.7, it can be seen that although the heading calcula-
tion follows a normal distribution, its variance is way too high for reliable heading
estimation. Because of that, it was decided that this estimation will not be used
in simulations. Instead, a gyroscope heading rate1 that provides a reliable head-
ing estimate on a short time horizon is used in the experiments as the sole source
of the heading information. It is worth noting that if longer experiments were de-
signed, the estimate from the gyroscope heading rate would suffer from increased drift.

Conclusion

The UWB localization system measurement noise is not a perfect 2D Gaussian.
However, based on the Figures 4.4, 4.5, and 4.6, along with Table 4.1, it was concluded
that the 2D Gaussian approximation is sufficient. Properties of the approximation
were then estimated. Throughout all discussed measurements, the absolute values of
means for both variables were smaller than 2 cm, which was determined to be sufficient
to declare the approximation to be white Gaussian noise. Due to the environmental
influence on the correlation of the measurements, and the fact that the MRS state
fusion algorithm assumes uncorrelated measurement noise, the tag model measurement
noise was chosen to be uncorrelated. However, the measurements indicate that the
uncorrelated assumption is not entirely true even for raw measurements. Two UWB
tag models were considered, both assuming a white uncorrelated Gaussian noise. A
more optimistic model assumes that the variances σ2 are σ2

x = σ2
y = 0.01778 m2, while

the pessimistic one assumes σ2
x = σ2

y = 0.02778 m2. It is worth noting that the mea-
surements were obtained by employing the TWR-ToF technology that has a significant
time delay (≈ 200 − 300 ms). Based on the information from the manufacturer, the
TDoA technology provides the measurements of the same accuracy with a time delay
of ≈ 40 ms, and this value was used for the UWB tag simulation model. The support
with the TDoA setup of the UWB localization system was promised. However, due
to the pandemic situation, the support was not received. Finally, the uncorrelated
heading calculation was demonstrated to support the claim that this simple approach
is not reliable for heading estimation.

1 Which would be used along with the UWB heading estimation in the heading KF.
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Chapter 5
Implementation

The first part of this chapter is dedicated to the simulation model of the UWB tag. In
the second part, the implementation required for integrating the external UWB local-
ization system into the MRS framework is described, along with additional software
developed for conducting the experiments.

5.1 UWB Tag Simulation Model

Since the system provided by the MRS does not include support for UWB technology,
the design of the UWB tag models for the simulation experiments was necessary.
One of the possible approaches is to model the whole UWB localization system with
all its components, i.e., the anchors and the tags, and apply one of the localization
techniques described in Section 2.1.4 on the transmitted signals. However, this model
would require complicated and expensive simulation tools for wave propagation in
the environment. Because of that, another more straightforward approach was chosen.

The gazebo uwb plugin was developed to simulate the accuracy of the UWB lo-
calization system output estimated from the experiments in Section 4.2. Apart from
the noise parameters, the time delay, frequency, ID, and position offsets in each axis can
be specified to provide more trustworthy behavior. The time delay of the measurements
is implemented as the FIFO priority queue, into which the ground truth positions are
stored. After a time delay period passes, the queue starts popping the stored positions.
The generated Gaussian noise is added to each position, and the result is converted
into a ROS message propagated further into the system.

The interaction of the queue and message publishing is implemented as a solu-
tion to the conditioned producer-consumer problem. The queue acts as the producer,
and each time a new data is stored into the queue, the process responsible for adding
the noise and publishing the message is notified, acting as the consumer.

Two models representing the tags were then placed on the base of the Tarot 650
Sport UAV model, which is part of the MRS framework, based on their specified
position offsets using the xacro format.
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5.2 Software Integration

This section describes the software solution necessary for the proposed architecture
realization. The first part describes the integration of the UWB localization into
the MRS framework. The second part briefly introduces the package used for path
planning. In the third and fourth part, the newly designed mission and failsafe
managers responsible for autonomous execution of the mission, fault detections and
their handling, is introduced. In the fifth and final part, the model of the UWB tag
used in simulations is described.

5.2.1 UWB Localization Integration

The output of the UWB tag drivers is transmitted as a newly defined ROS mes-
sage UwbTagStamped, providing mainly the information about the tag ID, tag 2D
position, and timestamp of the measurement. The information about the tag ID is
necessary to include because all tags are transmitting on the same topic /uwb data raw.

The UAV position in the plane is estimated from the positions of both tags on
its base. However, in general, neither tag is located in the UAV’s body mass center.
Thus, these tag measurements (T) have to be transformed to obtain the 2D position
estimate of the UAV’s body mass center. This transformation is based on the 3D
rotation from the UAV frame to the inertial frame, which can be seen in Equation
(5.1).

T =
[

c(ψ)c(θ) c(ψ)s(θ)s(φ)− s(ψ)c(φ) c(ψ)s(θ)c(φ) + s(ψ)s(φ)
s(ψ)c(θ) s(ψ)s(θ)s(φ) + c(ψ)c(φ) s(ψ)s(θ)c(φ)− c(ψ)s(φ)

]
, (5.1)

where

. ψ is the yaw angle [rad],. θ is the pitch angle [rad],. φ is the roll angle [rad].

Evaluating this rotation matrix at each measurement time sample k, along with a fixed
relative position of the tag with respect to the UAV’s body mass center, can be used to
transform the measurement into the position estimate of the UAV’s body mass center.
This transformation can be seen in Equation (5.2).

[
x(k)
y(k)

]
=
[
xm(k)
ym(k)

]
− T (k)

xO

yO

zO

 , (5.2)

where

. x, y are the calculated x, y positions of the UAV’s body mass center [m],. xm, ym are the x, y position measurements [m],. xO, yO, zO are the tag x, y, z offsets from the UAV’s body mass center [m].
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After the UAV’s 2D position is calculated, a simple check is used if a new position does
not differ from previous by more then defined threshold. If yes, the position change is
saturated.

Finally, the 2D KF correction step is invoked. As described in Section 2.2, a
measurement covariance matrix R is used during a correction step. Unlike the
process covariance matrix Q used in the prediction step, which does not depend
on the sensor from which the measurement is obtained, the R representing the mea-
surement covariance matrix must be specified1 for the UWB position sensor separately.

The whole process of data propagation can be seen in Figure 5.1.

Figure 5.1. UWB data propagation process.

5.2.2 Navigation

For the simulation and application goals, it is necessary that the UAV can properly
navigate itself in the environment. For the sake of this thesis, a known static environ-
ment is assumed. Thus, the mapping of the environment is not needed, as the map
can be obtained externally. For this end, the map server package, part of the ROS
navigation stack [30], was chosen. This package converts a given image representing
1 This matrix is typically obtained from static measurement evaluation.
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the environment’s occupancy data into a representation compatible with the ROS.
The map’s metadata, such as the resolution of the map, its origin, and threshold for
determining if each cell is an obstacle or a free space, must be specified. In Figure 5.2,
the simulation environment in Gazebo can be seen along with its image representation.

Gazebo world. The 2D image representation.
Figure 5.2. Illustration of the simulation environment.

Once the map is available, the path planning algorithm must be employed. The
global planner that is also part of the navigation stack was chosen to be the most
suitable as it is already compatible with the map representation of the environment.
In its basic form, the package offers two planning algorithms, the A* and the Di-
jkstra’s algorithms. The difference between these algorithms is that the A* is an
informed algorithm, and as such, it is a faster option to use if an admissible heuristics
can be defined. The Dijkstra’s algorithm, on the other hand, is a better choice
provided that the complete information about the map cannot be obtained. For this
reason, the A* algorithm was chosen due to the static known environment assumption.

The global planner package provides a service to compute a plan from point A to
point B. However, for autonomous UAV warehouse inventorying, it is necessary to fly
through several waypoints1 in a specific order rather than flying from only one position
to another. Because of that, an algorithm for automatic calling of the planning service
make multiple plans was integrated into the package to solve this issue.

The algorithm assumes a text file as an input, specifying the sequence of at least
two waypoints as the 3D position and heading. The algorithm simply calls the
planning service between two consecutive waypoints, and if the plan is feasible, then
iterates until the end of the sequence. Each trajectory is saved into a separate text file.

A part of the global planner package is also an orientation filter. This filter of-
fers seven modes, allowing post-processing of the planned trajectory and adding
the orientation to each trajectory point. For this thesis, none of these modes was
found suitable. Because of that, an extra mode was implemented, adding the goal
orientation to each point along the trajectory. This way, the UAV is forced to the
goal orientation as soon as possible, which is vital for proper spatial coverage planning.

The planned trajectories are unnecessary dense, and thus a euclidean distance threshold

1 The algorithm for generating these waypoints was not developed as a part of this thesis, but the
underlying idea is mentioned in 7.1.
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can be specified to skip points very close to already defined point. However, the spec-
ified threshold must not be too high. Otherwise, the risk of cutting corners planned
around obstacles is introduced.

The planning process is illustrated in Figure 5.3.

Figure 5.3. Planning process.

As described above, the trajectories planned with the global planner package are
stored in the form of several text files. For the loading and immediate following of
these trajectories, a service start following trajectories from txt files was designed. The
call of this service creates a goal for the action server that implements the loading
algorithm. The algorithm iterates over all trajectory files, and, assuming that they are
not corrupted, it converts the data from each file into MRS compatible format and
calls MRS service to set a single trajectory. The iteration is then put on hold until the
current trajectory following is finished.

Another service, cancel loading trajectories from txt files, can be called to cancel
the current trajectory following. While it internally calls the MRS service that cancels
the trajectory following, it also aborts the execution of the loading action, preventing
an accidental loading of the next trajectory. The trajectory loading process can be
seen in Figure 5.4.
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Figure 5.4. Trajectory planning process.

5.2.3 Mission Manager

An essential part of the UAV system’s autonomy is the ability to switch between dif-
ferent mission phases while fulfilling the application for which it was designed. For this
purpose, the mission manager node was developed. The mission manager defines a
finite state machine with six possible states and six possible events responsible for the
transition between the states. The diagram illustrating the state machine can be seen
in Figure 5.5. The following set of states is defined:

. DISARM - The UAV is not flying, its motors are turned off, and it is disarmed.. TAKE OFF - The UAV is armed and is taking off to the desired altitude.. MISSION - The UAV is currently fulfilling the defined mission (e.g., following the set
of trajectories).. RETURN HOME - The UAV is returning to the defined altitude above its home posi-
tion.. LANDING - The UAV is landing on the defined position.. EMERGENCY LANDING - The UAV is landing as soon as possible as some error
occurred.

For the transition between states above, the following set of transition events is defined:

. NO EVENT - No other event was registered, the UAV should stay in the current state.. ACTION COMPLETE - Event signalizing that the current state action (e.g., desired
altitude reached during the TAKE OFF) is fulfilled.. BATTERY CRITICAL - Error event signalizing that the battery reached the critical
threshold.
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. BATTERY WARNING - Warning event signalizing that the battery is estimated to
reach a defined threshold if immediate RETURN HOME action is invoked.. COMMUNICATION LOST - Warning event signalizing that the communication with a
base hub is lost, no data can be transmitted between the base hub and the UAV.. UWB NOT RELIABLE - Error event signalizing that the UWB localization system is
transmitting bad data or no data at all.

In case when multiple events are registered at the same time, the mission manager
prioritizes error events, then warning events and only afterward the action complete
event.

Figure 5.5. The mission manager state machine diagram.1.

1 For clarity, NO EVENT is colored black, warning events yellow, error events red and ACTION COMPLETE
event in green.
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5.2.4 Failsafe Manager

Another ROS node, the failsafe manager, was created to generate the information
necessary for correct registration of warning and error events in the mission manager.

For registration of a BATTERY WARNING event, an algorithm estimating the bat-
tery level if the UAV would immediately return home is implemented. An algorithm
assumes that the battery is modeled as follows:

bL(t) = AeBt + CeDt, (5.3)

where

. bL is the estimated battery level in range [0, 1] [-],. A,B,C,D are battery model coefficients [-],. t is the time at which the battery level is estimated [s],. e is the Euler number.

The time of the battery level estimation is determined by calculating the Manhattan
distance1 from the UAV’s current position to its home position, taking into account
the maximum allowed UAV’s velocity. Additionally, a speed factor parameter can be
specified to force the estimate to be more or less strict by multiplying the maximum
allowed velocity.

If a battery level estimated this way is lower than specified battery warning threshold
parameter, the information about battery warning is offered for processing to the
mission manager.

Additionally, a check if a current battery level reaches the battery critical threshold is
implemented, and the information is propagated to the mission manager.

The UWB localization system’s reliability evaluation is implemented as a simple
check whether the new messages are received or not (watchdog). For the sake of this
thesis, and demonstration of the mission manager reaction, it is considered to be
sufficient. However, for a real application, the uncertainty of the measurements should
be considered as well.

The ability to communicate with the base hub can be checked by sending a heartbeat
signal, i.e., a constantly repeating message that, if received, is acknowledged.

The failsafe manager provides several service servers that can be utilized and are
used in the mission manager. These are land and emergency land services, which
internally only call the MRS services responsible for landing and emergency landing,

1 A* could be used instead, but it was decided that in a large distance from the home position, the
planning could take a considerably longer time.
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respectively, or disarm, which calls the Pixhawk autopilot disarm service. The re-
turn home is responsible for calling the action server, implementing the algorithm for
the return home process. The UAV’s movement is at first canceled. Once the UAV
is hovering, the global planner planning service between the current steady position
and home position is called to obtain a trajectory for returning home. A simple state
machine is designed for the action’s feedback.
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Chapter 6
Experiments

This chapter is dedicated to the experimental evaluation of the UWB localization
system integration with the MRS platform in simulation. Unfortunately, due to
unforeseen complications caused by the pandemic situation, the localization system’s
deployment on the real UAV and experimental evaluation in the real-world scenario
was not done as the premises chosen for its conducting were not accessible. The
experiments were conducted under the assumption that the UWB localization system
is the sole provider of the position measurements.

6.1 Simulation Experiments

In this section, the results of the conducted simulation experiments are demonstrated.
As discussed in Section 4.2, two UWB tag models are considered that differ in the
accuracy. Throughout this section, the tag model with σ2

x = σ2
y = 0.02778 m2 will be

referred to as the tag model A, while the tag model with σ2
x = σ2

y = 0.01778 m2 one as
the tag model B. Four experimental scenarios were considered: a state estimation while
the UAV is static and on the ground, following a straight-line trajectory, following a
rectangle trajectory, and following a circular trajectory. During the experiment, the
UAV is controlled based on the state estimate from the UWB. Because of that, a
difference between the planned trajectory and the true trajectory can be observed.
Figures 6.1-6.8 show the comparison of the state estimation against the ground truth,
as well as the histogram of state estimation error1.

The following abbreviations are used in Figures:

. GT ∼ ground truth from the simulation,. SE ∼ state estimator’s position estimate,. Ms ∼ measurements,. Plan ∼ planned trajectory,. RH ∼ return home.

1 An absolute 2D Euclidean distance between ground truth and position estimate.
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X data filtering. Y data filtering.

SE error histogram. Measurements error histogram.
Figure 6.1. Demonstration of static measurement with tag model A.

X data filtering. Y data filtering.

SE error histogram. Measurements error histogram.
Figure 6.2. Demonstration of static measurement with tag model B.
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Position estimation. Estimation error histogram.
Figure 6.3. Demonstration of line trajectory with tag model A.

Position estimation. Estimation error histogram.
Figure 6.4. Demonstration of line trajectory with tag model B.

Position estimation. Estimation error histogram.
Figure 6.5. Demonstration of rectangle trajectory with tag model A.
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Position estimation. Estimation error histogram.
Figure 6.6. Demonstration of rectangle trajectory with tag model B.

Position estimation. Estimation error histogram.
Figure 6.7. Demonstration of circle trajectory with tag model A.

Position estimation. Estimation error histogram.
Figure 6.8. Demonstration of circle trajectory with tag model B.

The experiments were also evaluated statistically, considering the position estimation
mean, maximum value, and the accuracy with 95 % precision. The results can be seen
in Table 6.1.
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Trajectory Tag model µe [m] maxe [m] accuracy0.95 [m]

Static A 0.0917 0.2688 0.1712
Line A 0.0926 0.2515 0.1817

Rectangle A 0.0911 0.2680 0.1702
Circle A 0.0939 0.2976 0.1838
Static B 0.0719 0.2181 0.1436
Line B 0.0786 0.2367 0.1432

Rectangle B 0.0782 0.2363 0.1457
Circle B 0.0780 0.2711 0.1525

Table 6.1. Evaluation of simulation experiments.

Conclusion
For the evaluation of the simulation experiments, two distinct models of UWB tags
were used. It is worth noting that during these experiments, the state estimation from
the UWB measurement was also used for the UAV control. It can be seen that the
simulated UWB localization system is able to track the desired trajectory.

Both tags assumed uncorrelated 2D Gaussian noise. However, tag model A as-
sumed the magnitude of the noise to be below 33.33 cm in 95 % of the cases, while tag
model B was more optimistic and assumed that the magnitude of the noise was below
26.67 cm in 95 % of the cases.

The position estimation employing tag model A reached an accuracy of 18.4 cm
with 95 % precision throughout all four simulation experiments, while the position
estimation employing tag model B reached an accuracy of 15.3 cm with 95 % precision.
The maximum observed error in both cases throughout all experiments was below
30 cm. Based on the result of the simulation experiments, the UWB localization
technology seems viable for indoor localization with high accuracy demands.

6.2 Experiments In Complex Scenario

As conducting the real-world examples was impossible due to the pandemic situation,
the simulation part was extended. Instead, a complex scenario was included in the
simulation part. This scenario is designed based on the autonomous UAV warehouse
inventorying, the main application motivation behind this thesis. In this scenario,
accurate localization is vital not only to prevent collisions but also to localize the
inventory precisely. The warehouse is filled with shelves containing boxes identified
by AprilTags [31]. Inside a warehouse, a drone is spawned on a fixed position (home
position). The drone is equipped with IMU and two UWB tags located with 30 cm
offsets from its body center on both sides of its x axes. Directly under the base, the
gimbal model is placed for camera stabilization, and the Garmin rangefinder is placed
on the bottom of the full HD camera.
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In this complex environment, which can be seen in Figures 6.11 and 6.12, the al-
gorithms described in Section 5.2 concerning the possible application in autonomous
UAV warehouse inventorying were tested.

For AprilTag recognition, a package available at http://wiki.ros.org/apriltag_ros
was used, and it can be seen in Figure 6.12 that it can identify tags in real-time. For
each detection, the package also provides information about the tag’s position in the
image and an estimated distance from the camera. This information can be converted
to a 3D estimate of the tag’s position employing the UAV state estimate and the known
camera offsets. Because the package provides continuous detection of AprilTags, the
algorithm for taking images at specific positions to provide a full spatial coverage was
not developed in this thesis but is considered for future work. The AprilTag recognition
was successfully tested as 32 out of 32 AprilTags placed on a shelf side were correctly
recognized. The 3D localization of tags achieved a worst-case accuracy of 60 cm
throughout all detections, but a majority of detections achieved an accuracy of about
30 cm. It is worth noting that the algorithm for post-processing of tag localization
output was not developed. Therefore, it is expected that higher accuracy is achievable
for the same simulation configuration.

Trajectory planning and execution can be seen in Figures 6.9 and 6.10, where
the grey area around obstacles represent their inflation for planning purposes. The
demonstrative mission execution was fully autonomous, employing the mission and
failsafe managers discussed in Sections 5.2.3 and 5.2.4. The mission consisted of all
states from the takeoff to landing. As the duration of the mission is short, battery
failsafe mechanisms were not activated. However, these mechanisms were successfully
tested in other experiments. The reaction of the UAV can be seen in video attachments.
For the simulation of the outage of the UWB localization system, a service was imple-
mented that prevents the UAV onboard estimator from receiving UWB measurements.

Based on the UAV behavior in this complex simulation scenario, it can be ex-
pected that the deployment in the real-world scenario should work as well.
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Figure 6.9. Example of a mission conducting. The black rectangles represent shelves, while
the grey area around them represent their inflation for the planning algorithm.

Figure 6.10. An rviz image of UAV mission conducting in the warehouse. The green line
represents the planned trajectory, the red arrows are the MRS tracker points, and the blue

arrow represents the UAV.
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Figure 6.11. An image of the warehouse and UAV models while mission conducting.

Figure 6.12. An image captured by the onboard camera for tag recognition.
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Chapter 7
Conclusions

In this Master’s thesis, the UWB localization system was integrated with the MRS
UAV framework to replace the most commonly used GNSS localization, which is
not reliable indoors. For this purpose, the acquaintance with the UWB localization
technique was necessary. The actual UWB localization system was obtained by the
Czech company ALIS Tech. However, no documentation nor datasheets were received
along with the system. Therefore, it was necessary to conduct experiments to evaluate
the performance of the UWB localization system. For this purpose, an experimental
platform was developed. Based on the experiment results, the UWB tag was modeled
in the Gazebo. All necessary software for integrating the UWB localization systems
was implemented, supporting both the simulated and real UWB localization systems.
Additionally, supporting packages for UAV experiments were either newly designed or
obtained and enhanced. Finally, UAV experiments were conducted and evaluated. Un-
fortunately, only the simulation experiments were carried, as several things prevented
the conducting of the real-world experiments.

The goals of this thesis, according to the assignment, are commented in the fol-
lowing lines.

The research into the state-of-the-art methods of indoor UAV localization was
presented in Section 2.1, along with a comparison of chosen methods.

Three ROS packages for sensor fusion and UAV localization based on the Kalman
filtering were studied in Section 3.2.

The design and the implementation of the necessary software for the integration
of the UWB localization system with the rest of the onboard control system were
discussed in Chapter 5.

The simulation experiments and the verification of all the developed algorithms
were presented in Chapter 6.

Unfortunately, the real-world experiments were not carried out due to several is-
sues caused by a pandemic situation lasting through most of the time dedicated to
the work on the thesis. The promised support from the UWB localization system
manufacturer regarding the correct setup of the TDoA localization technique was not
received. Due to that, only the TWR-ToF localization technique with a large time
delay was available. As researched in Section 2.1, the TDoA technique provides a
faster response due to the reduced number of messages necessary for localization. Also,
the premises chosen for the real-world experiments were not accessible due to strict
hygienic requirements. Nevertheless, the experiments are expected to be carried out
in the foreseeable future. As a compensation for the missing real-world experiments,
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the simulation experiments were extended to include a complex warehouse scenario
described in 6.2.

By presenting this thesis, the documentation of the system was provided.

All the UAV experiments were conducted with the UWB localization system as
the only direct source of position measurements. As the state estimator employing
the UWB localization system was integrated into the feedback control loop. Based on
the results of the UAV simulation experiments, the work in this thesis, enhanced by
solutions to problems mentioned in Section 7.1, is expected to be successfully deployed
in a real-world application of autonomous UAV warehouse inventorying.

7.1 Future Work

Heading Estimation

As the heading is usually calculated employing the magnetometers, this approach
is not sufficient in the indoor environment where high disturbances in the magnetic
field are expected due to the presence of ferromagnetic materials. Therefore, it would
be nice to obtain a reliable heading estimation from the tags. As discussed in 3.3, the
simple calculation of the heading from two tags placed at known positions relative to
the UAV body center is not reliable due to a high ratio of noise magnitude and the
small distance between tags limited by the UAV dimensions.

One possible way to obtain a more reliable heading estimate is to use more tags
on the UAV body. Therefore, the influence of adding third and fourth tags will be ex-
amined concerning the heading estimation by approximating their positions with a line.

Research into the advanced variants of Kalman filter with state constraint will
be carried out to determine whether the information about the relative position of the
tags can be included to obtain a better heading estimate.

The last proposed approach is the implementation of cascade KFs used to pre-
process the raw UWB measurements incorporating the UAV IMU linear acceleration
and angular rate readings. This way, the modularity of the KF provided by the MRS
UAV odometry package could be preserved. Before the heading KF, a preprocessing
KF for each UWB tag should reduce the covariance of the UWB measurements,
resulting in a more accurate heading estimate.

UAV Warehouse Inventorying

Based on the work implemented in this thesis, a project implementing the autonomous
UAV warehouse inventorying is in development. For the project, the development
of a more sophisticated mission and failsafe manager Section 5.2.3 that includes the
collision detection and avoidance algorithms is necessary.
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An algorithm that can read identification codes commonly used (barcodes, QR
codes, etc., instead of AprilTags) is also required for the warehouse inventorying.

Additionally, a mission planner, currently only planning trajectories, needs to be
extended to generating the set of waypoints on which it is necessary to take a picture
to provide full coverage of the warehouse inventory. In an ideal case, the UAV is able
to fly through the middle of the corridor between two shelves. That way, a distance
from identification codes can be obtained. Based on this distance, the size of the
identification code, and the camera parameters, the size of the identification code
projection onto the image in pixels can be calculated. While taking into account the
maximum expected deviation from the planned trajectory, the overlapping ratio can
be calculated to ensure the full coverage.
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