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Introduction

Nuclear power plants have produced a large amount of active waste, i.e. spent
nuclear fuel, during decades of their operation. This active waste contains numer-
ous elements, including lanthanides and actinides. The main problem is that minor
actinides and Pu are the major contributors to the long lifetime and radiotoxicity
of the nuclear waste. One of the possible options of the nuclear waste management
is partitioning and transmutation [1].

The partitioning is in many cases done by the solvent extraction processes.
The principle of such process is that an organic solvent containing an extracting
ligand is in contact with the aqueous solution of the spent nuclear fuel, usually dis-
solved in nitric acid. The organic extractant is chosen or designed to have the chem-
ical ability to selectively partition the desired elements from the aqueous phase into
the organic solvent. An extractant should be e�cient, selective, hydrolytically and
radiolytically stable, soluble, give fast reaction kinetics and be easily synthesised [1].

The diglycolamide (DGA) family of ligands is one of the considered groups of
prospective organic extractants for the separation processes. The DGAs are es-
pecially suitable for the extraction of trivalent actinide and lanthanide ions from
the active waste, for example Americium, Europium and Curium. The most com-
monly used DGA ligand is N,N,N',N'-tetraoctyl-diglycolamide (TODGA) [2]. The
members of the DGA family di�er from each other in the speed and e�ciency of
the separation of elements. Di�erent molecules can be applied during the process to
separate the di�erent fractions [1].

Unfortunately, organic extractants are exposed to extreme conditions in the nu-
clear fuel solution. The solution is acidic due to the application of a strong acid. In
addition, the active waste contains unstable isotopes of elements. These isotopes un-
dergo a radioactive decay and emit ionizing radiation. This leads to the degradation
of extractant molecules.

The stability study of these molecules is essential for the development of any
separation process. This work is based on the widely used concept that the radi-
olysis is done predominantly indirectly. This assumption is based on the fact, that
the concentrations of the extractants in the solution is low. The majority of the ion-
izing radiation is considered to be absorbed by the solvent (water). The reaction of
the solvent and the radiation produces further species, such as free radicals. The rad-
ical is a neutral particle that has an unpaired valence electron. This implies that
the radical is very reactive and can cause the chemical breakdown of surrounding
molecules. The radiolytic stability of the extractants themselves is then considered
mainly as a result of chemical interaction of such radical species with the extrac-
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tants. The stability study also consists in an investigation of the stability against
acidic degradation. This degradation is caused by the acidic environment that acts on
the extractants. This stability is referred to as the hydrolytic stability, but the origin
of the hydrolytic stability itself is not investigated in this work.

The aim of this work is to theoretically explain the trends that were observed
in the experiments with the studied ligands [3, 4]. The theoretical part summarizes
the Density functional theory, which provides a theoretical background for the used
simulations. Also, the basics of the Coupled cluster theory are included. In addition,
physico�chemical properties of molecules that describe their stability are summa-
rized. In this diploma thesis, the acid in�uence is also investigated. For this rea-
son, three possible acid models are proposed. Furthermore, the reaction degradation
mechanism is proposed and investigated.

This work is mainly focused on the study of the radiolytic stability of the following
extractants:

� TMDGA (N,N,N',N'-tetramethyl-diglycolamide;
2,2'-oxybis(N,N-dimethylacetamide))

� TEDGA (N,N,N',N'-tetraethyl-diglycolamide;
2,2'-oxybis(N,N-diethylacetamide))

� Me�TEDGA (2-(2-(diethylamino)-2-oxoethoxy)-N,N-diethylpropanamide)

� Me2�TEDGA (2,2'-oxybis(N,N-diethylpropanamide)).

The calculations are performed using the following software: DMol3 module of
Materials Studio 8.0, Gaussian09 code, CREST utility from xTB code and Orca
4.0.1.2 Release. The results of simulations for the studied molecules are compared
with their experimentally observed stability trend that can be written as TMDGA
< TEDGA < Me�TEDGA < Me2�TEDGA [3, 4]. Furthermore, the results are com-
pared with the results of previous study where the acid in�uence was neglected [5, 6].
Also, the acid representations are compared to each other to investigate the impact
of the speci�c acid model. The results are further compared to similar study for
TODGA and its methylated derivatives [7].
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Chapter 1

Theoretical part

This chapter is focused on the basic quantum description of the condensed mat-
ter and the Density functional theory, which is one of the possible approximations
providing theoretical background for su�ciently accurate simulations of the basic
properties of organic ligands. Further, basics of the Coupled cluster theory are in-
cluded. In addition to describing the physical�chemical attributes of molecules, these
simulations also allow to study the mechanisms of chemical processes of the system.
Furthermore, properties of a molecule describing its reactivity and stability and
several methods of their calculation are discussed.

1.1 General description of condensed matter

The study of the electronic structure requires the use of the quantum theory.
The investigated system, here the organic molecule, is a set of electrons and nu-
clei that the system is composed of. This system of particles can be described by
the Hamiltonian (1.1) [8, 9], which expresses their mutual interaction. The general
form of this Hamiltonian can be written as follows

Ĥ = − ~2

2me

∑
i

∇2
i −

∑
I

~2

2MI

∇2
I + V̂ (r,R), (1.1)

where me is the electron mass, r is a set of all electron positional vectors, i.e.,
r = {ri}, ~ is the reduced Planck constant, MI is mass of the I�th nucleus and R is
a set of position vectors of all nuclei, i.e., R = {RI}. The �rst and the second term
expresses respectively the kinetic energy of electrons and nuclei. The third term is
the potential operator describing mutual interactions of particles [8]

V̂ =
1

2

∑
i 6=j

e2

4πε0|ri − rj|
+
∑
i,I

ZIe
2

4πε0|ri −RI |
+
∑
I 6=J

ZIZJe
2

4πε0|RI −RJ |
, (1.2)

where ri is the position of the i�th electron, e is the elementary charge, ε0 is
the vacuum permittivity, RI is the position of the I-th nucleus and ZI is its charge.
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The individual terms in equation 1.2 correspond to Coulomb's interactions between
particles, i.e., the �rst term expresses the interaction among electrons, the second
one between electrons and nuclei and the third one among the nuclei.

The quantum theory implies that the wavefunction Ψ(r,R, t), which is the so-
lution to the Schrödinger equation with Hamiltonian (1.1), completely describes
this system. However, this Hamiltonian (1.1) does not depend explicitly on time, so
for determination of the wavefunction it is enough to solve the time�independent
Schrödinger equation (1.3) [10]. The eigenstates of the time�dependent Schrödinger
equation can be written as Ψ(r,R; t) = Ψ(r,R)e−i

E
~ t [8, 10, 11]

ĤΨ(r,R) = EΨ(r,R). (1.3)

The electron density n(r) is an essential property of the electronic structure
and the determination of the electron density n(r) is the basic idea in the Density
functional theory. The electron density n(r) is the square of the norm of the wave-
function, i.e., the probability of an electron occurrence at the point r multiplied by
the elementary charge. This can be also written by the density operator n̂(r) [8]

n(r) =
〈Ψ|n̂(r)|Ψ〉
〈Ψ|Ψ〉

= N

∫
|Ψ(r1, r2, . . . , rN)|2d3r2 · · · d3rN∫
|Ψ(r1, r2, . . . , rN)|2d3r1 · · · d3rN

, (1.4)

where the de�nition of the density operator is

n̂(r) =
N∑
i=1

δ(r− ri). (1.5)

In addition, it applies

N =

∫
n(r)dr, (1.6)

i.e., the result of integrating the electron density across the entire space is the number
of electrons of the system.

Unfortunately, such determination of the many�body wavefunction is generally
insoluble, especially for large systems, and a simpli�cation is required.

1.1.1 The Born�Oppenheimer approximation

One of the basic approximations is the Born-Oppenheimer approximation that is
also referred as the adiabatic approximation. This simpli�cation is based on the as-
sumption that the masses of nuclei are much greater than the masses of electrons.
This means that the electrons can adjust almost instantaneously to any changes
in the positions of the nuclei. The electronic wavefunction thus depends only on
the positions of the nuclei and not on their momenta. After several steps, it is
then possible to show that the nuclear and electronic wavefunctions are separable
[10, 12, 13]. The solution is assumed in form

ψ(r,R) = ψN(R) · ψe(r;R). (1.7)
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Where for the wavefunction of electrons ψe(r;R), R is a parameter [8], and ψN(R)
is the wavefunction of nuclei. First, the motion of electrons in the �eld of stationary
nuclei is solved and then the motion of the nuclei in the �eld generated by electrons
is determined.

For our needs of investigating the electronic structure, it is su�cient to study
the movement of electrons in the �eld of stationary nuclei. Then the Hamiltonian of
the system has the simpli�ed form [8]

Ĥ = T̂ + V̂int + V̂ext + EII, (1.8)

where T̂ is the kinetic energy operator of electrons, V̂int expresses their mutual
interaction, V̂ext is the potential of nuclei acting on electrons and EII is the interaction
among nuclei.

Although this simpli�cation is su�cient for some areas of condensed matter re-
search, it is not su�cient for studying the electronic structure. However, the Born-
Oppenheimer approximation is the �rst step that separates the problem of the elec-
trons and the nuclei. Subsequently, more sophisticated approximation are used to
solve the electronic structure [10].

1.2 Density functional theory

Density functional theory (DFT) is an approach to the electronic structure of
atoms and molecules that takes in account only single�electron wavefunctions. The DFT
stems from calculation of the total electronic energy and the overall electron density
distribution. The central idea in DFT is that there is a unique relation between
the total electronic energy and the overall electron density [8, 10].

In addition, other properties of the system can be derived from the electron den-
sity, for example: partial charges, bond orders, etc. It is also possible to investigate
the electron density response to the addition or the removal of electron.

1.2.1 Hohenberg�Kohn theorems

The Hohenberg�Kohn formulation of the DFT applies to any system of interacting
particles in an external potential, including problems of electrons with stationary
nuclei, whose Hamiltonian can be written in the form (1.8). This approach is based
on two theorems [14].

� Theorem I: For any system of interacting particles in an external potential V̂ext,
the potential V̂ext is determined uniquely, except for a constant, by the ground
state particle density n0(r).

� Theorem II: A universal functional for the energy E[n] in terms of the density
n(r) can be de�ned, valid for any external potential V̂ext. For any particular
V̂ext, the exact ground state energy is equal to the global minimum value of
this functional E[n], and the density n(r) that minimizes the functional is
the exact ground state density n0(r).
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It follows from these two theorems that the electronic system and its properties
are exactly determined by the ground state electron density n0(r). This is due to
the uniqueness of the Hamiltonian for a particular set of particles. Furthermore,
theorem II implies that the ground state is unambiguously determined by the energy
functional E[n]. Proofs of these claims and corollaries can be found in [8].

Although these statements explicitly link the density functional to the external
potential and the wavefunction, the H.�K. approach does not give any guidance
on how to identify this functional. Only further approaches, such as Kohn�Sham
ansatz, provide this information [8].

1.2.2 Kohn�Sham approach

This approach, one of the most widely used for studying electronic structures,
replaces the set of interacting particles with an auxiliary system of independent
particles. Examining the electron density and other properties of such a system is
simpler and the solution to that task can be found accurately. This procedure gives
the identical electron density as the original system. In principle, the electron density
of the original system and the properties that can be calculated from it do not di�er
from the density of the auxiliary system. All approximation is included in the term
expressing the exchange and correlation phenomenon, which also determines the ac-
curacy of the calculation [8]. More detailed information about the exchange and
correlation e�ect is summarized in section 1.2.3.

Kohn�Sham formulation of the DFT is based on two assumptions [15]

� The exact ground state density can be represented by the ground state density
of an auxiliary system of non�interacting particles.

� The auxiliary Hamiltonian Ĥσ
aux is chosen to have the usual kinetic operator

and an e�ective local potential V σ
e�(r) acting on an electron of spin σ at point

r.

This Hamiltonian and the e�ective potential are de�ned (assuming the use of Hartree
atomic units1) in the form [8]

Ĥσ
aux =

1

2
∇2 + V σ

e�(r) (1.9)

V σ
e�(r) = Vext(r) + VHartree[n] + V σ

XC[n↑, n↓], (1.10)

where Vext(r) expresses the e�ect of �xed nuclei on electrons and any other external
potential acting on them, VHartree[n] is the self interaction of the electron density
and VXC is the potential expressing the quantum e�ects of the many�body problem,

1System of units, where the physical quantities are expressed as multiples of the basic physical
constants or their combinations. These basic constants are: the mass of an electron me, the mag-
nitude of elementary charge e, the reduced Planck constant ~ and 4πε0, where ε0 is the vacuum
permittivity [12].
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i.e., the exchange interaction and particle correlation. These phenomena are spin-
dependent, more in section 1.2.3. The atomic units are used from now on.

The equation with this Hamiltonian (1.11) is called Kohn�Sham equation. This
is another formulation of the Schrödinger equation (1.3).(

1

2
∇2 + V σ

e�(r)

)
ψσi (r) = εσi ψ

σ
i (r). (1.11)

The wavefunction ψσi (r) is a solution to the Kohn�Sham equation for the i�th elec-
tron with the spin σ. It should be noted that eigenvalues εi generally have no physical
meaning. This is due to the fact that they are calculated not for the original sys-
tem we are interested in, but for the auxiliary one, which consists of independent
electrons. Therefore, eigenvalues of the original system are di�erent [8].

Subsequently, the electron density of the auxiliary system with N electrons can
be calculated as follows [8]

n(r) =
∑
σ

Nσ∑
i

|ψσi (r)|2, (1.12)

where Nσ expresses the number of electrons with spin σ. This density can be further
used to calculate system properties that depend on the electronic structure.

The ground state energy can be written in the form [8]

EKS = TS[n] +

∫
Vext(r)n(r)dr + EHartree[n] + EXC[n] + EII, (1.13)

where [n] expresses the functional depending on the density, the density n(r, σ)
then depends on the position and the spin, the integral represents the e�ect of
the external �eld on the density, EHartree is the interaction energy of the density
with itself corresponding to the potential VHartree[n] from equation (1.10), EXC[n] is
the exchange and correlation energy and EII is the interaction among nuclei.

The exchange and correlation energy can be expressed as follows [8]

EXC = 〈T̂ 〉 − TS[n] + 〈V̂int〉 − EHartree[n]. (1.14)

From the form (1.14), it is apparent that all the approximation done by replacing
the original system of interacting particles by the auxiliary system of non-interacting
particles is included in the EXC term, i.e., the di�erence of the mean kinetic energy
from the single particle kinetic energy TS and the di�erence in the interaction of
electrons with each other. If the general form EXC was known for any system, it would
be possible to determine the exact ground state electron density for the original
many�body system by solving the Kohn-Sham equations for independent particles.
From such an electron density it would be possible to calculate the exact ground
state energy of such system. Unfortunately, this is not possible, so this term needs
to be approximated. It follows that the accuracy of the whole calculation depends
mainly on this approximation [8]. This can be done in several ways, some of which
are mentioned in section 1.2.3.
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Numerical calculation of the density functional

The Kohn�Sham equations (1.11) are a set of Schrödinger�like independent�
particle equations which must be solved. This calculation must be carried out under
the condition that the e�ective potential V σ

e�(r) and the density n(r) are consistent.
The actual calculation is a numerical procedure that successively changes V σ

e�(r) and
n(r) to approach the self�consistent solution (SCF). The �ow chart of the numerical
procedure is shown in �gure 1.1.

The calculation proceeds as follows

1. initial estimation of the electron density nin(r)

2. calculation of the e�ective potential V σ
e�(r)

3. �nding a solution to the Kohn�Sham equations (1.11)

4. computation of the new electron density nout(r) from the solution gained in
step 3

5. comparison of the input density nin(r) and the output density nout(r); if it
di�ers less than the convergence condition, then nout(r) is the �nal electron
density, otherwise nin(r) := nout(r) and return to step 2.

1.2.3 Exchange and correlation functionals

Both the exchange and correlation e�ects are of a quantum nature, so the corre-
sponding energies are di�cult to interpret. They occur in the case of a many�body
system of particles. The exchange e�ect is the interaction between electrons with
the same spin. This e�ect is necessary to ensure the antisymmetry of the wavefunc-
tion and the Pauli exclusion principle. The correlation term expresses the interaction
between electrons with opposite spin, i.e., their spatial separation. It is a reduction
of the probability of a particle occurrence near another particle [8, 10, 12].

As already mentioned in section 1.2.2, if this functional could be calculated ana-
lytically, then the solution of the electronic structure of the auxiliary system would
precisely determine the electron density of the studied system. However, this is not
possible, so it is necessary to approximate this functional. The most widely used
approaches are the Local density approximation (LDA), or the Local spin density
approximation (LSDA), the Generalized�gradient approximation (GGA) and the Hy-
brid functionals that use some parts of Hartree�Fock theory together with the DFT
[8, 10, 12].

The computational time and hardware demands of the calculation depend on
the chosen method of the exchange and correlation functional approximation. In
general, the better approximation means the higher accuracy, but the task requires
more computational time and resources [8].
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Figure 1.1 Flow chart of self-consistent Kohn-Sham calculation.[16]
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The local spin density approximation

The local spin density approximation (LSDA) was proposed by Kohn and Sham
[15]. It is based upon the uniform electron gas model, in which the electron density
is a constant throughout space. The total exchange�correlation energy is an integral
over all space with the exchange�correlation energy density at each point assumed
to be the same as in a homogeneous gas with that density [8, 10].

In the case of spin polarized systems, the LSDA method is formulated in terms of
densities n↑(r) and n↓(r) or the total density n(r) and the fractional spin polarization
ζ. For unpolarized systems the local density approximation (LDA) is found simply
by setting n↑(r) = n↓(r) = n(r)

2
[8].

Unfortunately, the assumption that the studied system can be identi�ed as the ho-
mogeneous gas causes the error of this approximation. In the cases of inhomogeneity,
for example for strongly bonded electrons in molecules, the inaccuracy will be sub-
stantially greater than for almost ideal homogeneity occurring, e.g., weakly bonded
electrons in metals [10]. On the other hand, the calculation is fast and can be per-
formed on slower machines. For this reason, it is advisable to use this type primarily
as indicative calculation, which is achieved in a short time. LSDA has stimulated
ideas for constructing improved functionals such as Generalized�gradient approxi-
mation [8].

Examples of the LSDA functional are PWC [17] a VWN [18].

The Generalized�gradient approximation

The electron density in a molecule is typically far from spatial homogeneity. One
way to improve the correlation functional is to make the functional dependent also
on the density change, i.e., on the gradient. This approach is called the Generalized�
gradient approximation [12]. Typically, the density varies more rapidly inside atoms
than in the condensed matter that leads to more signi�cant lowering of the exchange
energy in atoms than in molecules and solids. GGA functionals provide results that
are improving agreement with experiments compared to LDA functionals. However,
GGA functionals still overstate exchange and correlation energies [8].

Functionals approximating the exchange and correlation parts are denoted sepa-
rately. In practice, however, it is common to use established functional pairs, such as
BLYP, where B (after Becke) stands for the exchange and LYP (Lee, Young, Parr)
for the correlation energy. Nowadays, many GGA functionals exist. Commonly used
ones are PW91 [17], PBE [19] and BLYP [20, 21]. In quantum chemistry calculations,
the BLYP is the most widely used GGA functional [8].

Hybrid functionals

Hybrid functionals are a combination of the orbital�dependent Hartree�Fock ap-
proximation and the explicit density functional. Even though the Hartree�Fock ap-
proximation does not consider the electron correlation, in this approach the exchange
can be calculated analytically. The �nal exchange and correlation energy can be
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written in the simplest form as follows

Exc =
1

2
(EHF

x + EDFA
xc ), (1.15)

where DFA stands for an LDA or GGA functional [8]. These functionals are the most
accurate ones available. They are especially accurate for calculation of energies. For
this reason, they are the most widely used in the quantum chemistry [8].

However, these functionals are the most demanding of computational time and
hardware from those that are discussed here. This is caused by solving both the Kohn�
Sham equations (1.11) and the Hartree�Fock problem for studied system [8]. In prac-
tice, this means that a calculation that takes a few minutes with a GGA functional
will take several hours with a hybrid one.

An example of this type of functionals is B3LYP functional [22, 23] that is fre-
quently used in the quantum chemistry [8].

1.2.4 Dispersion correction

The development of DFT approaches recently the accuracy required in order to
model the physically and chemically very important London dispersion interactions
[24, 25]. These interactions are necessary in theoretical simulations of weakly bonded
systems, such as van der Waals interaction and hydrogen bonds. Furthermore, the in-
clusion also in�uences the accuracy of theoretical thermodynamics [25].

Computational codes provide several versions of the dispersion correction. Ones of
the most used are from Grimme et al. [24�26]. Two�parameter Grimme dispersion
correction (GD2) [26, 27] is implemented in DMol3. Gaussian09 code and Orca
software include also other versions of the Grimme dispersion correction: in addition
to GD2, there are also three�parameter Grimme dispersion correction (GD3) [24]
and three�parameter Grimme dispersion correction with Becke�Johnson damping
(GD3BJ) [25].

The damping function modi�es behaviour of the dispersion correction as the dis-
tance between two atoms approach zero, i.e., RAB → 0. The dispersion energy should
approach a constant (�nite) value for RAB → 0 [28]. However, the un�damped dis-
persion correction energy approaches −∞ for RAB → 0 [25, 28].

The inclusion of any dispersion correction leads to higher chemical accuracy.
The choice of a version has a minor e�ect on the results [24]. Also, the in�uence of
damping function is small [25]. In practice this also means that choosing a particular
exchange-correlation functional is the accuracy�determining factor [24, 25].

1.2.5 Basis sets

The basis set is the set of mathematical functions from which the wavefunction
is constructed. Each Molecular orbital (MO) is expressed as a linear combination
of basis functions that in most cases are functions corresponding to atomic orbitals
(AO). This theory is called Linear combination of atomic orbitals (LCAO) [12].
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A MO is created as follows

φk =
K∑
i=1

cikψi, (1.16)

where φk is the k�th molecular orbital, ψi is the i�th atomic orbital, cik are coe�-
cients of the MO in AO basis set and K is number of AO functions in the basis set.
The LCAO theory modi�es Khon�Sham equations (1.11) into following form

HC = SCE, (1.17)

where H is the Kohn�Sham matrix, C is the matrix of the coe�cients cik, S is
the overlap matrix that is responsible for the orthogonality of the basis functions
and E is a diagonal matrix of the eigenvalues [10].

An obvious choice of the basis functions would be the Slater functions. Unfortu-
nately, these functions are not convenient for an implementation due to the di�culty
of evaluating the integrals [10]. Therefore, simpler basis functions are chosen, such as
Numerical functions or Gaussian functions. Both type of the functions have the same
properties that are further discussed in detail.

General properties of basis sets

The following features are generally supported by the basis sets used in MO
calculations:

� Polarization functions : Functions corresponding to s and p orbitals do not
have the su�cient mathematical �exibility to adequately describe the wave-
function of lower symmetry. The lower symmetry is necessary when orbitals
are reordered in a molecular system, for example a water molecule. Better
description is achieved by including basis functions corresponding to higher
angular momentum l, i.e., l + 1, for each type of atom present [12].

� Multiple zeta: The minimal basis set contains only one function for each AO.
This causes that the minimal basis set has several de�ciencies (mentioned, for
example, in [10]). These weaknesses of the minimal basis set can be solved
by an addition of more basis functions with di�erent di�usivity describing
each AO. In the case of two basis functions for each orbital, the basis set
would be double zeta and so on for higher numbers of functions (triple zeta,
quadruple zeta, etc.). However, increasing the number of basis functions does
not necessarily improve the model [10].

� Split valence zeta: In practical calculations, it turned out that for core orbitals,
the addition of functions is redundant. In this case, there will be MOs that
would be almost identical. The reason for this is that core orbitals are only
weakly a�ected by chemical bonding, i.e., they are similar to corresponding
AOs. For this reason, di�erent numbers of basis functions describing the va-
lence orbitals and the core ones are used [10, 12].

� Di�use functions : The highest energy MOs of anions, highly excited electronic
states, and loose super molecular complexes, tend to be much more spatially
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di�use. A serious problem can occur when a basis set does not allow a weakly
bounded electron to localize far from the remaining density. This leads to
signi�cant errors in energies and other molecular properties. To reduce this
e�ect, basis sets are often extended by the di�use basis functions. Particu-
larly for the calculation of acidities and electron a�nities, di�use functions are
required [12].

Numerical Basis sets

The numerical basis sets are used in Material studio DMol3 [29, 30] module.
The basis functions are given numerically as values on an atomic-centred spherical-
polar mesh. The function consists of the radial part and the angular part. The radial
part F (r) is obtained by numerically solving the atomic DFT equations and the an-
gular part is the appropriate spherical harmonic function Ylm(θ, φ) for each basis
function [31] that can be calculated from the following equation

Ylm(θ, φ) =

√
(2l + 1)

4π

(l −m)!

(l +m)!
· eimφ · Pm

l (cos θ), (1.18)

where Pm
l is an associated Legendre polynomial [8].

The numerical basis sets lead to a satisfying approximation of the real MOs and
their shape can be considered almost realistic. Furthermore, basis set superposition
e�ects [29], i.e., the interference of the basis functions of one molecule into the space
of the other interacting molecule are minimized. This property of numerical functions
is the result of manually setting the maximum possible distance when the orbital
overlap is considered, so called orbital cut�o� [29, 30].

Overview of numerical basis sets [31]:

� MIN : Minimal basis containing one basis function for each AO.

� DN : The double zeta basis set.

� DNP : The DN basis set with Polarization functions.

� DNP+: The DNP basis set with Di�use functions.

� TNP : The triple zeta basis set with Polarization functions.

Gaussian basis sets

The general form of Gaussian functions is

f(r) = xaybzc exp(−αr2), (1.19)

where α determines the spatial extension of the function. Gaussian function with
a large value of α does not spread very far, whereas a small value of α gives a large
spread. The sum of a, b, c coe�cients determines the order of Gaussian function [10].
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Unfortunately, Gaussian functions do not correspond to the physical behaviour of
orbitals and their shape. This leads to unacceptable errors.

A main advantage of Gaussian functions is that the product of two Gaussian
functions is again a Gaussian function. This feature helps to overcome the problem
with Gaussian functions mentioned above. Each AO is represented as a product of
primitive Gaussian functions. The �nal Gaussian function is called as contracted
Gaussian function. This approach leads to better description of the AOs [10, 12].

Overview of Gaussian basis sets [10]:

� STO�nG : The minimal basis set containing one basis function created from n
primitive Gaussian functions for each AO.

� 3�21G : The split valence double zeta basis set, i.e., 3 primitive Gaussian func-
tions produce one basis function for core orbitals and there are two basis func-
tions for valence orbitals (one contracted from two primitive Gaussian function
and the other is primitive Gaussian function).

� 6�311G : The single zeta for core orbitals and triple zeta for valence orbitals
basis set.

� 6�311G** : The 6�311G basis set with Polarization functions, the �rst * sym-
bolizes the use of the Polarization functions for d orbitals of non�hydrogen
atoms and the other * indicates the application of the Polarization functions
for p orbitals of hydrogen atoms, equivalent to 6-311G(d,p)

� 6�311G++: The 6�311G basis set with Di�use functions, the �rst + symbol-
izes the use of the Di�use functions for s and p orbitals of non�hydrogen atoms
and the other + indicates the application of the Di�use functions for s orbitals
of hydrogen atoms.

Karlsruhe basis sets

Karlsure Def2 basis sets were proposed by Ahlrichs and al. [32�34]. Theses basis
sets functions are Gaussian type, but, comparing to 6-311G, more functions are
included. Karlsure basis sets are based on fully optimized contracted Gauss-type
orbital basis sets [35, 36]. The Karlsruhe basis sets are commonly used in quantum
chemistry and they are considered as the best compromise between the accuracy
and the computational resources.

Overview of Karlsruhe basis sets [32�34]:

� Def2SV : Split valence Karlsruhe basis set.

� Def2SVP : The Def2SV basis set with Polarization functions.

� Def2TZV : Triple zeta valence Karlsruhe basis set.

� Def2TZVP : The Def2TZV basis set with Polarization functions.

� Def2QZV : Quadruple zeta valence Karlsruhe basis set.

23



1.3 Coupled cluster theory

Only the basics of Coupled cluster theory are mentioned in this thesis, for more
details see [12, 37�44]. Coupled cluster (CC) [37, 38] theory is one of the best methods
for estimating the electron correlation energy [12].

The main idea of CC theory is that the full-Con�guration interaction wave func-
tion (i.e., the `exact' one within the basis set approximation [12]) can be described
as

Ψ = expT ΨHF , (1.20)

where T is the cluster operator. This cluster operator [12] is de�ned as

T = T1 + T2 + T3 + · · ·+ TN , (1.21)

where N is the total number of electrons and the various Ti operators generate all
possible determinants having i excitations from the ground state [12]. For example,

T2 =
occ.∑
i<j

vir.∑
a<b

tabij Ψab
ij , (1.22)

where the amplitudes t are determined by the constraint that equation 1.20 must
be satis�ed. The expansion of T ends at N because no more than N excitations is
possible [12].

The accuracy and computational costs depends on the number of excitations that
are taken into account. In practice, the cost of including single excitations (i.e., T1)
in addition to double excitations (T2) is worth the increase in accuracy. This is
the CCSD [38, 41, 43, 44] model. The scaling behaviour of CCSD is on the order of
O(N6) [12]. Inclusion of connected triple excitations (i.e., those that can be calculated
as products of T1 and T2) de�nes CCSD(T) [42]. In the case of the inclusion of
exact T3, it is CCSDT method. However, CCSDT is very computationally expensive
(scaling as O(N8), making it applicable for the smallest molecules only [12]. CCSD
and CCSD(T) are available in Gaussian09 code and Orca software that also includes
further approximations that leads to lowering computational costs.

1.4 Solvent Models

The calculation without any solvent model includes only atoms of a molecule in
the vacuum. Such calculation can be considered as the gas phase calculation. This
can be done due to the assumption that in certain approximations molecules can
be treated as isolated, i.e., non-interacting species. Then our simulated system of
molecules can be represented by a single molecule itself [12]. In reality, the studied
molecules are often in a solution that is a�ecting, for example, the geometry of
the molecules, and other properties.

Two possible ways to simulate this e�ect are mentioned here, one is to use an ex-
plicit model, i.e., to include solvent molecules in the calculation. However, this
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greatly increases the number of atoms that are included in the calculation, which
then leads to an increase of the computational cost. Such a situation is simply not
practical with the present computational resources [45].

The other option is to use an implicit model. This approach is based on the re-
placement of a huge number of individual solvent molecules by a dielectric continuum
with permittivity ε, which has properties similar to that set of solvent molecules [12].
A cavity is created around atoms of the studied molecule, where the continuum is
neglected [46]. Example of such cavity is presented in �gure 1.2. Materials Studio
DMol3 includes the Conductor-like screening model (COSMO) [46, 47], and Gaus-
sian typically uses the Polarizable continuum model (PCM) [48, 49].

Figure 1.2 Cavity of the implicit solvent model COSMO for TEDGA; (settings: DMol3, DNP,
B3LYP, GD2, COSMO)

1.5 Potential Energy Surface

The consequence of the Born�Oppenheimer approximation (section 1.1.1) is that
the ground state energy of a molecule can be assumed only as a function of the nuclei
positions R. Any movement of some or all the nuclei causes the change of the energy.
The new nuclear coordinates can be the result of a simple process, for example a sin-
gle bond rotation, and the magnitude of the energy change depends on the type of
the change that happened [10]. These energy changes can be considered as movement
on a multidimensional surface. This surface is called the Potential Energy Surface
(PES) and stationary points on the PES are important for searching the geometries
with the minimal energy and the transition states. Minimum points on the PES
are stable conformations of the system and saddle points correspond to transition
states [50], i.e., such structures that correspond to the highest point on the pathway
between two minima [10]. Calculations of these points are extremely di�cult due to
the fact that PES is multidimensional function of the coordinates.
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1.5.1 Geometric optimization

The geometric optimization is a process that minimizes the energy of the studied
system by changing the relative positions of atoms. The geometric optimization con-
sists of a calculation of the SCF cycle, followed by the determination of forces acting
on individual atoms at their current position. Changes in these values are compared
to the convergence conditions, i.e., if the changes are smaller than the condition, it
is assumed that the energy minimum is reached. If the convergence conditions are
not ful�lled, the positions of the atoms are shifted and the SCF cycle is recalculated
[31].

Molecules that consist of many simple bonds are very �exible and therefore
have numerous possible conformations that have di�erent energies depending on
the PES's shape [10]. Consequently, the probability that a molecule has a given
conformation varies in time. The properties of a particular molecule are determined
by the most probable conformations whose energy is minimal. In order to reduce
the possibility that the conformations of the molecules only converge to the local
energy minimum, a conformational analysis with several initial coordinates must be
performed before stability studies of the molecules are done [10].

It is not guaranteed that the minimum found by using known algorithms for
searching extremes of functions is the global minimum [10]. This problem can also
be in�uenced by the choice of the exchange and correlation functional. Practice
shows that it is often better to �rst use a less accurate functional approximation
and then apply a more accurate one.

1.5.2 Searching the transition state

Calculation of the transition states, i.e., such structures that correspond to the high-
est point on the pathway between two minima [10], is based on modi�ed minimiza-
tion algorithms. For example, Gaussian code includes the STQN method [51, 52] or
the Berny algorithm using GEDIIS [53]. The latter method uses a quadratic syn-
chronous transit approach to get closer to the quadratic region of the transition
state and then uses a quasi-Newton or eigenvector-following algorithm to complete
the optimization [54].

1.6 Chemical kinetics and reactivity

A reaction coordinate is de�ned [55] as a geometric parameter that changes during
the conversion of one (or more) reactant molecular entities into one (or more) prod-
uct molecular entities and whose value can be taken for a measure of the progress of
an elementary reaction (for example, a bond length or bond angle or a combination of
bond lengths and/or bond angles; it is sometimes approximated by a non-geometric
parameter, such as the bond order of some speci�ed bond) [55].

There are two de�nitions how a reaction along the reaction coordinate occurs. One
de�nition is the minimum energy path (MEP), which de�nes a reaction coordinate
in which the absolute minimum amount of energy is necessary to reach each point on
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the coordinate [56]. A second de�nition is a dynamical description of how molecules
undergo intramolecular vibrational redistribution until the vibrational motion oc-
curs in a direction that leads to a reaction [56]. The MEP is a path on the PES
between two minima corresponding to reactants and products with the minimal en-
ergy changes [57]. This de�nition allows a simple description of the reaction steps
[56]. The dynamical de�nition more corresponds to the real behaviour of molecules
[56].

The rate constant of a reaction k describes the chemical kinetics of the reac-
tion. The simplest expression for the temperature dependence of k is described by
the Arrhenius equation [56]:

k = A exp−
Ea
RT , (1.23)

where Ea is the activation energy per mol and A is the pre�exponential factor. Ea
and A can be obtained from experimental data or ab initio calculations. However,
their determination from ab initio calculations can be very di�cult. The activation
energy is in�uenced by the used level of theory. Consequently, the calculated rate
constant di�ers from the experimentally determined one. The pre�exponential factor
includes the in�uence of the vibrational frequencies of the transit state (especially,
the imaginary one) [58, 59]. Several approaches have been introduced, but using
the speci�c approach is problem dependent. For this reason and because of simplicity,
only the activation and the reaction energy are discussed in this thesis.

1.6.1 Transition state theory

Simply using the activation energy Ea assumes that the only way a reaction occurs
is along the MEP. The transition structure is the maximum along this path, which is
used to obtain the activation energy (energy di�erence between the transition state
and reactants) [56, 60].

These calculations require information about the shape of the PES around the tran-
sition structure, frequently using the reaction coordinate or an analytic function de-
scribing the entire PES. Most of the ab initio methods calculate the Hessian matrix
in the �rst step and then use approximately updates of the Hessian matrix in each
step. Another possibility is to calculate the Hessian matrix in each step, but this
approach is extremely computationally and time consuming. The transition struc-
ture has one imaginary vibrational frequency [56, 60]. Their calculation is used as
the validation of the transition state structure. For more information on how transi-
tion state calculations are performed, see section 1.5.2 and Refs. [10, 51, 56, 57, 60].

1.7 Properties and functions for stability descrip-

tion

The stability of molecules can be assessed based on various function or property
of the electron density. For this reason, several properties that indicate stability
must be calculated and interpreted together. Properties of the electron density that
are used in this work are summarized in this section.
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1.7.1 Population analysis

Population analysis methods allow the partition of the electron density n(r)
among the nuclei. The result is a number that corresponds to the number of elec-
trons 'belonging' to each nucleus. The numbers are interpreted as partial charges
on individual atoms, which makes it easier to study the distribution of charges in
molecules [10].

Several methods are used and the most common ones are mentioned in this work.
These are Mulliken population analysis [10, 61�63], Hirshfeld population analysis
[63, 64] and Natural population analysis [56].

Mulliken population analysis

Mulliken population analysis [61] is based on the approach that electrons are
distributed with respect to the occupancy of AOs. The main assumption is that
the AO belongs to the atom on which it is centred. Electrons that occupy this AO
belong to that atom. It is also implicitly assumed that AOs retain their shape in
molecules [10, 62, 63].

The Mulliken analysis is a simple calculation performed after a SCF has been
successfully done. For this reason, it is often used. However, errors can often occur.
First, Mulliken analysis is closely linked to the LCAO theory (section 1.2.5). That
means that the choice of the basis set type is important, especially when basis func-
tion that are centred on other locations then atoms are included. This method will
fail when basis functions are centred on other locations than nuclei are included in
the basis set, or when the basis functions have no centre, as in the case of plane
waves. Secondly, if di�use basis functions are included in the basis set, the Mulliken
population analysis may become unstable. Di�use functions decay slowly while ex-
tending away from the nucleus. Hence, the electron density is remote from this
nucleus. The Mulliken population analysis is not able to reliably partition such type
of electron density [63].

It is possible, based on this method, to determine the bond orders, i.e., how many
electrons form each bond. In chemistry, bond orders are formally integers, but in fact
electrons need not be present only in the bonding region over time. This means that
bonds of the same chemical type can have di�erent order values depending on their
surroundings. Later, Mayer approach [65] modi�es Mulliken theory to more relevant
results. However, both methods depend on the basis set. For this reason, they should
be used only as the �rst approximation of the studied electronic structure [10].

Hirshfeld population analysis

Hirshfeld population analysis [64] proposes to divide the electron density among
the atoms in a molecule using the promolecular density. The promolecular density
n0(r) is gained by summing the electron density of each atom A (n0

A(r)) in an isolated
state. The �nal electron density nA(r) is calculated for the atom A as follows
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nA(r) =
n0
A(r)

n0(r)
n(r). (1.24)

Partial charges can be determined from it [63].

Hirshfeld method is still slightly dependent on the basis set as Mulliken analysis,
but the in�uence on results is reduced. However, new problems are introduced.
The main one is that the promolecular density is a non�physical concept, because
it disturbs the Pauli principle. This implies that the promolecular density is not
de�ned uniquely. Another problem is that the Hirshfeld atomic charges are virtually
zero for covalently bonded systems [63].

Natural population analysis

Natural bond order analysis (NBO) is a whole set of analysis techniques. The nat-
ural population analysis (NPA) is also part of the NBO analysis. NPA is used for
obtaining occupancies and partial charges on each atom. The NBO uses the natural
orbitals instead of the molecular orbitals directly. Natural orbitals are the eigen-
functions of the �rst�order reduced density matrix. These orbitals are localized and
orthogonalized. Thus, this method is able to simulate di�erent chemical environ-
ments for the same element. Furthermore, an integration can be done to obtain
charges on the atoms. NBO also provides a method for a calculation of bond orders
[56].

Results gained by NBO are less dependent on the choice of the basis set than
the Mulliken method. However, basis set e�ects are still slightly apparent. NBO is
widely used technique and is available in many software packages [56].

1.7.2 Electrostatic potencials

The electrostatic potential (ESP) ϕ(r) at a point r is de�ned as the work done to
bring unit positive charge from in�nity to the point r. The ESP re�ects contributions
from the nuclei and from the electrons [10].

The nuclei contribution to the ESP from M nuclei is

ϕnucl(r) =
M∑
A=1

ZA
|r−RA|

. (1.25)

The electronic contribution is obtained from the electron density as follows

ϕel(r) = −
∫

n(r)

|r′ − r|
dr′. (1.26)

The total ESP is the sum of those contributions

ϕ(r) = ϕnucl(r) + ϕel(r). (1.27)

The electrostatic energy between a point charge q at a location r and the molecule
can be calculated as follows [10]

EESP(r) = qϕ(r). (1.28)
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The ESP is useful for studying interactions between molecules, because elec-
trostatic forces are responsible for long�range interactions between them. Further,
the ESP can be used for analysis of interactions with electrophiles. Regions of
the ESP where the electrophilic attack might occur are the most negative parts
of molecule [10].

Partial charges can be calculated from the ESP. This is done by �tting the charges
to correspond to the ESP. Partial charges determined by �tting to the ESP can well
represent the behaviour of the molecule. However, this happens only for some cases.
Unfortunately, results are sensitive to changes caused by geometric modi�cations of
molecules. This fact must be considered during an interpretation of such calculated
partial charges [66].

In practise, it is convenient for an interpretation to map the ESP of a molecule
to the electron density.

1.7.3 Chemical hardness

Chemical hardness η is a property that classi�es acids and basis and its de�nition
is [67, 68]

η =

(
∂2E

∂N2

)
Vext

=

(
∂µ

∂N

)
Vext

, (1.29)

where E is energy of the electronic system, µ is its chemical potential and N is
the number of electrons in the system.

Chemical hardness is related to both the HOMO�LUMO energy gap [69, 70] and
Fukui functions [63]. These relations are discussed in following sections.

1.7.4 Orbitals

The problem with orbitals is that they are not measurable and therefore there
is no unique de�nition of them. Di�erent computational methods can provide a dif-
ferent orbital structure even if the electron densities are identical. It must be noted
that the orbitals gained by the Kohn-Sham DFT correspond to the auxiliary non-
interacting particle system, not to the real studied system. These systems are only
connected by the electron density de�ned in equation (1.4). Therefore, the MOs ob-
tained by the DFT calculation approximately correlate with real MOs of the many�
body system. Despite all these approximations, the orbitals of the auxiliary system
can be used to describe physical and chemical properties of molecules. However, any
conclusion resulting from the orbitals must always be supported by other calculated
properties [10].

The most interesting orbitals are the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO) [10].

The HOMO�LUMO gap is related to chemical hardness and kinetic stability
of a molecule. A hard molecule has a large gap and a soft one has a small gap.
Generally, the lower HOMO�LUMO gap implies lower excitation energies and conse-
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quently molecules with a small gap are more reactive than the ones with a larger gap
[69, 70]. Unfortunately, the information gained from the size of the HOMO-LUMO
gap is general for a whole molecule without detailed information about the hypo-
thetical reaction mechanism. Therefore, e.g., the initial locations of the reaction are
unknown.

1.7.5 Fukui functions

Fukui functions [71] are a qualitative way of measuring and displaying the re-
activity of regions of a molecule. These functions are based on the frontier orbital
theory of Fukui [72]. The method connects the reactivity of a molecule with respect
to electrophilic and nucleophilic attacks to the charge density [31]. Three types of
the Fukui functions exist corresponding the type of attack, f(r) for radical attack,
f(r)+ for nucleophilic attack and f(r)− for electrophilic attack. These functions
express the change of the electron density caused by the addition or removal of
an electron. Generally, it is demonstrated that the larger the value of the Fukui
function, the greater the reactivity of the corresponding site [63].

The original de�nition of the Fukui function is [63]

f(r) =

(
∂n(r)

∂N

)
Vext

=

(
δµ

δVext(r)

)
N

, (1.30)

where the derivation is done according to the number of electrons N in the sys-
tem, but there is a discontinuity problem. For this reason, one-sided derivatives are
introduced as follows

f(r)+ =

(
∂n(r)

∂N

)+

Vext

, (1.31)

f(r)− =

(
∂n(r)

∂N

)−
Vext

, (1.32)

where equation (1.32) corresponds to the case in which the system donates the charge,
because it is interacting with an electrophilic reagent (electrophilic Fukui func-
tion f(r)−). Equation (1.31) corresponds to the case in which the system accepts
the charge, because it is interacting with a nucleophilic reagent (nucleophilic Fukui
function f(r)+) [63].

Accordingly, to the original de�nition in equation (1.30), Fukui function also
represents the response of the chemical potential of a system to a change in exter-
nal potential. Also, the connection between the chemical hardness and the Fukui
function can be seen from the de�nitions (equations (1.29) and (1.30)) [63].

The problem is that the number of electrons N is an integer, so making an in-
�nitesimal change in the number of electrons makes no physical sense. Therefore,
these functions can be rede�ned as follows

f(r)+N = nN+1(r)− nN(r), (1.33)

f(r)−N = nN(r)− nN−1(r), (1.34)
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where nN+1(r) is the electron density of the system with N+1 electrons . Using one-
electron orbital picture, Fukui functions can be than approximately de�ned using
the HOMO and LUMO orbital densities [63].

The last type of the Fukui function is the radical one de�ned as follows

f(r)N =
1

2
(f(r)+N + f(r)−N). (1.35)

This radical Fukui function corresponds to the radical attack and is simply the av-
erage of the electrophilic and nucleophilic Fukui functions [63].

The functions de�ned in equations (1.33), (1.34) and (1.35) are collectively re-
ferred to as Fukui functions and are one of the basic properties describing the reac-
tivity of molecules in terms of electronic structure.

Fukui charges

More quantitative predictions can be obtained from the condensed Fukui func-
tions for an atom, also named as Fukui charges. These charges can be easily cal-
culated after partial charges are determined. Fukui charges are the values of vol-
umetric Fukui functions related to individual atoms. Fukui charges provide easily
interpretable information about the reactivity of the molecule. Their calculation for
k�th atom is done as follows [31, 63]

f−k = qk − qcationk , (1.36)

f+
k = qanionk − qk, (1.37)

fk =
1

2
(qanionk − qcationk ) (1.38)

where qk, qcationk and qanionk is respectively the partial charge on the k�th atom in
the case of a neutral, positively charged or negatively charged molecule determined
by the used population analysis.

From the de�nitions in equations (1.37), (1.36) and (1.38), it is obvious that
the calculation of Fukui charges needs less time compared to the calculation of Fukui
functions. However, the information provided by Fukui charges is less detailed than
that in the case of Fukui functions [63].
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Chapter 2

Computational part

This chapter is focused on the application of the DFT and CC calculations for
an assessment of the radiolytic stability of the selected molecules. These calculations
are based on the theory described in chapter 1. The calculations are done using
DMol3 module of Materials studio [29, 30], Gaussian09 code [73] and Orca 4.0.1.2
Release [74, 75]. This Master's thesis follows up the Bachelor thesis [5] and the Ref.
[6]. Simple models of the acid e�ect are proposed and investigated. Additionally,
the degradation reaction mechanism based on a hydrogen abstraction is proposed
and studied.

The following properties of the electron density are investigated: HOMO and
LUMO orbitals, Fukui functions, Fukui charges, partial charges, bond orders and
electrostatic potentials. Further, transition states for the hydrogen abstraction degra-
dation reaction mechanism are determined.

2.1 Diglycolamides

The diglycolamide (DGA) family of ligands is one of the considered group of
prospective organic extractants for the separation processes. The DGAs are es-
pecially suitable for the extraction of trivalent actinide and lanthanide ions from
the active waste, for example americium, europium, and curium.

The general chemical formula of the DGA is in �gure 2.1. R1, R2 and R3 are
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Figure 2.1 Chemical formula of the Diglycolamide

carbon chains, which may be of varying length and complexity. These chains are
responsible for di�erent properties of the individual representatives of the DGA
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group. The chain length determines solubility in water or organic solvents. When
chain R1 is a methyl group or an ethyl group, then the agents are hydrophilic.
Lipophilicity of a molecule increases with higher complexity of the chain R1. For
example, TMDGA (R1=CH3; Figure 2.2 (a)) and TEDGA (R1=C2H5; Figure 2.2
(b)) are hydrophilic [76], but TODGA (R1=C8H17; [2]) is lipophilic. In this work,
R2 and R3 chains are hydrogen atoms or methyl groups depending on the selected
ligand. A methyl group works usually as a donor of the electron density. The main
purpose of this work is to investigate whether or not the addition of the methyl group
on the ether carbon or the presence of longer alkyl side chains results in the higher
hydrolytic or radiolytic stability of the studied ligands. A signi�cant e�ort to answer
this question was given also in the mentioned previous theoretical and experimental
works. The molecules further contain three oxygen atoms (two represent carbonyl
groups and one represents the ether group). Those groups that contain oxygen atoms
are responsible for the complexation with the metal ions (actinide and lanthanide
atoms).

The stability of the following molecules is investigated in this thesis.

� TMDGA (N,N,N',N'-tetramethyl-diglycolamide;
2,2'�oxybis(N,N-dimethylacetamide))

� TEDGA (N,N,N',N'-tetraethyl�diglycolamide;
2,2'-oxybis(N,N-diethylacetamide))

� Me�TEDGA (2-(2-(diethylamino)-2-oxoethoxy)-N,N-diethylpropanamide)

� Me2�TEDGA (2,2'-oxybis(N,N-diethylpropanamide)).

Their chemical formulas are presented in �gure 2.2. All of these molecules are hy-
drophilic, i.e., water-soluble [76].
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Figure 2.2 Chemical formula of (a) TMDGA, (b) TEDGA, (c) Me�TEDGAa (d) Me2�TEDGA
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TEDGA is used in the EXAm process (Extraction of Americium) [77] or the ALSEP
precess (Actinide Lanthanide Separation) [78]. The role of TEDGA in these pro-
cesses is as an aqueous stripping agent and a hold back agent, i.e., TEDGA makes
preferably complexes with Curium (Cm) or other lanthanide ions (Ln) than with
Americium (Am). Subsequently, the selectivity ratio Am/Cm and Am/Ln of the ex-
tractant in the organic phase is higher. For example, DMDOHEMA molecule [79] is
used in the EXAM process as an extractant.

There have been multiple experimental works focused on investigating the radi-
olytic and hydrolytic stability of DGA-type ligands. This work is largely based on
the study by Wilden et al. [3], which focuses on representatives of the DGA family
of extractants mentioned above. Their hydrolysis and radiolysis were investigated
separately, because the hydrolysis of TEDGA caused by nitric acid appears to occur
by multiple mechanisms during the experiments. The rate of the hydrolysis was so
remarkable that radiolysis needed to be investigated in pure water [3]. The DGA
samples were irradiated to target the absorbed doses from 0 to 150 kGy at 23 ± 2
°C [3]. After the irradiation, the samples were analysed by the high performance
liquid chromatography�electronspray ionization mass spectrometry/mass spectrom-
etry. Kinetics measurements revealed high rate constants for DGA reactions with
the hydroxyl radical OH•, suggesting its importance in the mechanism of their radi-
olytic degradation in water. A decrease in dose constants with increasing molecular
weight of DGAs and the measured rate constants indicates that the most important
degradation mechanisms of the radical reaction are an electron transfer and a hy-
drogen abstraction. Wilden et al. concludes that the radiolytic stability for studied
molecules increases with following trend TMDGA < TEDGA < Me�TEDGA <
Me2�TEDGA [3].

Another study of these DGA derivatives in concentrated aqueous nitrate solution
was done by Horne et al. [4] with similar experimental setup as Wilden et al.. Horne
et al. demonstrated that: (i) the studied hydrophilic DGAs undergo �rst-order decay
with an average dose constant of (−3.18± 0.23) · 10−6 Gy−1; (ii) their degradation
product distributions are similar to those under pure water conditions, except for
the appearance of NOx adducts; and (iii) radiolysis is driven by hydroxyl and nitrate
radical oxidation chemistry moderated by secondary degradation product scavenging
reactions [4]. Overall, the radiolysis of hydrophilic DGAs in concentrated, aqueous
nitrate solutions is signi�cantly slower and less structurally sensitive than under pure
water conditions, similar to their lipophilic analogs. Acid hydrolysis, not radiolysis,
is expected to limit their useful lifetime[4].

2.1.1 Degradation reaction mechanisms

This study presumes that indirect radiolysis is the dominant process due to low
concentration of the ligand in solvent [3]. For this case, the degradation is initiated
by radiolysis of the solvent molecules. Consequently, these products interact with
ligands causing their degradation. Two possible reaction mechanisms are taken in
account in this Master's thesis. The �rst one is based on a radical attack that is
initiated by a hydrogen abstraction. The hydrogen abstraction was suggested as one
of the dominant initiators of degradation related to lipophilic DGA ligands [3, 6].
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The other one is initiated by the electron transfer from one of the amide groups [3].

The hydrogen abstraction is considered mainly on the ether carbons; this was con-
�rmed in previous works [5, 6]. Despite of that authors of the experiment suggested
that abstraction is more likely to occur on the side chains. The abstraction is per-
formed by radicals created by the radiolysis of the solvent. The role of the radical can
be played predominantly by the hydroxyl radical OH• in the case of aqueous solution
[3] or by the hydrogen radical H• in the case of organic solvents [80]. Subsequently,
the neighbouring ether bond (the single C-O bond) ruptures [7]. The speci�c reac-
tion schemes are presented in section 2.3.7. For this reaction mechanism, transition
states are calculated and energy diagrams are determined for the studied ligands.

The hypothetical degradation based on the electron transfer is initiated by the ox-
idation nature of the hydroxyl radical OH• [3]. This transfer probably happens on
one of the amide groups. This leads to the formation of the radical cation [DGA]•+.
Afterwards, the ether (C�O) or the amide (C�N) bond ruptures.

2.1.2 Acid in�uence

In the previous works [5, 6] the potential e�ect of nitric acid was neglected. Also,
during the experiment [3], DGA molecules were dissolved in pure water, so no e�ect
of acid was considered. Nevertheless, DGAs are commonly used in nitric acid solu-
tion concentrated enough to contain undissociated HNO3 molecules in a signi�cant
concentration [3]. Possible formation of micellar complexes of TODGA and nitric
acid molecules was reported based on molecular dynamics simulations [81]. The acid
in�uence was already considered in other theoretical studies. In the work by Matveev
et al. [82], a simple model of the acidic environment (based on addition of a sin-
gle H3O+ cation) brought already signi�cant results in the stability prediction by
the DFT.

In work of Horne et al. [4], gamma radiolysis of selected hydrophilic DGA ligands
study was performed in concentrated aqueous nitrite solution. The rate of radiolytic
degradation was signi�cantly reduced in concentrated aqueous nitrate solution rela-
tive to pure water conditions [4]. The reason for this reduction of the dose constant
must be due to the reduction of some water radiolysis products (in particular, eaq−
and the H•). In concentrated, aqueous nitrate solutions, there is negligible contri-
bution from the eaq− and the H•, as both are rapidly scavenged by NO−3 within
the lifetime of the radiation chemical track [4]. This suggests that the acid does not
in�uence directly on the extractant. On the contrary, the acid molecule preferably
reacts with the radicals from the solvent radiolysis and thereby protects the extrac-
tant molecules. Horne et al. [4] concluded that the hydrophilic DGA degradation
in the presence of concentrated, aqueous nitrate is driven by OH• and, to a lesser
extent, •NO3 oxidation, as the reducing products of water radiolysis are inhibited
by NO−3 scavenging [4].

In this work, three possible ways of including the acid in�uence are tested.
The �rst model is based on including one hydrogen cation H+ in the complex to-
gether with the ligand molecule. The other two models are based on the incorpo-
ration of either H3O+ cation (this model was also applied in [82]) or a completely
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undissociated HNO3 molecule. As already mentioned above, in the industrial pro-
cesses of separation, the acid concentration can be high enough to provide signi�cant
concentration of undissociated HNO3 molecules besides oxonium cations. Therefore,
the third model is also relevant for the studied cases.

2.2 Computational settings

The DFT simulations of the ligands mentioned in section 2.1 are done by DMol3

and Gaussian09 programs and the CC calculations are performed by Orca code.
First, the conformation analysis based on the lowest energy is performed. Subse-
quently, the electronic structures are calculated and their properties are studied.
In particular, the following properties are investigated: HOMO and LUMO orbitals,
Fukui functions, Fukui charges, partial atomic charges, bond orders and electrostatic
potential. Transition states are determined and energy diagrams are calculated for
the reaction mechanism based on the hydrogen abstraction (section 2.1.1).

2.2.1 Conformation analysis settings

The DFT simulations are done on the conformation of a molecule with the lowest
energy. Such conformation is also the most probable in time. The molecular struc-
tures of the studied ligands are �exible and have numerous conformers due to many
single bonds.

The energy barriers in rotation of single bonds in organic molecules are compara-
ble to the thermal energy. That means that the studied ligands easily change torsion
angles between local minimums of those angles at room temperature. Multiple bonds
are not capable of the similar behaviour.

Conformation analysis of ligands with acid model

Initial conformations are used from previous works [5, 6] and presented models of
the acid in�uence in section 2.1.2 are applied. The previous knowledge of the ligands
is used to reduce the number of calculations. H+ and H3O+ cations are placed in
the vicinity of the atoms with a negative partial charge. This information was gained
in the previous work [5]. The molecule of the undissociated nitric acid is placed in
several surrounding positions of the ligands.

For each model of the acid e�ect, eight possible initial geometries are generated.
The geometry optimization is then performed on those geometries in the Gaussian09
program [73] with following settings: 6�31G(d,p) basis set [83, 84], PCM solvent
model [48, 49, 85] with water used as the solvent, GD3BJ dispersion correction
[24, 25] (section 1.2.4) and B3LYP exchange and correlation functional [22].
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Conformation analysis for reaction calculations

Conformation analysis for reaction calculations is done with CREST utility [86]
of xTB Semiempirical Extended Tight�Binding Program Package [87�89]. This soft-
ware generates the thermally accessible ensemble of minimum-energy structures gen-
erally consisting of conformers as well as rotamers using a combination of molecular
dynamics and quantum mechanical tight binding approximation. [90].

Further optimization of the conformations with the lowest energy gained by
CREST utility of xTB is done with the following settings: 6�311G++(2d,d,p) [91, 92]
and Def2TZVP [33, 34] basis sets, PCM solvent model [48, 49, 85] with water as
a solvent, GD3BJ dispersion correction [24, 25] (section 1.2.4) and B3LYP exchange
and correlation functional [22].

2.2.2 Settings in Gaussian

Gaussian09 code [73] is used for the geometric optimization and HOMO/LUMO
calculations. Wiberg bond indices and Natural population analysis are calculated
with Gaussian09 in combination with NBO 6.0 software [93] with the following
settings: 6�31G(d,p) basis set [83, 84], PCM solvent model [48, 49, 85] with water
as the solvent, GD3BJ dispersion correction [24, 25] (section 1.2.4) and B3LYP
exchange and correlation functional [22].

Gaussian09 code is also used for searching transition states of the degradation re-
action mechanism initiated by the hydrogen abstraction (section 2.1.1) using QST2,
QST3 [51, 52] and TS [53] algorithm selections. The following settings are used for
searching the transition states: 6�311++G(2d,d,p) [91, 92] and Def2TZVP [33, 34]
basis sets, PCM solvent model [48, 49, 85] with water as the solvent, GD3BJ dis-
persion correction [24, 25] (section 1.2.4) and B3LYP exchange and correlation
functional [22]. Furthermore, energy of reactants, intermediates and products are
determined by Gaussian09 code with the above mentioned settings using the ther-
mochemistry routines implemented in Gaussian09 code [94].

2.2.3 Settings in Orca

CC calculations [38�44] (section 1.3) are done by Orca software [74, 75] for single�
point calculations of energy of reactants, transition states, intermediates and prod-
ucts on geometries gained by DFT calculations using Gaussian09. Following settings
is used: DLPNO�CCSD(T) level of theory, Def2TZVP [33, 34] basis set and RIJ-
COSX approximation (RI�J for Coulomb integrals and COSX numerical integration
for HF exchange) [95�97]. Thermochemistry corrections are added from the Gaus-
sian09 DFT calculations.

2.2.4 Settings in DMol3

Material studio DMol3 [29, 30] module is used to determine the subsequent prop-
erties of the electronic structure relevant for the stability study. These attributes are
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Fukui functions, Fukui charges, Mulliken population analysis, Hirshfeld population
analysis, partial charges �tted from the electrostatic potential, bond orders based
on Mulliken and Mayer theory and the electrostatic potential with the following set-
tings: DNP basis set [29], COSMO solvent model [46, 47], GD2 dispersion correction
[26, 27] (section 1.2.4) and B3LYP correlation functional [22].

2.2.5 Notation of atoms

Atom indices are shown in �gure 2.3. Ligands TMDGA, TEDGA and Me2�
TEDGA are symmetrical, only R2 and R4 chains are di�erent (one is a hydrogen
atom and the other one is a methyl group) in Me�TEDGA. Because of that, proper-
ties of the electron density assigned to individual atoms, are averaged for the equiv-
alent atoms. For Me�TEDGA, only the carbons C(4) and C(5)) are considered as
non-equivalent. For example, only one value of the partial charge is stated for amide
carbons C(2) for easier interpretation.
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Figure 2.3 General structure of the studied DGAs with atom indices

2.3 Results and discussion

2.3.1 Results of the conformation analysis

Conformation analysis of ligands with acid models

Initial geometries are generated from the ground state geometries of the ligands
from previous works, together with the speci�c particle representing the nitric acid
(mentioned in section 2.1.2). For each acid model and each ligand, eight input ge-
ometries were created .

In the case of the H3O+ model, the in�uence of higher symmetry occurs for
TMDGA, TEDGA andMe�TEDGA. The geometric optimization converges to a state
that is visually similar to the planar symmetry. This e�ect can be seen in �gure 2.4
(a). This causes lowering of the total energy of those ligands. For Me2�TEDGA, this
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e�ect is not detected (�gure 2.4 (b)), nor are similar e�ects observed for another
models of the acid in�uence.

(a) TEDGA (b) Me2�TEDGA

Figure 2.4 The lowest energy geometries with H3O+ model of the acid in�uence for: (a) TEDGA
and (b) Me2�TEDGA; (settings: Gaussian09, 6-31G(d,p), B3LYP, PCM, GD3BJ)

Hydrogen bonds are observed in the case of the H+ acid model for all ligands.
In the cases of TMDGA, TEDGA and Me2�TEDGA the hydrogen bond is located
between the H+ cation bonded to one of the carbonyl oxygen and the ether oxygen,
see �gure 2.5 (a). For TEDGA, length of this hydrogen bond is 1.899 Å. For Me�
TEDGA the H+ cation is bonded to one of the amide nitrogen, consequently two
hydrogen bonds are observed. The �rst one is between the H+ and the ether oxygen
(length 2.279 Å). The other one is between the H+ and the carbonyl oxygen attached
to the other amide group than the H+ cation (length 1.589 Å), �gure 2.5 (b).

(a) (b)

Figure 2.5 The lowest energy geometries with hydrogen bonds in the case of the H+ model of
the acid in�uence for: (b) TEDGA and (d) Me2�TEDGA

The HNO3 molecule is bonded to the carbonyl oxygen using the hydrogen atom
of the nitric acid molecule, see �gure 2.6. Another binding locations of the nitric
acid molecule are not observed.

Final geometries of the studied ligands and the acid in�uence models that have
the lowest total energy are used in further calculations of the electron density prop-
erties.

40



Figure 2.6 The lowest energy geometries with hydrogen bonds in the case of the HNO3 model of
the acid in�uence for TEDGA

Conformation analysis for reaction calculations

Results of the CREST calculations are in table 2.1 for reactants, in table 2.2 for in-
termediates and in table 2.3 for products. Only conformers that are easily thermally
accessible (with the di�erence of total energy lower than 3 kcal from the minimal
energy value) are considered. For simplicity, only conformers with the lowest energy
are used in further calculations.

As expected, TMDGA has the lowest number of unique conformers (5 for a re-
actant and 2 for an intermediate). The lowest conformer has 95.21% population for
the reactant and 98.56% for the intermediate.

Table 2.1 Results of the conformation analysis for reactants of selected ligands done with CREST
utility of xTB software, NC � number of unique conformers with energy up to 3 kcal above the lowest
energy geometry, PC � population of the lowest energy conformer in %, reaction scheme given in
�gure 2.12

molecule NC PC

TMDGA 5 95.21
TEDGA 80 24.87

Me�TEDGA
77 38.14

reaction I
Me�TEDGA

equal to reaction I equal to reaction I
reaction II

Me2�TEDGA 56 51.93

TEDGA has the highest number of conformers (80) for reactant. Many of these
conformers are rotations on the alkyl side chains. This results in low population of
the lowest conformer, only 24.87%. For the intermediate, the number of conformers
is 25 and population of the lowest conformer is 14.37%. Similar numbers occurs for
the Me�TEDGA and reaction I (�gure 2.12 (b)) intermediate (24 conformers and
21.82% population of the lowest energy one). This suggests that the intermediate
for Me�TEDGA I is similar to the one for TEDGA.
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For Me2�TEDGA, the number of conformers is 56 and population for the reac-
tant is 51.93%. Number of conformers for the intermediate is 45 and population
of the lowest energy one is 30.22%. The intermediate for Me�TEDGA reaction II
(2.12 (c)) has similar numbers as the Me2�TEDGA intermediate (48 conformers and
30.81% population of the lowest energy conformer).

For products of all ligands, the number of unique conformers rapidly dropped.
This is caused by the planarity of carbonyl group that is presented in both products.
Subsequently, populations of the lowest energy conformers are relatively high (table
2.3).

Table 2.2 Results of the conformation analysis for intermediates of selected ligands done with
CREST utility of xTB software, NC � number of unique conformers with energy up to 3 kcal
above the lowest energy geometry, PC � population of the lowest energy conformer in %, reaction
scheme are in �gure 2.12

molecule NC PC

TMDGA 2 98.56
TEDGA 25 14.37

Me�TEDGA
24 21.82

reaction I
Me�TEDGA

48 30.81
reaction II

Me2�TEDGA 45 30.22

Table 2.3 Results of the conformation analysis for products of selected ligands done with CREST
utility of xTB software, NC � number of unique conformers with energy up to 3 kcal above the lowest
energy geometry, PC � population of the lowest energy conformer in %, reaction scheme are in
�gure 2.12

molecule product NC PC

TMDGA
product 1 2 99.34
product 2 2 96.83

TEDGA
product 1 3 50.77
product 2 9 30.31

Me�TEDGA product 1 2 63.20
reaction I product 2 8 29.82

Me�TEDGA product 1 4 59.28
reaction II product 2 6 34.33

Me2�TEDGA
product 1 2 63.33
product 2 6 34.59
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2.3.2 Orbitals

The HOMO�LUMO gap is related to chemical hardness and kinetic stability of
a molecule. A hard molecule has a large gap and a soft one has a small gap. Generally,
lower HOMO�LUMO gap implies lower excitation energies, molecules with a small
gap are more reactive than the ones with a larger gap [69, 70] (more in section 1.7.4).

The previous stability study [5] estimated HOMO�LUMO gap of the DGAs and
also the energy gap between the radical OH• LUMO and the HOMO of the DGAs
(related to the case of electron transfer). The same procedure is here repeated for
the models of the acid in�uence, with the indicated acid representations added to
DGAs in place of structures the gap is calculated for.

In the previous work [5], the trend of increasing HOMO�LUMO gap value was
observed for TEDGA and methylated ligands, but the value of the gap for TMDGA
was inconsistent with this trend. The previous and the recent results are summarized
in table 2.4.

Table 2.4 HOMO�LUMO gap for studied Diglycolamides in kJ·mol−1 (settings: Gaussian, B3LYP,
6-31G(d,p), GD3BJ, NBO, PCM)

acid model TMDGA TEDGA Me�TEDGA Me2�TEDGA

no acid considered [5] 637 629 640 646
H+ 514 566 515 501

H3O+ 680 672 670 670
HNO3 483 483 481 420

Inclusion of the acid in�uence led to the disappearance of the above mentioned
trend. Incorporation of H3O+ and HNO3 acid models resulted in the trend of the de-
creasing size of the gap from TMDGA to Me2�TEDGA. If we assume the hypothesis
that a higher HOMO�LUMO gap is related to higher stability, this disagrees with
the experimentally determined stability. The H+ model causes the trend of the in-
creasing size of the gap for TMDGA and TEDGA, but the values for methylated
derivatives of TEDGA are lower than for TEDGA, indicating a decrease of the en-
ergy gap.

For an investigation of the degradation based on the electron transfer, HOMO(DGA)�
LUMO(•OH radical) gap is calculated. In the previous work, the decrease of the energy
gap was recognized suggesting the trend of the decreasing stability with increasing
molecular weight. This decrease is in contradiction with the experimentally observed
stability trend [5]. Results are shown in table 2.5.

In cases of H3O+ and HNO3 models, similar trend is observed, with the exception
of Me2�TEDGA and the H3O+ acid model. Values of the energy gap for the H+ acid
model indicate the trend of the stability compatible with the experimental results
for TMDGA, TEDGA and Me�TEDGA, but Me2�TEDGA is breaking this trend.

These results can not be reliably interpreted due to the above mentioned incon-
sistencies and the disagreement with the experimentally observed stability trend
(TMDGA < TEDGA < Me�TEDGA < Me2�TEDGA).
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Table 2.5 HOMO(DGA)�LUMO(•OH radical) gap for studied DGAs in kJ·mol−1 (settings: Gaussian,
B3LYP, 6-31G(d,p), GD3BJ, NBO, PCM)

acid model TMDGA TEDGA Me�TEDGA Me2�TEDGA

no acid considered 227 226 225 218
H+ 250 264 293 248

H3O+ 298 296 295 306
HNO3 231 230 228 220

2.3.3 Fukui functions and Fukui charges

In the case of the �rst degradation mechanism, which is based on the abstraction
of the hydrogen atom on the ether group (see section 2.1.1 for detailed informa-
tion), the radical Fukui function and the radical Fukui charges are calculated and
examined. Values of the Fukui function are mapped on the isosurface of the electron
density with a value 0,017 e·Å−3. Fukui charges are a way of assigning volume Fukui
function values to individual atoms.

In addition, the electrophilic Fukui charges and the electrophilic Fukui function
are determined to study the other possible degradation mechanism beginning with
an electron transfer from the DGA to the free radical. As a result, either the C�O
ether bond or the C�N amide bond breaks down, as discussed in section 2.1.1.

The condensed Fukui charges listed below are based on the Hirshfeld popula-
tion analysis; Fukui charges based on Mulliken population analysis can be found
in appendix A. This procedure is done, because the Hirshfeld population analysis
is generally considered to be a more relevant method for a calculation of partial
charges calculation than the Mulliken population analysis. Also, the Hirshfeld pop-
ulation analysis is less basis set sensitive comparing to the Mulliken method. Fukui
charges are averaged and their labeling is based on atom indices summarized in
�gure 2.3 in section 2.2.5.

Radical Fukui function � hydrogen abstraction

The radical Fukui function describes possible locations, where a reaction of a rad-
ical and the molecule can be initiated. In the case of the lipophilic DGAs [7], the rad-
ical Fukui function has proven to be a good property for identifying sites susceptible
to a reaction with radicals.

Maximum values of the volumetric radical Fukui function close to the hydrogen
atoms bonded to the ether group (red circles in �gure 2.8 for TEDGA) are identi�ed
for all acid representations and compared with the previous results. The observed
trend in the previous work was consistent with the experimentally determined sta-
bility, the previous results are included in table 2.6 [5, 6]. In all cases, the trend of
decreasing reactivity with increasing molecular weight is enhanced in comparison
with the models where the acid in�uence was neglected (�gure 2.7). This con�rms
the experimentally determined stability of studied ligands.

In all cases, the maximum of the radical Fukui function close to the amide group
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is also evident (white circles in �gure 2.8) in concert with the former results [5, 6].
Wilden et al. [3] suggests reaction with OH• radical at this site, but this possible
reaction mechanism is not investigated in this thesis.
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Figure 2.7 The radical Fukui function maximum (10−3 e·Å−3) of the studied DGA derivatives and
models from table 2.6; maximum marked by red circle in �gure 2.8 (a) � (d); (settings: DMol3,
DNP, B3LYP, GD2, COSMO)

Table 2.6 Values of the radical Fukui function in 10−3 e·Å−3, maximum mapped on the isosurface
(0.017 e·Å−3) close to the ether�neighbouring hydrogen atoms; (settings: DMol3, DNP, B3LYP,
GD2, COSMO)

acid model TMDGA TEDGA Me�TEDGA Me2�TEDGA

no acid considered 3.613 3.613 3.325 3.038
H+ 5.847 4.716 4.235 2.663

H3O+ 5.287 4.516 2.463 2.053
HNO3 2.053 1.322 1.282 1.232

Radical Fukui charges � hydrogen abstraction

Fukui charges are the values of volumetric Fukui functions condensed on the in-
dividual atoms. They provide more easily interpretable information about the reac-
tivity of the molecule than plain Fukui functions.

High values of the radical Fukui charges on N(1), C(2) and O(3) atoms corre-
spond to the maximum of the radical Fukui function on the amide group (section
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(a) without acid model

(b) H+ model

(c) H3O+ model

(d) HNO3 model

Figure 2.8 Radical Fukui function mapped on the isosurface of the electron density with the value
0.017 e·Å−3 for TEDGA and all acid models; red circle indicates the main maximum in vicinity
of the ether group, white circles indicate maxima on the amide groups;(settings: DMol3, DNP,
B3LYP, GD2, COSMO)
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2.3.3). These Fukui charges did not modify signi�cantly by the addition of any acid
representations except for the HNO3 acid model, which caused signi�cant drop of
the charges. The reaction mechanism initiated in this area is unknown. Degradation
products of DGAs corresponding to the decay reaction in the amide group region
were identi�ed experimentally after the sample irradiation. However, they were also
present in non�irradiated samples. For this reason, these products are probably
residues after the synthesis of the molecules [3].

The most important area in the study of DGA radiolysis is the ether group.
The radical Fukui charges on the oxygen O(6) did not indicate any trend in previous
works [5, 6]. However, after the acid representation is included, Fukui charges are
decreasing with increasing molecular weight. In previous works [5, 6], the noticeable
decrease of radical Fukui charges on C(4) and on C(5) carbons indicated increasing
stability with increasing molecular weight. This phenomenon remained unchanged
after including any of acid representations.

The radical Fukui charges on hydrogen atoms (tables 2.7, 2.8, 2.9 and 2.10 )
at positions R1 � R4 (�gure 2.3) adjacent to C(4) and C(5) atoms are averaged.
Only when there is a methyl group at the given position, the Fukui charges are not
indicated. Since the ether group is the predicted site of the initiation of the reaction
with the radical, these hydrogen atoms are those that are abstracted by the incoming
radical. Charge values display a downward trend that implies the correlation with
the experimentally determined stability, i.e., they correspond to TMDGA > TEDGA
> Me�TEDGA > Me2�TEDGA reactivity trend.

Table 2.7 Radical Fukui charges based on Hirshfeld population analysis without an acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.062 0.057 0.057 0.054
C (2) 0.067 0.063 0.064 0.064
O (3) 0.114 0.111 0.113 0.111
C (4) 0.030 0.030 0.021 0.022
C (5) eq. (4) eq. (4) 0.029 eq. (4)
O (6) 0.037 0.033 0.033 0.036
H R1 0.026 0.025 0.023 0.020
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.021 0.014 0.013 0.012

Considering the abstraction of the hydrogen adjacent to the ether group as the ini-
tiation of the degradation reaction, it must not be forgotten that in the case of
methylated ligands the number of possible reaction centres (a hydrogen adjacent to
the ether group at positions R1 � R4) is lower. TMDGA and TEDGA have four of
these hydrogens, but only three hydrogen of this type are present in Me�TEDGA,
and further only two hydrogens are in Me2�TEDGA. This correspondingly reduces
the probability of the abstraction of a hydrogen for methylated ligands in accordance
with the experimentally observed trend of the stability.
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Table 2.8 Radical Fukui charges based on Hirshfeld population analysis with the H+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.096 0.072 0.049 0.070
C (2) 0.071 0.068 0.076 0.065
O (3) 0.097 0.074 0.108 0.088
C (4) 0.020 0.019 0.013 0.009
C (5) eq. (4) eq. (4) 0.018 eq. (4)
O (6) 0.023 0.021 0.012 0.012
H R1 0.025 0.024 0.022 0.014
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.022 0.016 0.013 0.013

Table 2.9 Radical Fukui charges based on Hirshfeld population analysis with the H3O+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.065 0.061 0.062 0.060
C (2) 0.072 0.070 0.068 0.064
O (3) 0.079 0.078 0.078 0.083
C (4) 0.025 0.025 0.018 0.015
C (5) eq. (4) eq. (4) 0.020 eq. (4)
O (6) 0.033 0.032 0.029 0.022
H R1 0.031 0.029 0.019 0.015
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.020 0.014 0.013 0.013
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Table 2.10 Radical Fukui charges based on Hirshfeld population analysis with the HNO3 acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.038 0.045 0.044 0.065
C (2) 0.019 0.018 0.016 0.018
O (3) 0.067 0.058 0.058 0.058
C (4) 0.009 0.006 0.002 0.007
C (5) eq. (4) eq. (4) 0.006 eq. (4)
O (6) 0.022 0.007 0.004 0.007
H R1 0.011 0.008 0.006 0.011
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.012 0.009 0.008 0.008

For TMDGA (as an exception among the studied ligands), products that corre-
spond to the rupture of the C�O ether bond were not observed during the experiment
[3]. The authors suggested that the abstraction of the hydrogen atom does not occur
at the positions R1 � R4, but at the R chain. For this reason, a way to verify this
behaviour was proposed in the previous work [5]. It is based on the determination of
the average value of the radical Fukui charges on all hydrogen atoms in the molecule.
Without the acid representation, this value for TMDGA is 0.021, which is very close
to the average value at R1 � R4. It follows that the probability of the hydrogen ab-
straction from the ether group is comparable to the abstraction from one of the CH3

group. For other molecules and for the approach without any acid model (previous
works [5, 6]), the values of the radical Fukui charges at positions R1 � R4 are signif-
icantly greater (0.025 for TEDGA) than is the average value of all hydrogen atoms
(0.014 for TEDGA). From this we can conclude that the probability of the hydrogen
abstraction from the ether group is signi�cantly higher than from the side chains in
case of TEDGA and its methylated derivatives.

A similar results are generated for TMDGA by the H+ acid model, with the Fukui
charges at positions R1 � R4 even closer to the average value of all hydrogen atoms.
Also, the averaged charge for Me2�TEDGA (0.013) is very close to the value of
the hydrogen at positions R1 � R4 (0.014) for this acid representation. This suggests
that Me2�TEDGA could behave as TMDGA (the higher possibility of the hydrogen
abstraction at the R chain), but Me2�TEDGA is more stable than TMDGA due
to lower values. However, this behaviour of Me2�TEDGA was not observed during
the experiment [3]. Therefore, it is most likely a deviation caused by the acid model.
For the remaining ligands the di�erence between the average value and the value at
positions R1 � R4 persists (table 2.8).

For the H3O+ acid representation, the small di�erence between the average value
for all hydrogens and the value for hydrogens at positions R1 � R4 is not present
for TMDGA, but it remains unchanged for Me2�TEDGA (table 2.9). This suggests
that Me2�TEDGA could behave as TMDGA during the experiment [3] (the higher
possibility of the hydrogen abstraction at the R chain). Similarly as for the H+ acid
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model, this is most likely a deviation caused by the acid model.

Finally, the HNO3 acid model causes that the average values of all hydrogen
atoms and the values for hydrogens at positions R1 � R4 are almost the same for all
ligands (table 2.10).

In general, the inclusion of the acid in�uence leads to the reduction of the radical
Fukui charges mainly on the ether group. Although some qualitative changes are
observed, no trend di�erent from those gained in the previous works [5, 6] is found
to be conclusive. The H+ acid model supports the experimentally determined trend
of the stability and even increases the di�erences among the ligands. The H3O+ acid
representation partially correlates with this trend. However, the HNO3 acid model
does not reliably support the trend.

Electrophilic Fukui function � electron transfer

Results of the electrophilic Fukui function are not discussed in this work due to
two reasons. Firstly, the results of the electrophilic Fukui function do not seem to be
reliable. No signi�cant maxima or minima are observed in the vicinity of the amide
groups. Furthermore, the ligands are polarized (�gure 2.9 (b)). The magnitude of
the polarization depends on the acid model. For the H+ and the H3O+ acid models,
the total charge of the system is +1 in contrary to the cases without any acid
representation and the HNO3 acid model, where the systems are neutral. Therefore,
these di�erent approaches should not be compared to each other.

The other reason is that electrophilic Fukui functions are not comparable for
di�erent acid representations. This is caused by di�erences in scales of maximal
and minimal values mapped on the isosurface of the electron density for the ligands
in the case of one acid representation. Example of the described behaviour is pre-
sented for TEDGA in �gure 2.9, where it can be seen that only for the H+ acid
model, the extremes of the electrophilic Fukui function can be easily identi�ed. For
the purposes of analysis, the colours are scaled to the same values across the di�erent
acid models. This was also observed in the previous work [5].

Electrophilic Fukui charges � electron transfer

The second reaction mechanism mentioned in section 2.1.1 suggests the removal
of an electron from the DGA by a radical, presumably in the vicinity of one of
the amide groups [3]. The fact that this phenomenon is more likely to occur in
the amide group was supported in the previous works [5, 6] by the electrophilic
Fukui charges on the amide group. Their values on the N(1), C(2), and O(3) atoms
were higher in comparison to the values on the ether group. Nevertheless, these
values correlated with experimental degradation only partially. The Fukui charges
on N(1) and O(3) atoms were lower for TMDGA than for TEDGA and its methylated
derivatives.

Also in the previous work [5] the trend of decreasing electrophilic Fukui charges
is observed for TEDGA, Me�TEDGA and Me2�TEDGA. However, in the case of
TMDGA, the values of the electrophilic Fukui charges of the amide group are lower
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(a) without acid model (b) H+ model

(c) H3O+ model (d) HNO3 model

Figure 2.9 Electrophilic Fukui function mapped on an isosurface of the electron density with a value
0.017 e·Å−3 for TEDGA and all acid models; (settings: DMol3, DNP, B3LYP, GD2, COSMO)

than for TEDGA. On the other hand, the values on the ether group are higher, where
the charges for TEDGA, Me�TEDGA and Me2�TEDGA do not di�er signi�cantly.
This illustrates the reported di�erent behaviour of TMDGA during the experiment
[3].

The model of the acid in�uence has considerable impact on the Fukui charges
of the amide group. Di�erences of the charges of the N(1) atom between TMDGA
and remaining DGAs are reduced or disappear for H+ and H3O+ acid models, but
remain unchanged for the HNO3 acid model. Higher values of the Fukui charges
on the carbons C(2) for TMDGA compared to remaining DGAs diminish or vanish
when including the acid in�uence.

The most remarkable in�uence of the acid model is seen on the Fukui charges of
the ether group (C(4), C(5), O(6) atoms and H at R1 � R4 positions), where the Fukui
charges do not di�er signi�cantly for the acid�free model. After the inclusion of
the acid, a noticeable decrease is evident in Fukui charges of the C(4), C(5), O(6) atoms
and H at R1 � R4 positions for all acid models, with only a few exceptions, such as
the O(6) oxygen and the H3O+ acid model. The decreasing trends are in agreement
with the experimentally observed trend of the stability for all acid models.

The average electrophilic Fukui charges on hydrogen atoms are comparable to
values at R1 � R4 positions for all acid representations as in the previous work
without a consideration of the acid in�uence. Thus, the di�erence in reactivity of
molecules at these sites cannot be deduced from these results.
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Table 2.11 Electrophilic Fukui charges based on Hirshfeld population analysis without an acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.062 0.079 0.075 0.069
C (2) 0.067 0.035 0.035 0.033
O (3) 0.114 0.121 0.122 0.119
C (4) 0.030 0.014 0.012 0.014
C (5) eq. (4) eq. (4) 0.011 eq. (4)
O (6) 0.037 0.025 0.025 0.044
H R1 0.026 0.017 0.016 0.017
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.022 0.015 0.014 0.013

Table 2.12 Electrophilic Fukui charges based on Hirshfeld population analysis with the H+ acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.086 0.089 0.085 0.086
C (2) 0.041 0.031 0.035 0.031
O (3) 0.117 0.090 0.087 0.111
C (4) 0.016 0.012 0.002 0.004
C (5) eq. (4) eq. (4) 0.017 eq. (4)
O (6) 0.033 0.023 0.012 0.007
H R1 0.018 0.015 0.016 0.009
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.020 0.015 0.015 0.013
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Table 2.13 Electrophilic Fukui charges based on Hirshfeld population analysis with the H3O+ acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.082 0.078 0.079 0.074
C (2) 0.030 0.032 0.034 0.025
O (3) 0.073 0.079 0.081 0.062
C (4) 0.017 0.019 0.008 0.009
C (5) eq. (4) eq. (4) 0.019 eq. (4)
O (6) 0.065 0.052 0.033 0.026
H R1 0.023 0.024 0.018 0.015
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.021 0.015 0.013 0.014

Table 2.14 Electrophilic Fukui charges based on Hirshfeld population analysis with the HNO3 acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.067 0.087 0.086 0.082
C (2) 0.035 0.035 0.031 0.029
O (3) 0.127 0.111 0.112 0.108
C (4) 0.017 0.010 0.010 0.006
C (5) eq. (4) eq. (4) 0.002 eq. (4)
O (6) 0.044 0.013 0.006 0.021
H R1 0.020 0.013 0.010 0.015
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.020 0.015 0.014 0.013
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2.3.4 Partial charges

Calculations of partial charges was done by the following methods: Mulliken pop-
ulation analysis, Hirshfeld population analysis, �tting to the electrostatic potential
and Natural population analysis. Charges of the equivalent atoms are averaged and
their labeling is based on atom indices in �gure 2.3 in section 2.2.5. Natural popu-
lation analysis is considered to be the most reliable method. For this reason, only
this method is discussed here. Results of remaining methods are summarized in ap-
pendix B. Results of the Mulliken population analysis are in agreement with those
obtained by the Natural population analysis, in contrast to the results of the Hirsh-
feld method. In the case of partial charges determined by the �tting to electrostatic
potential, weaknesses of this method became apparent.

In general, changes in the evolution of charges on atoms can be attributed to
the choice of the acid model. Especially, the site of attachment of the acid model
molecule is important (section 2.3.1), but also the total charge of the system is
crucial. The total charge is zero for the HNO3 acid model and +1 for H+ and
H3O+ models. For example, this can be seen in the case of the H+ acid model
(table 2.16) on the N(1) or C(2) atom. For Me�TEDGA, where the H+ cation is
bonded to a di�erent location of the ligand than in the case of the remaining ligands
(section 2.3.1), the partial charge on the N(1) atom is −0.495 for Me�TEDGA, but
it is −0.415 e for TEDGA or −0.410 e for Me2�TEDGA. The H+ model shows
the greatest di�erences from the situation without the acid in�uence. The other two
models are then in agreement with the acid�free situation.

The increase of the charge on the O(6) oxygen accompanying introduction of
methyl groups on the C(4) and C(5) atoms was observed in the previous work [5].
The methyl group provides the electron density to the surrounding atoms. Therefore,
bonding of the methyl group on C(4) and C(5) atoms (synthesis of Me�TEDGA and
Me2�TEDGA) should protect the ether O(6)�C(4) and O(6)�C(5) bonds, i.e., these
bonds should have higher bond order (section 2.3.5). Surprisingly, this does not
occur for the studied molecules, but the partial charge on the ether oxygen O(6)

increases as a result of methylation (more in section 2.3.5). The same development
was observed in the case of TODGA and its derivatives [7]. This phenomenon is not
altered by considering the models of the acid in�uence. A small deviation occurs for
TMDGA and the H+ acid model, where the charge on the oxygen O(6) is −0.601 e,
but in the case of TEDGA it is −0.583 e. The trend remains unchanged for TEDGA
and its methylated derivatives.

In the previous work [5] the e�ect of methylation on the partial charges is also
present on C(4) and C(5) atoms, where the charge value is shifted in the positive
direction. This happens also for all acid models (see any of tables 2.15, 2.16, 2.17
or 2.18). As in the previous work [5], since the chemical nature of these carbon
atoms changes, it is not possible to regard these charge di�erences as an indication
of a change in reactivity or other chemical properties.
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Table 2.15 Partial charges based on the Natural population analysis without an acid model; (set-
tings: Gaussian, B3LYP, GD3BJ, 6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.455 −0.465 −0.465 −0.464
C (2) 0.666 0.668 0.672 0.681
O (3) −0.673 −0.676 −0.679 −0.682
C (4) −0.195 −0.192 0.011 0.016
C (5) eq. (4) eq. (4) −0.188 eq. (4)
O (6) −0.589 −0.588 −0.596 −0.607

Table 2.16 Partial charges based on the Natural population analysis with the H+ acid model;
(settings: Gaussian, B3LYP, GD3BJ, 6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.457 −0.415 −0.495 −0.410
C (2) 0.687 0.698 0.722 0.683
O (3) −0.654 −0.670 −0.601 −0.659
C (4) −0.194 −0.190 −0.011 0.009
C (5) eq. (4) eq. (4) −0.193 eq. (4)
O (6) −0.601 −0.583 −0.588 −0.599

Table 2.17 Partial charges based on the Natural population analysis with the H3O+ acid model;
(settings: Gaussian, B3LYP, GD3BJ, 6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.419 −0.429 −0.428 −0.423
C (2) 0.711 0.712 0.716 0.707
O (3) −0.693 −0.693 −0.695 −0.698
C (4) −0.192 −0.188 0.022 0.020
C (5) eq. (4) eq. (4) −0.187 eq. (4)
O (6) −0.578 −0.577 −0.589 −0.593

Table 2.18 Partial charges based on the Natural population analysis with the HNO3 acid model;
(settings: Gaussian, B3LYP, GD3BJ, 6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.435 −0.444 −0.444 −0.465
C (2) 0.681 0.682 0.687 0.681
O (3) −0.683 −0.687 −0.690 −0.678
C (4) −0.194 −0.192 0.011 0.013
C (5) eq. (4) eq. (4) −0.188 eq. (4)
O (6) −0.587 −0.586 −0.595 −0.609
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2.3.5 Bond orders

Bond orders are a useful tool for investigating of the stability of a molecule,
especially how strongly atoms are bonded. The following methods of their calculation
are used: Mulliken method, Mayer method andWiberg bond indices, which are based
on the NBO theory (section 1.7.1). This theory is considered to be the most accurate
one, and it was also con�rmed in the previous work [5]. For these reasons, only
Wiberg bond indices are discussed here. Results of the remaining methods can be
found in appendix C. Bond orders of equivalent bonds are averaged and the labeling
is based on atom indices in �gure 2.3 in section 2.2.5. The results without the acid
in�uence model are shown in table 2.19, for the H+ model in table 2.20, for the H3O+

model in table 2.21 and for the HNO3 model in table 2.22.

Table 2.19 Wiberg bond indices without an acid model; (settings: Gaussian, B3LYP, GD3BJ,
6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.225 1.233 1.235 1.235
C(2)�O(3) 1.604 1.597 1.593 1.593
C(2)�C(4) 0.965 0.964 0.954 0.945
C(4)�O(6) 0.904 0.904 0.889 0.884
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.900 eq. C(4)�O(6)

Table 2.20 Wiberg bond indices with the H+ acid model; (settings: Gaussian, B3LYP, GD3BJ,
6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.355 1.368 1.076 1.371
C(2)�O(3) 1.408 1.372 1.688 1.393
C(2)�C(4) 0.986 0.982 0.972 0.961
C(4)�O(6) 0.895 0.908 0.895 0.880
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.913 eq. C(4)�O(6)

Table 2.21 Wiberg bond indices with the H3O+ acid model; (settings: Gaussian, B3LYP, GD3BJ,
6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.322 1.328 1.332 1.339
C(2)�O(3) 1.446 1.442 1.439 1.427
C(2)�C(4) 0.982 0.982 0.971 0.958
C(4)�O(6) 0.913 0.914 0.892 0.895
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.914 eq. C(4)�O(6)

Bond order of the ether C(4)�O(6) or C(5)�O(6) bond is the lowest one among
the rest of bonds for every acid model as well as without acid model (tables 2.19, 2.20,
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Table 2.22 Wiberg bond indices with the HNO3 acid model; (settings: Gaussian, B3LYP, GD3BJ,
6-31G(d,p), NBO, PCM), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.276 1.282 1.285 1.228
C(2)�O(3) 1.524 1.519 1.515 1.597
C(2)�C(4) 0.971 0.970 0.964 0.946
C(4)�O(6) 0.904 0.903 0.880 0.882
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.904 eq. C(4)�O(6)

2.21 and 2.22). This is also observed for the rest of methods as in the previous work
[5] suggesting the ether bond to be the weakest one and to be the location, where
the degradation mechanism is initiated. Furthermore, mainly the decreasing trend
is observed with increasing molecular weight. This suggests that the ether C(4)�O(6)

and C(5)�O(6) bonds are stronger for TMDGA than for Me2�TEDGA. However, this
is in disagreement with the experimentally observed trend of the stability. Additional
electron density provided by methylation is located on the ether carbon C(4) or C(5),
see section 2.3.4, but the bond order C(4)�O(6) or C(5)�O(6) (based on the orbital
overlap) does not increase. This was reported also for TODGA and its methylated
derivatives [7]. These results seem to be in contradiction with the experiment, but
it was shown in [7] that the bond orders alone cannot be used as decisive stability
indicators. Only a complete analysis of all computed properties and their collective
understanding can be used for their reliable interpretation.

The partial trend of increasing bond orders are observed on the N(1)�C(2) bond
for all acid models (except the case of Me�TEDGA with the H+ representation of
the acid and Me2�TEDGA with the HNO3 acid model). In the case of Me�TEDGA
with the H+ representation of the acid, this is probably caused by di�erent location of
bonding H+ mentioned in section 2.3.1. The N(1)�C(2) bond is particularly important
in the case of the degradation mechanism based on the electron transfer initiation,
see section 2.1.1. The increasing trend indicates the rise in the stability of ligand in
accordance with the experimental trend, i.e., the stability of TMDGA < TEDGA <
Me�TEDGA < Me2�TEDGA. However, this cannot be taken as su�ciently reliable
information, since at least 2 exceptions that are mentioned above are found.

2.3.6 Electrostatic potential

The ESP is usually used to investigate intermolecular interactions and also to
understand the interaction with an electrophilic species. Negative values imply that
the corresponding location is more susceptible to a reaction with an electrophilic
particle. The ESP is mapped on the isosurface of the electron density, for all cases
the value of the density is 0.017 e·Å−3.

Results of the ESP from the previous work [5] are used as additional information
while creating the system with the acid. Because the particles representing the acid
usually have a positive charge, places where negative ESP maxima usually occur are
selected as prospective positions.
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Results for each acid model are similar for all ligands without any trend explaining
di�erences in their stability. This is illustrated in the case of the H+ acid model in
�gure 2.10: no change of the minima or maxima is evident. The same results were
obtained in the previous work without acid models [5]. Results for the remaining
cases of the acid in�uence model are in appendix D. Large di�erences in values
of the ESP can be detected, and they depend on the particular acid model. This is
caused by the speci�c introduction of the acid model. The total charge of the system
is not the same in all cases. It is zero for the HNO3 acid model and it is +1 for H+

and H3O+ models.

(a) TMDGA (b) TEDGA

(c) Me�TEDGA (d) Me2�TEDGA

Figure 2.10 Electrostatic potencials mapped on an isosurface of the electron density with value 0.017
e·Å−3 for the H+ acid model of (a) TMDGA, (b) TEDGA, (c) Me�TEDGAa (d) Me2�TEDGA;
(settings: DMol3, DNP, B3LYP, GD2, COSMO)

In the previous work two locations with the negative ESP were observed. The �rst
one was on the carbonyl oxygens and the other one was on the ether oxygen. The
same situation is observed for all the acid models, illustrated for TEDGA in �gure
2.11. The red circles mark minima on carbonyl oxygens and the white circle marks
the minimum on the ether oxygen. These minima are in agreement with the par-
tial charges on those oxygens, presented in section 2.3.4. Yet, in cases of the acid
representation, other maxima appeared. The most signi�cant of them is located on
the nitric acid molecule for the HNO3 acid model. But since these maxima usu-
ally appeared on an acid-representing molecule outside the ligand itself, we do not
interpret it as an indicator of the stability of the ligand.

The analysis of ESP does not provide any trend that could con�rm or disprove
the experimentally determined stability of the ligands. This is the same result as
has been obtained in the previous work [5].
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Figure 2.11 Electrostatic potential mapped on an isosurface of the electron density with value 0.017
e·Å−3 for the H3O+ acid model of TEDGA; red circles indicate minima on carbonyl oxygens, white
circle indicates minimum on ether oxygen; (settings: DMol3, DNP, B3LYP, GD2, COSMO)

2.3.7 Energy pro�les of the reaction mechanism

The degradation reaction mechanism based on the hydrogen abstraction (section
2.1.1) is investigated for the studied ligands. No acid representation is considered
during these calculations. QST2, QST3 [51, 52] and TS [53] algorithm options of
Gaussian09 code [73] are used for searching transition states. Conformation analysis
of reactants, intermediates and products is done by the CREST utility of xTB
software (section 2.3.1).

Energy of each compound is calculated separately with the thermochemistry cor-
rection taken into account and �nal energies are normalized to the energy of the re-
actants. Three approaches of determination of energy are used in this Master's the-
sis. The �rst one is using Gaussian09 code with 6�311++G(2d,d,p) basis set (rest
of the settings in section 2.2.2) including thermochemistry correction calculations.
The second one is using Def2TZVP basis set and the rest of the settings is the same
as in the �rst case. The last one consists of the CC single point calculations in Orca
software (settings in section 2.2.3) on geometries obtained by the DFT calculations
with Def2TZVP basis set. The thermochemistry corrections from the DFT calcula-
tions are added to total energy obtained by the CC calculations. The last approach
is considered to be the best one available today and the only one discussed below.
Results of the remaining calculations are summarized in appendix E.2.

The proposed degradation mechanism is initiated by a free radical, which causes
the abstraction of the hydrogen bonded to one of the ether carbons. This radical
can be represented by a hydroxyl radical OH• (water solution) or a hydrogen radical
H• (organic solution). Consequently, the ether C�O bond ruptures. Methyl groups
added in methylated derivates of TEDGA should protect the adjacent ether C�O
bond. For this reason, two possible reaction pathways are taken into consideration
for Me�TEDGA. Schemes are shown in �gures 2.12 for the hydrogen radical H• and
in appendix E.1 for the hydroxyl radical OH•.

Calculations of transition states performed for the �rst step of the hydrogen ab-
straction by a hydroxyl radical OH• (�gure E.1) did not converge to saddle points.
The reason for this behaviour is unknown, but generally, searching for transition

59



states is sometimes unsuccessful. Because of this, only calculations of the hydro-
gen abstraction by a hydrogen radical are done and discussed below. Additionally,
the �rst step only di�ers in transition state and the replacement of a hydroxyl radical
by a hydrogen radical is simpli�cation of the calculations.

Considering the abstraction of the hydrogen adjacent to the ether group as the ini-
tiation of the degradation reaction, it must not be forgotten that in the case of
methylated ligands the number of possible reaction centres (a hydrogen adjacent to
the ether group at positions R1 � R4) is lower. TMDGA and TEDGA have four of
these hydrogens, but only three hydrogen of this type are present in Me�TEDGA,
and only two hydrogens are available in Me2�TEDGA. This correspondingly reduces
the probability of the abstraction of a hydrogen for methylated ligands in accordance
with the experimentally observed trend of the stability.
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Figure 2.12 Reactions scheme considered for degradation mechanism based on hydrogen abstraction
by hydroxyl radical H• (a) for TMDGA and TEDGA, (b) for Me�TEDGA leading to a rupture of
the protected ether bond, (c) for Me�TEDGA causing a break of the unprotected ether bond and
(d) for Me2�TEDGA.

Hydrogen abstraction by hydrogen radical H•

Energy diagrams obtained for the �rst reaction step and for the whole reaction
pathway are shown in �gure 2.13 and 2.14 respectively. Corresponding values to
�gure 2.14 are in table 2.24. Activation and reaction energy is in table 2.23.

The activation energies Ea of the �rst reaction step are similar for all ligands
except for Me�TEDGA reaction option I (�gure 2.13). For Me�TEDGA reaction
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option I, the highest energy barrier is observed 17.43 kcal mol−1 comparing to 13.20
kcal mol−1 for reaction option II. The same observation was for methylated deriva-
tive of TODGA (TWE 21) [7]. The activation energy for TMDGA (15.08 kcal mol−1)
is higher than for TEDGA (14.19 kcal mol−1). This behaviour contradicts the exper-
imentally observed stability [3, 4]. However, it is in agreement with experimentally
measured rate coe�cients for this reaction in [4] (1.22±0.03·108 M−1s−1 for TMDGA
and 1.60± 0.09 · 108 M−1s−1 for TEDGA). The activation energy for Me2�TEDGA
is 14.92 kcal mol−1 that is higher than for TEDGA but lower than for TMDGA.
This comparison with TMDGA is in disagreement with experimentally measured
rate coe�cient for Me2�TEDGA (0.36± 0.07 · 108 M−1s−1 [4]). However, the energy
di�erence between TMDGA and Me2�TEDGA is small. In such case, caution is
advised when interpreting such small energetic di�erences because signi�cant in�u-
ence of uncertainties and �uctuations in the geometries of the transient states can
be signi�cant [7].
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Figure 2.13 Energy diagram of the �rst step of the degradation mechanism calculated with CC
theory

Di�erences among the activation energies of the second reaction step for studied
ligands are so small that any interpretation is unclear. Generally, the activation
energy of the second reaction step is higher than for the �rst reaction step for all
ligands (for TEDGA Ea = 21.76 kcal mol−1 for the second reaction step and Ea =
14.19 kcal mol−1 for the �rst reaction step). This suggests that the second reaction
step determines the overall reaction speed. Similar phenomenon was observed for
TODGA and its methylated derivatives [7]. However, the energy barriers obtained
for the �st reaction step in case of TODGA were signi�cantly lower (Ea = 5.74
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kcal mol−1 [7]) than for the studied hydrophilic DGAs in this thesis (for TEDGA
Ea = 14.19 kcal mol−1). This disagreement is caused by using DFT calculations in
[7], but simulations in this thesis are based on CC theory (section 1.3) that is much
more accurate that DFT.

Table 2.23 Activation (Ea) and reaction (Er) energy (kcal mol−1) for the proposed degradation
mechanisms (�gure 2.12) calculated with CC theory

First step Second step

molecule Ea(kcal mol−1) Er(kcal mol−1) Ea(kcal mol−1) Er(kcal mol−1)

TMDGA 15.08 −14.59 19.23 −2.76
TEDGA 14.19 −15.40 21.76 −2.30

Me�TEDGA
17.43 −13.21 21.60 −6.73

reaction I
Me�TEDGA

13.20 −15.46 21.27 −7.53
reaction II

Me2�TEDGA 14.92 −14.97 20.90 −8.39
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Figure 2.14 Energy diagram for the proposed degradation mechanisms calculated with CC theory

In study of TODGA and its methylated derivatives [7], thermodynamic control
of the reaction was suggested to be dominant. In this case, the change in potential
energy between the reactants and products would have a decisive impact on the com-
position of �nal products [7]. The explanation is that the generally small energetic
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barrier was observed comparing to the high potential energy drop for the �rst reac-
tion step [7]. However, this is not the case for studied ligands in this thesis (can be
caused by higher level of theory that is used). For example, the activation energy
of the �rst reaction step is 14.19 kcal mol−1 and the decrease in potential energy is
15.40 kcal mol−1 for TEDGA. The similar situation is observed for the remaining
ligands in the case of the �rst reaction step (table 2.23). For the second reaction
step, the reaction energy is much lower than the activation energy for all ligands.
Furthermore, the total drops in potential energy are in disagreement with the ex-
perimentally observed stability of the ligands (TMDGA < TEDGA < Me�TEDGA
< Me2�TEDGA [3]).

For Me�TEDGA, an interesting di�erence is observed for the �rst reaction step
between the two considered reaction possibilities. In the case of the reaction option
I, the energetic barrier is higher and the decrease in potential energy is smaller than
for the reaction option II. This suggests that the hydrogen abstraction is more likely
to occur in the case of the reaction possibility II. The second reaction step is also in-
teresting. The activation energy is almost the same for both possible reactions (21.60
kcal mol−1 for I and 21.27 kcal mol−1 for II), but the di�erence con�rms the general
consequence of the presence of a methyl group on adjacent bonds. The consequence
is that the presence of a methyl group leads to increasing the stability of adjacent
bonds. For the reaction option I, the methyl group is attached to C�O bond that
ruptures. Nevertheless, caution must be taken when interpreting such small ener-
getic di�erences. The decrease in potential energy (6.73 kcal mol−1 for option I and
7.53 kcal mol−1 for II one) is also in agreement with this consequence. However,
the exact opposite was observed for TWE21 (methylated derivative of TODGA) [7].

Table 2.24 Reaction energy pro�le parameters (kcal mol−1) for the proposed degradation mecha-
nism (�gure 2.12) calculated with CC theory, R stands for Reactants, TS1 for Transition state 1,
I for intermediates, TS2 for Transition state 2 and P for Products

Reaction energy pro�le (kcal mol−1)

molecule R TS 1 I TS2 P

TMDGA 0 15.08 −14.59 4.64 −17.35
TEDGA 0 14.19 −15.40 6.37 −17.69

Me�TEDGA
0 17.43 −13.21 8.39 −19.93

reaction I
Me�TEDGA

0 13.20 −15.46 5.81 −23.00
reaction II

Me2�TEDGA 0 14.92 −14.97 5.94 −23.36

The investigation of the reaction energy diagrams does not support the exper-
imentally observed trend of the stability (TMDGA < TEDGA < Me�TEDGA <
Me2�TEDGA [3]). Futhermore, disagreements with similar study for TODGA and
its methylated derivatives are found due to using more accurate level of theory. In
the case of the hydrogen abstraction by a hydroxyl radical, only the activation en-
ergy of the �rst reaction step will di�er. The rest of the proposed reaction is the same
as for a hydrogen radical. The experimental studies [3, 4] suggest that a hydroxyl
radical is dominant. However, corresponding transition states were not found.
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Conclusion

This Master's thesis focuses primarily on the theoretical study of the radiolytic
stability of selected representatives of the DGA family of extractants. Furthermore,
the connection between the physico�chemical properties of the electron density and
the experimentally determined stability [3, 4] is searched. The following DGA ex-
tractants are investigated:

� TMDGA

� TEDGA

� Me�TEDGA

� Me2�TEDGA.

The experimentally determined trend of the stability increases with increasing molec-
ular weight [3, 4], i.e., the trend can be written in the form: TMDGA < TEDGA
< Me�TEDGA < Me2�TEDGA. This work is intended to follow the conditions and
settings present during the experimental studies [3, 4]. The following computational
codes are used: DMol3 module of Materials studio 8.0, CREST utility from xTB
code, Orca 4.0.1.2 Release and Gaussian09.

Three possible models of the acid in�uence are proposed, compared to each other,
and compared to the results without any acid in�uence gained in previous works
[5, 6]. The �rst model is represented by the implementation of an H+ cation to
the studied system. The second one implements an H3O+ cation and the last one
implements an undissociated nitric acid molecule.

Two proposed reaction mechanisms are considered as was suggested in the previ-
ous works [5, 6]. The �rst one is the hydrogen abstraction from the ether group and
the other one is the electron transfer from the amide group.

The inclusion of the acid in�uence does not generally change trends observed in
previous works [5, 6]. The trend of decreasing radical Fukui function extreme with
increasing molecular weight remains unchanged and is enhanced for the cases in-
volving the acid models (for example, no acid considered: TMDGA 3.613, TEDGA
3.613, Me�TEDGA 3.325 and Me2�TEDGA 3.038; H+ acid model: TMDGA 5.847,
TEDGA 4.716, Me�TEDGA 4.235 and Me2�TEDGA 2.663). The trend is in agree-
ment with the experimentally determined stability [3, 4]. Furthermore, the un-
changed trend con�rms that the acid in�uence does not act directly on the ex-
tractant. On the contrary, the acid molecule preferably reacts with the radicals from
the solvent radiolysis and thereby protects the extractant molecules [4].
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Radical Fukui charges values are generally lower with the acid models included
than without the acid in�uence. This supports the idea of the positive acid ef-
fect on the stability. Some di�erences are caused by the speci�c way of including
the acid in�uence. This is the case of partial charges where the di�erent location
of bonding the acid representation molecule causes the trend violation. The rest of
the calculated properties (bond orders, HOMO�LUMO gaps, ESP) do not show any
di�erence in trends from the previous results without the acid models. This supports
the experimentally observed behaviour of the nitric acid mentioned above [4].

The reaction degradation mechanisms are also proposed in this thesis and the cor-
responding reaction diagrams calculated. The considered reaction is based on the hy-
drogen abstraction in the vicinity of the ether group by the hydrogen radical. How-
ever, the investigation of the energy diagram does not support the experimentally
observed trend of the stability (TMDGA < TEDGA <Me�TEDGA <Me2�TEDGA
[3, 4]). The obtained results disagree with the similar study that has been performed
for TODGA and its derivatives, especially in the di�erence between two reaction
pathways of Me�TEDGA observed in this study. Application of a more accurate
level of theory is likely to be addressed in this regard.

Even though the experimental studies [3, 4] suggest that a hydroxyl radical is
dominant in the reaction, only results obtained with a hydrogen radical could be
obtained and analysed. The reason is in the lack of convergence of the transient state
calculations dealing with the hydroxyl radical. Thus, the transient states have not
been found for the case of the hydroxyl radical. This is probably caused by the �at
shape of the PESs around these transition states. The numbers of conformers and
their small energy di�erences (2.3.1) support the ideal of the �at shape of the PESs,
Subsequently, the algorithms are unable to �nd them.

The obtained results contribute to theoretical understanding of the possible re-
action mechanisms involved in the degradation of hydrophilic DGAs. Furthermore,
the collected theoretical data can further foster the development of methods that
provide the theoretical predictions of molecular stability and models of the acid in-
�uence. Last but not least, the presented work can contribute to the development
of the real experimental separation methods.
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Appendix A

Fukui functions and Fukui charges

A.1 Radical Fukui charges

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.047 0.047 0.048 0.045
C (2) 0.078 0.074 0.077 0.078
O (3) 0.117 0.116 0.119 0.117
C (4) 0.004 0.005 −0.009 −0.007
C (5) eq. (4) eq. (4) 0.002 eq. (4)
O (6) 0.010 0.005 0.010 0.019
H R1 0.044 0.044 0.042 0.019
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.033 0.024 0.023 0.022

Table A.1 Radical Fukui charges based on Mulliken population analysis without an acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.094 0.066 0.034 0.066
C (2) 0.080 0.076 0.097 0.078
O (3) 0.100 0.075 0.112 0.094
C (4) −0.014 −0.009 −0.029 −0.027
C (5) eq. (4) eq. (4) −0.007 eq. (4)
O (6) 0.019 0.015 0.012 0.017
H R1 0.042 0.040 0.039 0.027
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.035 0.026 0.023 0.020

Table A.2 Radical Fukui charges based on Mulliken population analysis with the H+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3
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atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.049 0.050 0.050 0.052
C (2) 0.091 0.090 0.088 0.079
O (3) 0.080 0.079 0.082 0.090
C (4) −0.016 −0.013 −0.004 0.009
C (5) eq. (4) eq. (4) −0.011 eq. (4)
O (6) 0.028 0.024 0.019 0.014
H R1 0.051 0.050 0.034 0.029
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.031 0.023 0.021 0.020

Table A.3 Radical Fukui charges based on Mulliken population analysis with the H3O+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.032 0.044 0.044 0.041
C (2) 0.018 0.014 0.012 0.012
O (3) 0.071 0.063 0.063 0.065
C (4) −0.010 −0.002 −0.009 −0.011
C (5) eq. (4) eq. (4) 0.000 eq. (4)
O (6) 0.023 0.007 0.008 0.017
H R1 0.020 0.010 0.007 0.006
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.018 0.014 0.013 0.013

Table A.4 Radical Fukui charges based on Mulliken population analysis with the HNO3 acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3
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A.2 Electrophilic Fukui charges

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.075 0.082 0.075 0.072
C (2) 0.032 0.019 0.029 0.026
O (3) 0.134 0.129 0.134 0.129
C (4) −0.002 −0.019 −0.017 −0.019
C (5) eq. (4) eq. (4) −0.017 eq. (4)
O (6) 0.028 0.028 0.030 0.049
H R1 0.030 0.035 0.022 0.035
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.034 0.025 0.023 0.022

Table A.5 Electrophilic Fukui charges based on Mulliken population analysis without an acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.082 0.088 0.078 0.088
C (2) 0.041 0.025 0.038 0.017
O (3) 0.123 0.099 0.090 0.123
C (4) −0.008 −0.009 −0.010 −0.017
C (5) eq. (4) eq. (4) −0.001 eq. (4)
O (6) 0.013 0.014 0.008 0.012
H R1 0.031 0.028 0.027 0.019
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.032 0.027 0.024 0.023

Table A.6 Electrophilic Fukui charges based on Mulliken population analysis with the H+ acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3
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atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.071 0.076 0.077 0.073
C (2) 0.034 0.036 0.032 0.028
O (3) 0.084 0.083 0.088 0.088
C (4) −0.014 −0.010 −0.012 −0.014
C (5) eq. (4) eq. (4) −0.010 eq. (4)
O (6) 0.060 0.051 0.034 0.016
H R1 0.038 0.040 0.036 0.027
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.029 0.024 0.023 0.020

Table A.7 Electrophilic Fukui charges based on Mulliken population analysis with the H3O+ acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.044 0.088 0.090 0.084
C (2) 0.033 0.026 0.020 0.019
O (3) 0.096 0.121 0.120 0.119
C (4) −0.020 −0.006 −0.015 −0.022
C (5) eq. (4) eq. (4) −0.017 eq. (4)
O (6) 0.047 0.007 0.019 0.024
H R1 0.036 0.021 0.016 0.033
H R2 eq. R1 eq. R1 � �
H R3 eq. R1 eq. R1 eq. R1 eq. R1

H R4 eq. R1 eq. R1 eq. R1 �
H average of all H 0.031 0.025 0.023 0.023

Table A.8 Electrophilic Fukui charges based on Mulliken population analysis with the HNO3 acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

88



Appendix B

Partial charges

B.1 Mulliken partial charges

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.421 −0.424 −0.427 −0.425
C (2) 0.458 0.466 0.473 0.500
O (3) −0.616 −0.615 −0.615 −0.618
C (4) 0.052 0.050 0.048 0.054
C (5) eq. (4) eq. (4) 0.068 eq. (4)
O (6) −0.569 −0.573 −0.567 −0.570

Table B.1 Partial charges based on the Mulliken population analysis without an acid model; (set-
tings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.392 −0.379 −0.479 −0.376
C (2) 0.468 0.470 0.503 0.483
O (3) −0.518 −0.519 −0.522 −0.515
C (4) 0.053 0.050 0.039 0.035
C (5) eq. (4) eq. (4) 0.067 eq. (4)
O (6) 0.030 −0.589 −0.574 −0.575

Table B.2 Partial charges based on the Mulliken population analysis with the H+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.399 −0.386 −0.385 −0.392
C (2) 0.510 0.508 0.525 0.522
O (3) −0.668 −0.663 −0.663 −0.662
C (4) 0.056 0.059 0.009 0.044
C (5) eq. (4) eq. (4) 0.73 eq. (4)
O (6) −0.591 −0.594 −0.585 −0.570

Table B.3 Partial charges based on the Mulliken population analysis with the H3O+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3
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atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.415 −0.404 −0.406 −0.430
C (2) 0.477 0.480 0.490 0.502
O (3) −0.624 −0.635 −0.638 −0.615
C (4) 0.045 0.031 0.046 0.041
C (5) eq. (4) eq. (4) 0.042 eq. (4)
O (6) −0.567 −0.566 −0.563 −0.565

Table B.4 Partial charges based on the Mulliken population analysis with the HNO3 acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

B.2 Hirshfeld partial charges

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.024 −0.029 −0.029 −0.031
C (2) 0.161 0.164 0.161 0.163
O (3) −0.!383 −0..368 −0.374 −0.368
C (4) 0.019 0.021 0.061 0.061
C (5) eq. (4) eq. (4) 0.014 eq. (4)
O (6) −0.159 −0.150 −0.159 −0.158

Table B.5 Partial charges based on the Hirsfeld population analysis without an acid model; (set-
tings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.005 −0.001 0.011 0.003
C (2) 0.193 0.016 0.210 0.189
O (3) −0.196 −0.214 −0.230 −0.231
C (4) 0.038 0.036 0.074 0.066
C (5) eq. (4) eq. (4) 0.031 eq. (4)
O (6) 0.031 −0.137 −0.137 −0.125

Table B.6 Partial charges based on the Hirsfeld population analysis with the H+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), NBO, PCM), atom labels given in �gure 2.3

90



atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.003 −0.010 −0.008 −0.008
C (2) 0.189 0.190 0.188 0.185
O (3) −0.252 −0.246 −0.246 −0.247
C (4) 0.032 0.033 0.065 0.063
C (5) eq. (4) eq. (4) 0.031 eq. (4)
O (6) −0.134 −0.133 −0.152 −0.146

Table B.7 Partial charges based on the Hirsfeld population analysis with the H3O+ acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) −0.010 −0.017 −0.018 −0.029
C (2) 0.177 0.175 0.174 0.169
O (3) −0.307 −0.309 −0.305 −0.351
C (4) 0.024 0.022 0.062 0.058
C (5) eq. (4) eq. (4) 0.021 eq. (4)
O (6) −0.157 −0.143 −0.142 −0.142

Table B.8 Partial charges based on the Hirsfeld population analysis with the HNO3 acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

B.3 Partial charges �tted to electrostatic potencial

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.157 −0.305 −0.308 −0.385
C (2) 0.473 0.603 0.572 0.594
O (3) −0.654 −0.645 −0.659 −0.651
C (4) −0.161 −0.317 0.309 0.164
C (5) eq. (4) eq. (4) −0.333 eq. (4)
O (6) −0.348 −0.230 −0.330 −0.329

Table B.9 Partial charges based on the �tting to the Electrostatic potencial without an acid model;
(settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3
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atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.112 −0.436 −0.319 −0.248
C (2) 0.445 0.232 0.504 0.508
O (3) −0.265 −0.528 −0.477 −0.534
C (4) −0.085 −0.188 0.213 0.093
C (5) eq. (4) eq. (4) −0.175 eq. (4)
O (6) −0.212 −0.360 −0.373 −0.369

Table B.10 Partial charges based on the �tting to the Electrostatic potencial with the H+ acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.061 −0.362 −0.334 −0.317
C (2) 0.530 0.672 0.635 0.571
O (3) −0.586 −0.535 −0.593 −0.582
C (4) −0.232 −0.386 0.131 0.069
C (5) eq. (4) eq. (4) −0.127 eq. (4)
O (6) −0.192 −0.109 −0.433 −0.380

Table B.11 Partial charges based on the �tting to the Electrostatic potencial with the H3O+ acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3

atom atom label TMDGA TEDGA Me�TEDGA Me2�TEDGA

N (1) 0.202 −0.333 −0.289 −0.300
C (2) 0.468 0.601 0.537 0.539
O (3) −0.643 −0.621 −0.627 −0.628
C (4) −0.187 −0.270 0.343 0.274
C (5) eq. (4) eq. (4) −0.345 eq. (4)
O (6) −0.310 −0.264 −0.349 −0.263

Table B.12 Partial charges based on the �tting to the Electrostatic potencial with the HNO3 acid
model; (settings: DMol3, DNP, B3LYP, GD2, COSMO), atom labels given in �gure 2.3
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Appendix C

Bond orders

C.1 Mulliken bond orders

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 0.866 0.867 0.870 0.884
C(2)�O(3) 1.127 1.116 1.128 1.138
C(2)�C(4) 0.745 0.745 0.736 0.738
C(4)�O(6) 0.447 0.443 0.467 0.424
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.419 eq. C(4)�O(6)

Table C.1 Mulliken bond orders without an acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 0.917 0.934 0.709 0.944
C(2)�O(3) 0.959 0.942 1.122 0.948
C(2)�C(4) 0.729 0.729 0.729 0.726
C(4)�O(6) 0.411 0.450 0.455 0.418
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.427 eq. C(4)�O(6)

Table C.2 Mulliken bond orders with the H+ acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 0.932 0.945 0.944 0.933
C(2)�O(3) 0.977 0.980 0.961 0.950
C(2)�C(4) 0.727 0.734 0.747 0.744
C(4)�O(6) 0.476 0.470 0.487 0.454
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.435 eq. C(4)�O(6)

Table C.3 Mulliken bond orders with the H3O+ acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3
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bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 0.889 0.905 0.917 0.868
C(2)�O(3) 1.035 1.035 1.016 1.126
C(2)�C(4) 0.746 0.748 0.744 0.742
C(4)�O(6) 0.443 0.439 0.451 0.431
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.419 eq. C(4)�O(6)

Table C.4 Mulliken bond orders with the HNO3 acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3

C.2 Mayer bond orders

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.270 1.276 1.274 1.273
C(2)�O(3) 1.686 1.678 1.683 1.686
C(2)�C(4) 0.937 0.934 0.926 0.925
C(4)�O(6) 0.887 0.885 0.867 0.875
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.901 eq. C(4)�O(6)

Table C.5 Mayer bond orders without an acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.368 1.380 1.097 1.391
C(2)�O(3) 1.468 1.430 1.759 1.3446
C(2)�C(4) 0.944 0.943 0.932 0.933
C(4)�O(6) 0.864 0.885 0.865 0.873
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.904 eq. C(4)�O(6)

Table C.6 Mayer bond order with the H+ acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3

bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.343 1.350 1.355 1.350
C(2)�O(3) 1.500 1.503 1.486 1.462
C(2)�C(4) 0.948 0.948 0.947 0.939
C(4)�O(6) 0.905 0.900 0.875 0.894
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.913 eq. C(4)�O(6)

Table C.7 Mayer bond order with the H3O+ acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3
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bond TMDGA TEDGA Me�TEDGA Me2�TEDGA

N(1)�C(2) 1.307 1.321 1.326 1.260
C(2)�O(3) 1.588 1.583 1.567 1.680
C(2)�C(4) 0.941 0.939 0.936 0.926
C(4)�O(6) 0.886 0.884 0.893 0.879
C(5)�O(6) eq. C(4)�O(6) eq. C(4)�O(6) 0.871 eq. C(4)�O(6)

Table C.8 Mayer bond order with the HNO3 acid model; (settings: DMol3, DNP, B3LYP, GD2,
COSMO), atom labels given in �gure 2.3
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Appendix D

Electrostatic potencials

D.1 Without a acid model

(a) TMDGA (b) TEDGA

(c) Me�TEDGA (d) Me2�TEDGA

Figure D.1 Electrostatic potencials mapped on an isosurface of the electron density with value
0.017 e·Å−3 without acid model of (a) TMDGA, (b) TEDGA, (c) Me�TEDGAa (d) Me2�TEDGA;
(settings: DMol3, DNP, B3LYP, GD2, COSMO)
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D.2 The H3O
+ acid model

(a) TMDGA (b) TEDGA

(c) Me�TEDGA (d) Me2�TEDGA

Figure D.2 Electrostatic potencials mapped on an isosurface of the electron density with value 0.017
e·Å−3 for H3O+ acid model of (a) TMDGA, (b) TEDGA, (c) Me�TEDGAa (d) Me2�TEDGA;
(settings: DMol3, DNP, B3LYP, GD2, COSMO)

D.3 The HNO3 acid model

(a) TMDGA (b) TEDGA

(c) Me�TEDGA (d) Me2�TEDGA

Figure D.3 Electrostatic potencials mapped on an isosurface of the electron density with value
0.017 e·Å−3 for H+ acid model of (a) TMDGA, (b) TEDGA, (c) Me�TEDGAa (d) Me2�TEDGA;
(settings: DMol3, DNP, B3LYP, GD2, COSMO)

97



Appendix E

Energy pro�les of the reaction mechanism

E.1 Hydrogen abstraction by a hydroxyl radical
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Figure E.1 Reactions scheme for considered degradation mechanism based on hydrogen abstraction
by hydroxyl radical OH• (a) for TMDGA and TEDGA, (b) for Me�TEDGA leading to a rupture
of the protected ether bond, (c) for Me�TEDGA causing a break of the unprotected ether bond
and (d) for Me2�TEDGA.

98



E.2 Hydrogen abstraction by a hydrogen radical using only

DFT calculations

Reaction energy pro�le (kcal mol−1)

molecule R TS 1 I TS2 P

TMDGA 0 8.34 −21.86 −5.67 −27.11
TEDGA 0 5.10 −23.75 −4.78 −28.95

Me�TEDGA
0 8.21 −20.36 −7.17 −30.93

reaction I
Me�TEDGA

0 6.28 −22.37 −5.55 −35.05
reaction II

Me2�TEDGA 0 7.18 −21.56 −6.40 −36.83

Table E.1 Reaction energy pro�le (kcal mol−1) for the proposed degradation mechanism (�gure
2.12) calculated with DFT and 6�311++G(2d,d,p) basis set, R stands for Reactants, TS1 for
Transition state 1, I for intermediates, TS2 for Transition state 2 and P for Products
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Figure E.2 Energy diagram for the proposed degradation mechanism calculated with DFT and
6�311++G(2d,d,p) basis set
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Figure E.3 Energy diagram of the �rst step of the degradation mechanism calculated with DFT
and 6�311++G(2d,d,p) basis set

Reaction energy pro�le (kcal mol−1)

molecule R TS 1 I TS2 P

TMDGA 0 7.89 −22.51 −5.12 −27.37
TEDGA 0 6.68 −22.42 −4.61 −26.61

Me�TEDGA
0 6.08 −20.46 −6.94 −31.06

reaction I
Me�TEDGA

0 5.63 −22.48 −5.52 −34.92
reaction II

Me2�TEDGA 0 7.51 −21.83 −6.21 −36.83

Table E.2 Reaction energy pro�le (kcal mol−1) for the proposed degradation mechanism (�gure
2.12) calculated with DFT and Def2TZVP basis set, R stands for Reactants, TS1 for Transition
state 1, I for intermediates, TS2 for Transition state 2 and P for Products
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Figure E.4 Energy diagram for the proposed degradation mechanism calculated with DFT and
Def2TZVP basis set
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Figure E.5 Energy diagram of the �rst step of the degradation mechanism calculated with DFT
and Def2TZVP basis set
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