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ABSTRACT

Title Adaptive Multi-rat Communications for the Ultra-reliable
Internet of�ings

Keywords adaptive scheduling, interface diversity, multi-radio networks,
heterogeneous networks, Internet of things

Institution Czech Technical University in Prague
Supervisor Lukáš Vojtěch

�e promise of the future Internet is to deliver a new arti�cial reality dexter-
ously interwoven with the daily business of life. A ubiquitous intelligence to be
interacted with, to be touched1 1. See the itu’s vision of the Tactile

Internet [60].
and felt. Reliably and in real-time.

While every design aspect of a novel wireless technology may be subordi-
nated to the pursuit of ultra-reliability and low-latency, the inherent features
of the massively deployed constrained devices2 2. As de�ned by the rfc 7228 [14].

�e possibility of high density
deployments raises the issues of
coexistence, interference mitigation,
etc.

forming a foundation of these
networks beg for a di�erent approach. Following the recent research into the
��h-generationmobile communications, the use ofmultiple interfaces presents
itself as an opportunity to optimise both latency and reliability whilst avoid-
ing the necessity of introducing any engineering constraints into the lowest
communication layers.

�e utilisation of multiple communication interfaces3 3. O�en termed as link aggregation,
port trunking, link bundling, channel
bonding, etc.

simultaneously to
achieve higher throughput has been in the focus of researchers for decades
with robust and scalable solutions making their way into the industry. However,
although the notion of reliability through redundancy has been adopted in the
systems-theoretic literature4 4.�e majority of the pioneering

works published in the 1950s were
related to the aerospace engineering.

by themid-20th century, adaptive schemes tomain-
tain a de�ned quality of service by controlling the redundancy of connectivity
are still scarce and limited.
Despite the general tendency of analytical approaches to modelling com-

plex stochastic systems to be a�ected by the curse of dimensionality, the author
succeeds at developing two diverse yet complementary frameworks that by
dealing with the fundamental problems of queueing and scheduling enable
exploitation of the interface diversity in a controlled, adaptive manner.�e
queueing-theoretic model provides a complete response time analysis of a het-
erogeneous parallel queueing systemwhile the scheduling algorithmic solutions
present an e�cient approach applicable to a general class of multi-interface
systems.
By supporting a wide range of system con�gurations, the provided5

5. Prior to the open-source release,
the tools used throughout the work
are available upon request.

high-
performance numerical simulation tools form an infrastructure employable
for network planning and dimensioning purposes.
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RÉSUMÉ

Titre Communications multi-rat adaptatives
pour l’Internet des objets à haute �abilité

Mots-clés ordonnancement adaptative, diversité d’interfaces, réseaux
multiradio, réseaux hétérogènes, Internet des objets

Société Université Technique de Prague
Encadrant Lukáš Vojtěch

La promesse de l’Internet futur est de délivrer une nouvelle réalité arti�cielle
adroitement entremêlée avec les activités quotidiennes de la vie. Une intelligence
ubiquitaire avec laquelle interagir, qu’on pourra toucher66. Se référer à la vision de

l’itu sur l’Internet tactile [60].
et sentir. De manière

�able et en temps réel.
Tandis que chaque aspect de conception d’une nouvelle technologie sans

�l peut être subordonné à la poursuite de l’extrême �abilité et d’une faible la-
tence, les fonctions inhérentes aux appareils contraintsmassivement déployés77. Tel que dé�ni par le rfc 7228

[14]. La possibilité des déploiements
à haute densité soulève les prob-

lèmes de la coexistence, de
l’atténuation des interférences etc.

formant le fondement de ces réseaux sollicitent une approche di�érente. Suite
aux récentes recherches sur la cinquième génération des communications mo-
biles, l’usage d’interfaces multiples se présente comme une opportunité pour
optimiser la latence et la �abilité tout en évitant la nécessité d’introduire toute
contrainte d’ingénierie au sein des couches de communication les plus basses.
L’utilisation d’interfaces de communication multiples88. Ouvent dénommées link ag-

gregation (agrégation des liens),
port trunking (connexion des

ports parallèle), link bundling (le
groupement des liens), channel

bonding (agrégation de canaux) etc.

pour réaliser simul-
tanément un débit plus élevé a été un point focal pour les chercheurs pendant
des décennies, avec des solutions robustes et évolutives qui arrivent dans le
secteur. Cependant, bien que la notion de �abilité à travers la redondance ait
été adoptée dans la littérature sur la théorie des systèmes au milieu du x xème
siècle, les schémas adaptatifs pour maintenir une qualité de service dé�nie en
contrôlant la redondance de connectivité sont encore rares et limités.
Malgré que la tendance générale des approches analytiques pour modéliser

de complexes systèmes stochastiques est d’être a�ectée par le �éau de la dimen-
sion, l’auteur réussit à développer deux cadres divers mais complémentaires
qui, en traitant des problèmes fondamentaux de �le d’attente et de plani�cation,
permettent l’exploitation de la diversité d’interfaces d’une manière contrôlée et
adaptée. Le modèle théorie de �le d’attente fournit l’analyse du délai de réponse
d’un système parallèle hétérogène de �le d’attente tandis que les stratégies algo-
rithmiques de plani�cation présentent une approche e�cace applicable à une
classe générale de systèmes d’interfaces multiples.
En supportant une vaste gamme de con�gurations systèmes, les outils99. Avant la di�usion open-source,

les outils utilisés à travers le travail
sont disponibles sur demande.

de simulation numérique à haute performance forment une infrastructure
employable dans les cadres de dimensionnement et de plani�cation des réseaux.
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ABSTRAKT

Název práce Adaptivní komunikace s více přístupovými rádiovými
technologiemi pro ultra-spolehlivý Internet věcí

Klíčová slova adaptivní scheduling, diverzita rozhraní, více-rádiové sítě,
heterogenní sítě, Internet věcí

Instituce České vysoké učení technické v Praze
Vedoucí práce Lukáš Vojtěch

Budoucnost Internetu je spojena s vizí vytvoření nové umělé skutečnosti šikovně
provázané s každodenníhm životem. Všudepřítomné inteligence, se kterou
bude možné vstupovat do interakcí, které se bude možné dotknout10 10. Vizte vizi tzv. Hmatového Inter-

netu zformulovanou itu [60].
a na

naopak jí cítit. Spolehlivě a v reálném čase.
Zatímco každý aspekt návrhu nové bezdrátové technologie může být podří-

zen úsilí o dosažení vyjímečné spolehlivosti a nízké latence, bytostné vlastnosti
četně rozmísťovaných omezených zařízení11 11. Ve smyslu de�nice “constrained

device” v rfc 7228 [14]. Umožnění
jejich hustého nasazení je pod-
míněno vyřešením otázek koexis-
tence, omezení vzájemného rušení, a
dalších.

tvořících základ těchto sítí vyžadují
jiný přístup. V návaznosti na současný výzkum v oblasti mobilních sítí páté gen-
erace se využití vícero přístupových rádiových technologií jeví jako příležitost
pro optimalizaci latence i spolehlivosti, která nevyžaduje zásah do nejnižších
komunikačních vrstev.
Využívání více komunikačních rozhraní12 12. V literatuře označováné jako

link aggregation (agregace linek),
port trunking (slučování portů),
link bundling (seskupování linek),
channel bonding (sdružování kanálů),
atd.

souběžně k dosažení vyšší pro-
pustnosti bylo předmětem výzkumu v průběhu dekád, které přinesly robustní
škálovatelná řešení dnes již užívaná v praxi. Ačkoliv se pojem spolehlivost
prostřednictvím redundance v literatuře věnované teorii systémů13

13. Většina prvotních prací publiko-
vaných v 50. letech minulého století
se věnovala technologií z oblasti
aerokosmonoutiky.

začal vysky-
tovat již v poloviněminulého století, přizpůsobivá technologická řešení řídící
redundanci konektivity pro udržení požadované kvality služby jsou stále spíše
vyjímečná a jejich možnosti jsou omezené.
Navzdory obecné náchylnosti analytických technik modelování složitých

stochastických systémů trpět prokletím dimenzionality, se autorovi zdařilo vyvi-
nout dva rozličné, byť doplňující se, postupy, které prostřednictím nástrojů
teorií front a rozvrhování umožňují využít diverzitu rozhraní řízeně a přizpůso-
bivě. Přístup vycházející z teorie front nabízí úplnou analýzu odezvy systému
různorodých souběžných front, zatímto přístup inspirovaný teorií rozvrhování
představuje efektivní algoritmucké řešení velmi obecné třídy systémů s více
přístupovými rádiovými technologiemi.
Díky podpoře široké škály uspořádání komunikačního systému, poskyt-

nuté14 14. Do zveřejnění open-source verze
jsou nástroje použité v rámci práce
dostupné na vyžádání.

numerické simulační nástroje tvoří infrastrukturu použitelnou pro
plánování a dimenzování sítí.
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1
TECHNOLOGY OVERVIEW

“When wireless is perfectly applied
the whole earth will be converted into
a huge brain, which in fact it is, all
things being particles of a real and
rhythmic whole.”

Nikola Tesla [70]

If we had computers that knew everything there was to know about things–using
data they gathered without any help from us–we would be able to track and count
everything, and greatly reduce waste, loss and cost. (. . . ) We need to empower

computers with their own means of gathering information, so they can see, hear
and smell the world for themselves, in all its random glory.

Kevin Ashton [8]

�e term internet of things coined by Kevin Ashton, a co-founder and
executive director of themit Auto-id Center, at a 1999 presentation for Procter
& Gamble linking the introduction of Radio Frequency Identi�cation (rfid)
technology to the supply chain1

1. See “Ce history of rfid” [81].

with the Internet [8], has become an umbrella
term for several technologies that enable provision of Internet-based services
through a global network infrastructure supported by uniquely identi�able,
programmable electronic devices2

2. Taxonomy [25] and typology
[73] of smart objects is studied
extensively in the literature.

attached to physical things which provide
sensing and actuation capabilities. As the technology and the visions behind it
are continuously evolving, a common or uni�ed de�nition is regrettably still
lacking3

3. As demonstrated by a systematic
literature review [55] following the
evolution of the concept..

As the discussion of the whole Internet of�ings (iot) technology stack is
far beyond scope of this thesis, the subsequent introductory sections merely
overview themost prominent access technologies and refer the interested reader
to the brilliant view of the “big picture” by Porter and Heppelmann [106].
Restricting the focus to Radio Access Technologies (rats), the candidates

suitable for iot applications are manifold. Each with inherent strengths and
weaknesses that predestine them for particular use or, as the author argues, em-
power a creative designer to exploit the diversity of using multiple technologies
at once.

1.1 short range technologies

Short-range rats typically operate in unlicensed frequency range4

4. Unlicensed bands are portions
of the radio spectrum reserved
internationally for the use of radio
frequency without a license, as
would otherwise be required. In
Europe, unlicensed bands fall into
two categories: Industrial, Science,
Medical (ism) bands designated by
the International Telecommunica-
tion Union (itu) Radio Regulations
(rr), rr 5.138 [29, p. 60], rr 5.150
[29, p. 65] and rr 5.280 [29, p. 90]
for the “operation of equipment or
appliances designed to generate and
use locally radio frequency energy
for industrial, scienti�c, medical,
domestic or similar purposes, ex-
cluding applications in the �eld of
telecommunications”. . .

. To ensure
fair access, the regulations may impose limits on transmitted power, duty cycle
and/or to require additional Medium Access Control (mac) protocols such
as Listen Before Talk (lbt).�ough some wireless standards supplement the
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e�orts by interference detection and avoidance mechanisms (e.g. collaborative
ieee 802.19.1 [57], non-collaborative Blueetooth Adaptive Frequency Hopping
(afh) [13, sec. 7.2]), detection of other protocols is challenging [137, 138].

. . .Due to the increasing conges-
tion of the radio spectrum the ism
bands are nowadays shared with

telecommunication systems (which
are required to be tolerant to the ism
emissions). In Europe, the operation

of non-ism devices is regulated
by technical recommendations by
European Conference of Postal
and Telecommunications Admin-
istrations (cept) and standards

by European Telecommunications
Standards Institute (etsi). Short

Range Device (srd) bands de�ned by
etsi en 300 220 [26] which de�nes

additional bands in the 25MHz
to 1000MHz range. In Europe,
their use is regulated by cept.

�e short-range wireless standards can be grouped by operating range
into Wireless Personal Area Network (wpan) technologies centered around
an individual person’s workspace (tens of meters, e.g. Bluetooth), Wireless
Home Area Network (wlan) technologies operated within a building (lower
hundreds of meters, e.g. Wirelesshart) and Wireless Local Area Network
(wlan) technologies operated within a boundary up to a kilometre in radius
(e.g.wifi halow).

1.1.1 Bluetooth

�e development of Bluetooth de�ned as “a short-range radio link between a
cellular phone and nearby electronic devices, supporting both voice and data”
began at Ericsson in 1994 as a replacement for an earlier unpromising project
Cornelius [46]. Over time, the Bluetooth iot-oriented o�ering has diversi�ed,
adding Alternate mac / phy (amp) in 2009, Bluetooth Low Energy (ble) in
2010 and explicit iot support in Bluetooth 5 (2016) o�ering faster, longer range
and connectionless operations for low energy devices [110].
To meet the regulatory requirements of the 2.4GHz ism radio band and

to provide robustness against fading and interference the Bluetooth employs
Frequency Hopped Spread Spectrum (fhss)55. Direct Sequence Spread Spec-

trum (dsss) is used in ble.
gf sk modulation in the basic

rate and π/4-dqpsk or 8dpsk in enhanced data rate mode.
In addition to core protocols, the Bluetooth Special Interest Group (sig)

de�nes application pro�les layer that resides on top of the Bluetooth Core Speci-
�cation [13]. Bluetooth pro�les describe how a subset of core functionality can
be adopted to support speci�c types of operations (services).

1.1.2 ieee 802.15.4-based technologies

ieee 802.15.4 de�nes the phy and mac layers for “low-data-rate wireless con-
nectivity with �xed, portable, andmoving devices with no battery or verylimited
battery consumption requirements typically operating in the personal operating
space of 10m” [59].

�e initial 2003 version de�ned two dsss-based phys.�e subsequent
revisions and amendments introduce multiple phys, modulation techniques,
regional and application-speci�c extensions as summarized6

6.�is paragraph and the table high-
lights key points from the work by
Ramonet and Noguchi [109] which
provides a more detailed overview.

by table 1.1 on the
next page.

�e ieee 802.15.4 standard classi�es devices into two categories:

Fully Function Device (ffd) has all the capabilities such as routing, associa-
tion and formation of a network.

Coordinator is a speci�c ffd responsible for network coordination,
time synchronization and association services.

Reduced Function Device (rfd) is typically a very simple end-device with
reduced capabilities rendering it unable to operate as a coordinator. A
rfd associates only with a single ffd.
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Revision Year Features
ieee 802.15.4-2003 2003 Initial release. Two dsss-based phys: global o-qpsk at

2450MHz and two regional using bpsk in 868MHz (Europe)
and 915MHz (United States) bands.

ieee 802.15.4-2006 2006 New modulation schemes: ask and o-qpsk (regional phys).
ieee 802.15.4a 2007 New phys: Ultra Wide Band (uwb) using Burst Position Mod-

ulation (bpm) and bpsk, and Chirp Spread Spectrum (css).
ieee 802.15.4c 2009 New phys in 780MHz band using o-qpsk andmpsk, respec-

tively, to be used in China.
ieee 802.15.4d 2009 New phys in 950MHz band using gf sk and bpsk, respec-

tively, to be used in Japan.
ieee 802.15.4-2011 2011 Compiles amendments a through d.
ieee 802.15.4f 2012 Newuwb-based phy optimized for low complexity rfid trans-

mitters (tags).
ieee 802.15.4g 2012 New Smart Utility Network (sun) phys optimized for smart

grid systems.
ieee 802.15.4j 2013 New phy optimized for medical applications.
ieee 802.15.4k 2013 New phys optimized for Low Energy, Critical Infrastructure

Monitoring (lecim) applications.
ieee 802.15.4m 2014 New phy operating in Television White Space (tv ws) fre-

quencies.
ieee 802.15.4p 2014 New phys optimized for Rail Communications Control (rcc)

systems.
ieee 802.15.4-2015 2015 Compiles amendments f through p.
ieee 802.15.4p 2016 New phys optimized forUltra Low Power (ulp) systems (peak

power consumption for the phy below 15mW).
ieee 802.15.4u 2016 New phy in 865MHz to 867MHz band using either sun f sk,

ofdm or o-qpsk to be used in India.
ieee 802.15.4t 2017 New phys capable of supporting data rates up to 2Mbit s−1.
ieee 802.15.4v 2017 Regional frequency changes in sun, lecim and tv ws phys.
ieee 802.15.4x 2019 Update of the sun ofdm phy to support data rates up to

2.4Mbit s−1 and de�nition of additional channel plans.
Table 1.1: Evolution of the ieee 802.15.4 phy speci�cation. See [109] for more details.

�e standard describes network formation procedures for star (master-
slave), peer-to-peer (ffds form a multi-hop network) and mesh7 7. Although mesh topology is said to

be supported, little to no details are
provided.

topologies.
�e network operates with or without the help of periodic beacon messages
transmitted by the coordinator which provide synchronization using super-
frames. Each superframe consists of sleep period and an active period which is
further divided into Contention Access Period (cap) when the nodes contend
to access the channel using slotted Carrier Sense Multiple Access with Collision
Avoidance (csma/ca) and Contention Free Period (cf p) divided into Guar-
anteed Time Slots (gts) assigned by the coordinator. Since ieee 802.15.4e8

8. See [78] for in depth survey of
ieee 802.15.4e.

,
the mac protocol is de�ned by “mac behaviours” corresponding to various
application domains9

9. E.g. Low Latency Deterministic
Networks (lldn) optimized for
factory automation..
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Thread [122] is a low-powermeshnetworking technology designed to securely
connect low-power iot / smart home applications to the Internet (cloud) – i.e.
�read nodes are ip-addressable.�read employs the encapsulation and header
compression mechanisms10

10. rfcs: 4919 [79] (overview, as-
sumptions, problem statement,
and goals), 4944 [95] (ipv6 over

ieee 802.15.4), 6282 [54] (header
compression), 6775 [118] (neigh-
bor discovery optimization).

developed by Internet Engineering Task Force
(ietf) ipv6 over lowpan (6lowpan) group that enable packet transport over
ieee 802.15.4 (and other networks11

11. E.g. rfc 7668
[103], ipv6 overble.

).
Z igBee is a low-data-rate, low-power, wireless technology targeted at automa-
tion and remote control applications. ZigBee builds on top of the ieee 802.15.4
dsss phy – using the global 2.4GHz (bpsk) and the regional (o-qpsk) ism
bands – and mac. ZigBee de�nes the network layer speci�cations for star, clus-
ter tree, peer-to-peer and mesh network topologies and provides a framework
for application programming in the application layer. Notably, the network layer
provides multi-hop routing, route discovery and maintenance, security and
joining/leaving a network, with consequent short (16 bit) address assignment to
newly joined devices12

12. Device classi�cation is simmilar
to ieee 802.15.4 – ZigBee end-

device corresponds to a rfd, ZigBee
router to a ffd and ZigBee coordina-
tor to the ieee 802.15.4 coordinator.

. To encourage interoperability, ZigBee Alliance andoem
vendors de�ne application pro�les as domain spaces of related applications and
devices13

13. E.g. the “Home Automation”
pro�le de�nes devices such as lights
and switches, remotes, wall outlets
and thermostats. More recently,

the alliance has begun unifying the
pro�les into a cross-platform (e.g.
�read) open interoperability and
certi�cation standard “Dotdot” [143].

.
WirelessHART is an adaptive, self-organizing mesh14

14.�e network, however, maintains
a centralized network manager

entity responsible for con�guring
the network, maintaining routing
information and tra�c scheduling.

technology based
on the Highway Addressable Remote Transducer Protocol (hart) industrial
automation protocol that provides backwards compatibility with the legacy
analogue 4–20mA systems. Wirelesshart uses the ieee 802.15.4 2.4GHz
fhss-based o-qpsk phy. In contrast to, e.g. ZigBee, it de�nes a custom
Time Division Multiple Access (tdma)-based mac whose distinctive features
include strict 10ms time slot, network wide time synchronization, channel
hopping, channel blacklisting, and aes-128 security [121].

Other ieee 802.15.4-based technologies include isa 100.11a and MiWi.

1.2 long range technologies

Multi-hop routing based on inherently short-range technologies over large
area may reduce energy consumption [131]. However, the complexity required
to ensure su�cient reliability and low latency may prove restrictive [3].�e
development of Low Power Wide Area Network (lpwan) technologies1515. See rfc 8376 [30]. is,
therefore, key enabler of extensive iot applications such as agricultural and
large-scale industrial monitoring and smart cities.
Due to the propagation characteristics of lower frequencies that allow sig-

nals to propagate further and o�er superior building penetration than higher
frequencies, making lower frequency systems potentially less costly to deploy
[63], most lpwan technologies use the regional sub-GHz unlicensed bands16

16. Ingenu / On-RampWireless,
a proponent of 2.4GHz lpwan

technology Random Phase Multiple
Access (rpma), argues that the 9 dB
advantage of an 900MHz system
is easily o�set by antena diversity
(estimates 8 dB), global availability

of the ism band,more relatex
duty cycle restrictions and more

bandwidth available (80MHz) [41].

.
To further extend the operating range, high sensitivity receivers17

17. lora and SigFox allowMax-
imum Coupling Loss (mcl) of

157 and 160 dB, respectively [104].

and more
e�cient antennae may be used. However, since typical regulation imposes
restrictions on the radiated power, the link budget asymmetries between the
simple, inexpensive end-devices and “base stations” with high-gain antennas
may allow only uplink connectivity [3].
Since the current lpwan networks are topologically similar to cellular

networks, the possibility integration of lpwan“base stations” into existing
cellular deployments makes the subscription-based business model viable for
traditional telecom operators.
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1.2.1 LoRa

Long Range (lora) is an emerging technology operating in the regional sub-
GHz unlicensed bands based on a proprietary18

18. Patents: [113], [97], [114].
modulating scheme derived

from a css modulation19 19. See [43] for overview of the
technique.

. In addition to resistance to Doppler e�ect, multipath
fading, inherent narrowband interference mitigation and high processing gain
of the css modulation, by ensuring the inter-symbol phase continuity which
simpli�es timing and frequency synchronization, the loramodulation enables
the use of low-cost devices inevitably exhibiting frequency and/or timing o�set
[97].�e technology supports variation of the modulation parameters20

20. spreading factor, sf ∈ {7, . . . , 12},
which determines length of the chirp;
bandwidth bw whose values are
regionally dependent; code rate of
the Forward Error Correction (fec)
code, cr ∈ {1, . . . , 4}

and
thus enables trading the data rate21

21. Rb = sf ⋅ bw
2SF

4
4 + cr

for robustness, or coverage [115]. Lora
gateways may further exploit the (quasi-)orthogonality of spreading factors to
process multiple signals simultaneously.
In contrast to loramodulation, loraWide Area Network (lorawan) [88]

is an open mac standard inspired by ieee 802.15.4, albeit much simpler. Topo-
logically, lorawan-based networks form a star-of-starts topology in which
gateways22 22. Gateways are transparent to

the end-devices and there is no
coordination – e.g. uplink packets
are received by all gateways and later
de-duplicated at the network server.

relaymessages between end-devices (lora link) and a central network
server (ip link) which routes the packets from each device of the network to the
associated application server. To make the system more robust to interference,
the end-devices exploit channel-hopping [132] at each transmission.
Lorawan de�nes three classes of operation according to the trade-o� be-

tween downlink network latency and battery life:

Class-A (All) Following a uplink transmission initiated by the end-device
(aloha protocol), the end-device opens two short downlink receive
windows.�at is, downlink tra�c must wait for an uplink.

Class-B (Beacon) In addition to class-A operation, the end-device opens extra
receive windows at times speci�ed by a beacon message.

Class-C (Continuously listening) End-device is almost23 23. Not when transmitting.continuously listen-
ing downlink tra�c implying the highest power consumption.

As analysed in author’s earlier work [48], a prominent feature of lorawan is
the Adaptive Data Rate (adr) capability enabling the network to optimize the
rate-robustness trade-o� by adjusting the data rate of individual end-devices.
�e lorawan provides aes-based security fundamentals (symmetric cryptog-
raphy) enabling secure join procedures and end-to-end encrypted communica-
tion, however lorawan is susceptible to several classes of attacks [16].

1.2.2 SigFox

SigFox is an proprietary lpwan technology optimized for uplink communica-
tions that operates in the regional sub-GHz unlicensed bands.�e phy relies
on a Ultra Narrow Band (unb)24

24. As low as 100 bit s−1 – this allows
a SigFox device to carry only up to
six 12 B messsages per hour.modulation25
25. gf sk for the downlink and more
bandwidth-e�cient and robust
Di�erential Binary Phase Shi�
Keying (dbpsk) for the uplink [42]

which allows for low-power
operation. Each uplink message is subsequently retransmitted on two di�er-
ent frequencies across a much larger band to provide diversity and to enable
high-density deployments.

�e modus operandi of the SigFox network is very similar to lora – the
device-initiated transmissions are received by nearby base stations26 26. On average, by three base sta-

tions [119] – which enables coopera-
tive reception and spatial diversity.

, which are
transparent to the end-devices, and forwarded through the global cloud-based
core network to the applications viaApplication Programming Interfaces (apis)
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or a web portal of the Operations Support Systems (oss). While the technology
initially supported only uncon�rmed uplink transmissions (as described above),
the recent releases support bidirectional communications. A�er a de�ned time
interval following an uplink transmission, a receive window is opened at the
frequency calculated2727. A known delta is added. from the �rst frequncy used for the “uplink”. In contrast
to lora, loss of “con�rmed” messages does not result in retransmissions.
In contrast to lorawan, SigFox focuses solely on commercial networks

where the infrastructure is managed by the SigFox company and o�ered as a
service on a subscription-basis. To allow ip-based transport over its network,
Sigfox has implemented Static Context Header Compression (schc) of ipv6
headers which is currently being standardized by the ietf [93, 144].

1.2.3 Cellular Technologies

�is section is based on the brilliant
chapter following the evolution of

lte connectivity for iot by [24].

�e interest to integrate the iot-related massive Machine-Type Communica-
tionss (mtcs) into the existing based cellular networks driven by the desire
to reuse the infrastructure has been recognized in 3rd Generation Partnership
Project (3gpp) Release 8 (i.e. Long-Term Evolution (lte)). Mtc was based
on Category 1 providing the lowest capabilities, but failing to meet the power
consumption and cost requirements of a typical iot application. Release 12 has
attempted to address these concerns by de�ning Category 0 providing power-
saving mode and adding support for half-duplex communications potentially
reducing transceiver complexity.
Release 13 introduced a new category (lte-m1) for Enhanced mtc (emtc)

supporting reduced bandwidth, transmit power and support for downlink trans-
mission modes while achieving longer battery life through extension of period
when the device may sleep28

28.�at is, allowing for longer Dis-
continuous Reception (drx) timers.

, extended coverage2929. Providing improvement up to
15 dB which allows deployments
in remote locations, indoors, etc.

, and signi�cant transceiver
cost reduction through restriction in system bandwidth. Furthermore, two
competing initiatives aimed at developing a lte-based narrowband technolo-
gies were started only to be merged in November 2015 into a single standard –
Narrow Band lte (nb-lte)3030. Standardized in June 2011 .
To a great extent, nb-lte is based on a non-backward-compatible variant

of Evolved umts Terrestrial Radio Access (e-utra), that provides improved
indoor coverage, support for massive number of low throughput devices, low
delay sensitivity, ultra low device cost31

31.�e reduction of de-
vice complexity, compared
with Cat. 1, is up to 90%. , low device power consumption and

optimised network architecture.
A large scale3232.�e simulation is based on

the Telenor’s 2g, 3g and 4g de-
ployment across North Jutland
region in Denmark (7800 km2).

simulation of nb-lte, lora and SigFox networks performed
at the aau [82] has shown that nb-lte provides superior coverage compared
to its competitors.

Other long-range technologies include the Weightless “family of technolo-
gies”3333. Weightless-N,Weightless-

P andWeightless-W variants.
, rpma highlighted earlier as an lpwan technology operating in the

2.4GHz band, and Telensa aimed at smart sities. An overview of the former
two is provided in [43].
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2
WORK OVERVIEW

“�e most profound technologies are
those that disappear. �ey weave
themselves into the fabric of everyday
life until they are indistinguishable
from it.”

MarkWeiser [133]

�e utilisation of multiple communication interfaces to achieve higher through-
put and fault tolerance has been a focus of researchers for decades with robust
and scalable solutions making their way into the telecommunication industry.
Historically, both physical (e.g.mimo systems or ieee 802.11n channel bonding
[56]) and logical (e.g. ieee 802.1ax link aggregation [58] or 3gpp dual/multi
connectivity [64]) approaches were part of integrated, homogeneous network
technologies. To satisfy the exponential increase in demand for capacity driven
by the widespread adoption of new generation of devices and services in a
cost-e�cient way, a new paradigm of Heterogeneous Networks (hetnets) [4]
consisting of nodes with di�erent characteristics (e.g. frequency, coverage) has
emerged. More recently, the topics of multi-rat hetnets and introduction
of heterogeneous networking into 5g are gaining momentum [5].

�e promise of the future Internet is to deliver a new arti�cial reality dexterously
interwoven with the daily business of life. A ubiquitous intelligence to be interacted
with, to be touched1

1. See the ITU’s vision of the Tactile
Internet [60].

and felt. Reliably and in real-time.

Figure 2.1: Distance reachable in
1ms by signals starting in Prague
and traveling at the speed of light.
Other types of delay in the network
are not taken into account.
map : [124], idea : [125]

In the e�ort to deliver on this vision, the development of the 5th evolution
of the mobile networks has become the single most signi�cant driving factor
of research into low-latency high-reliability communications.�e air latency
requirements2

2. Market leaders’ such as Ericsson
[28] and Qualcomm [108] foresee
a stricter requirement of “1ms
end-to-end latency”.

for 5g in Ultra-Reliable Low Latency Communications (urllc)
services are as stringent as 1ms and 0.5ms in imt-2020 and 3gpp [62, 1, sec.
7.5], respectively. Although, currently, 3gpp de�nes reliability requirement
as 1 − 10−5 for a short packet with user-plane latency of 1ms [1, sec 7.9], the
envisioned use-cases for urllc may impose requirements up to 1 − 10−9, e.g.
in the context of industrial automation [53].
As the industry transition towards massive, adaptive, opportunistic net-

works the opportunity to exploit multiple interfaces as an additional degree of
diversity to achieve signi�cant improvements in network capacity, latency, and
fault tolerance while avoiding the need to design dedicated 5g wireless inter-
faces becomes compelling. However, especially in the context of constrained
networks forming the foundations of the iot, the requirements of coexistence
and scalability have to be factored in. Since the “number of connected devices is
forecasted to grow at 109% per year until 2023, reaching more than one billion
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active connections” [61] with most of the prominent technologies operating in
the unlicensed spectrum, the e�cient utilization of the spectrum33.�e use of the radio spec-

trum (e.g. transmission power
and duty cycle) is regulated in
most countries. E.g. [22, 26].

is evermore
vital and thus injection of redundancy must be performed in a controlled man-
ner to avoid overall network performance degradation through interference,
unfair medium access and increased energy consumption.

2.1 literature review

�is section provides a basic review of the literature related to the arguments set
forth above.�emain parts of this thesis are prefaced by individual introductory
chapters providing an overview of the relevant literature.

2.1.1 Redundancy–Latency Trade-O�

1
Title NMore is less [130]
Author/s Vulimiri, Michel, Godfrey, and Shenker
Year 2012

In their early work Vulimiri et al. make the general case for exploiting redun-
dancy in communication networks. Although the analysis is simplistic, the
intuitive insights including the following are worth noting.

�e power of redundancy is to reduce uncertainty without having to anticipate
the cause of that uncertainty. (...) [W]e may not have multiple truly independent
options, so that exceptional conditions are correlated across options. (...) Instead of
choosing paths (or servers) based on their mean performance, it may be bene�cial
to pick options that are as independent as possible.

Although redundancy enables system designers to overcome greater un-
certainties, the bene�t it may provide is bound by the measure of correlation
between the degrees of diversity44. Both endogenous (e.g. antenna

element spacing [84])) and exoge-
nous (e.g. correlated fading [19]
and interference [47]) phenom-
ena were studied in the literature.

.�erefore, knowledge of the dependence
structure of the “causes of uncertainty” is vital should redundancy be exploited
e�ciently.

[R]edundancy involves more work and expense. (...) [T]he overall increase in
utilization may be small, since latency-sensitive tasks are o�en a small fraction of
the total network load. (...) [Redundancy] may be worthwhile to automate.

Redundancy implies higher utilization (and, in turn, may lead to increase
in latency, energy consumption, interference, etc.). Careful evaluation of the
trade-o�s possibly employing tra�c classi�cation is therefore warranted.

Just as redundancy makes it harder for nature to cause a problem, so it is harder
for attackers to cause a problem.

When coupled with diversity55. For discussion about rela-
tionship of the two, see [86].

, redundancy provides an opportunity to
ensure intrusion tolerance, detection [20], interception avoidance [85] and
other security services.
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2.1.2 General Analysis of URLLC Systems

2
Title � Ambient Networks [99]
Author/s Niebert, Schieder, Zander, and Hancock
Year 2007

�e an ist was one of the most notable large-scale projects aiming to update
the 1980s notion of being “always connected” [45] for the 21th century6 6.�at is, towards being “Always

Best Connected (abc)” over mul-
tiple access technologies that best
suit the user’s needs or pro�le at any
time.

.
�e eighth chapter on multi-radio access broadly introduces the concept

of heterogeneous connectivity based on cooperation of actors across rats
and di�erent user/operator domains.�e an project considers a possibility
of joining existing networks into a composed network where the user agents
would “continuously evaluate di�erent access o�erings from a technical as well
as from a business perspective to obtain the best ‘value for money’.”
Section 8.2 outlines the research areas related to multi-rat:

– access selection – development of Quality of Service (qos)-aware adaptive
rat selection strategies possibly allowing multi-hop access

– load sharing and admission control – load management

– vertical handover procedures including context transfer mechanisms, in
addition to optimized signaling mechanisms

– network discovery and advertising – development of energy-e�cient net-
work/service advertisement (signaling) enabling the competitive net-
working model as well as reducing the “time and e�ort required for
terminals to scan for new candidate networks” and services

�e authors emphasizes the trade-o� between generality of proposed solu-
tions and the possibilities for optimization. Solutions “should be general enough
to be applicable to any combination of rats, while at the same time allowing
the use of su�ciently detailed information to deliver high performance”.
Section 8.2.4 of the work may be of special interest to a reader interested in

related early research projects.

3

Title NWireless Access for Ultra-Reliable
Low-Latency Communication: Principles and
Building Blocks [105]

Author/s Popovski, Nielsen, Stefanovic, Carvalho,
Strom, Trillingsgaard, Bana, Kim, Kotaba, Park,
and Sorensen

Year 2018

Popovski et al. provide an overview of communication-theoretic urllc.
urllc tra�c is expected to be sporadic and low-throughput, yet demanding
an exceptional reliability (1 − 10−5 to 1 − 10−9) and time localization (sub-1ms
latency). As such urllc is envisioned to be used in mission-critical domains
such as safety, industrial automation and vehicular communications.
To achieve ultra-reliability, the authors call for use of proper stochastic

channel models to estimate the “known unknowns” (e.g. channel estimation)
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and to bound the “unknown unknowns” (e.g. estimating noise variance upper
bound). Furthermore, a proper mac rules must be designed and enforced
(activity modelling, grant-free access, qos-aware scheduling).
Next, the authors focus on protocol-level analysis and argue that the joint

probability of success is higher than when the data transmission,metadata trans-
mission and the auxiliary procedures are executed independently. Following a
results from blocklength information, the authors suggest that joint encoding
multiple messages into larger blocks could bene�t from higher achievable rates
and thus enable the use of shorter frames giving rise to a power-e�ciency and
frame duration trade-o�.�e latest developments by 3gpp including the intro-
duction of minislot-scheduling (downlink) and pre-con�gured/semi-persistent
scheduling (uplink) are outlined, as well as two approaches for less predictable
tra�c patterns.

– grant-free access – random access exploiting either use of higher pow-
er/wider bandwidth or the successive interference cancellation to achieve
multi-packet reception. Compressed sensing with “training” sequences
prepended to downlink transmissions “may be used for activity detection
and channel estimation”.

– coordinated grant-free access – users are assigned access patterns accord-
ing to the scheduling policy and these are infrequently updated

�e bene�ts of massive mimo are discussed. While there are promising
features such as high snr links due to the array gain and quasi-deterministic
links with spectacular spatial multiplexing capacity, if the environment allows
for enough scattering (→ diversity paths), the requirements for instantaneous
Channel State Information (csi) acquisition and complex signal processing
lead to trade-o� “between spatial diversity and multiplexing, as well as latency”.
Finally, following bene�ts of base station densi�cation are outlined.

– short association distance – reduced propagation loss

– per-user resource allocation increase – can be utilized for latency reduction

– multiple associations – extra associations for urllc users

4

Title N Ultra-Reliable and Low-Latency Wireless
Communication: Tail, Risk and Scale [9]

Author/s Bennis, Debbah, and Poor
Year 2018

Bennis,Debbah, and Poor review the state-of-the art literature related tourllc,
identify key enablers of urllc and their inherent trade-o�s. An overview of
relevant tools and methodologies used in various �elds from �nance to particle
physics applicable to analysis of urllc systems is provided.�eir usefulness
is illustrated by a set of case studies.

�e crucial argument made by Bennis, Debbah, and Poor is that in the
age of urllc the qos metrics can no longer been analysed in terms of simple
averages and that the focus to more complex statistical analysis is warranted.
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2.2 the problem

�is section provides a concise overview of the system model, discussion of
mapping of its abstract components to the features of realistic multi-rat sys-
tems and a general overview of the analysis techniques explored later in the
text.

3 2 1λA

3 2 1λB

3 2 1λC

scheduler

3 2 1

1 1 1

2 1 1

receiver

feedback (optional)

queueing time service time network time

Figure 2.2: Multi-rat system overview

A multi-rat system can be interpreted as a sequence of per-stream input
queues, a scheduler assigning input blocks to output interfaces and per-interface
output queues.�e scheduler may introduce redundancy to improve latency,
redundancy, throughput, etc.�e input blocks, which generally may be hetero-
geneous with respect to length may be fragmented (e.g using rateless codes).
�e schedulermay consider speci�c per-stream qos requirements and prioritize
certain tra�c classes.
In addition, one may consider the feedback channel from the receiver.�e

introduction of feedback channel enables reactive schemes such as early can-
cellation of pending transmissions of replicas a�er reception of one replica
has been acknowledged or, on the other hand, introducing redundancy a�er
a reception has not been acknowledged a�er certain time interval. Neverthe-
less, feedback may be exploited only in speci�c circumstances and given the
increased complexity, its cost may outweigh the potential bene�t.

�e main aim of this work is to analyse the system from qos perspective
and to develop strategies that optimize selected metrics.�e main approach is
to control and adapt redundancy introduced in the scheduler. qos optimization
strategies aim to answer following two fundamental questions:

– Which interfaces to use for each input block (fragment)?

– How much redundancy should be introduced given some constraints?

To analyse such system, it is necessary to develop a tractable model which
is “general enough to be applicable to any combination of rats, while at the
same time allowing the use of su�ciently detailed information to deliver high
performance”7 7. General objective of the Ambient

Networks IST project [99].
.

Although the concept of multi-connectivity has been studied extensively
in the recent years as part of the e�orts towards “5g networks”, the latency-
redundancy trade-o� has been analysed only sporadically and such works are
limited to empirical analysis. Surprisingly, much of tangential analytical work
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is being carried out in the context of high-performance parallel and cloud
computing where controlled introduction of redundancy and redundancy-
aware scheduling has been shown to be bene�cial (e.g. in systems MapReduce-
based systems). Parallel processing systems, unfortunately, typically exhibit
features such as homogeneity and exponential service times which greatly
simplify their modelling.
To author’s best knowledge, the relevant literature on qos optimization of

multi-rat systems including earlier works by author’s supervisors do not take
in account queueing delay within the receiver due to e.g. limited throughput
of its interfaces or limitations arising from mac protocols or retransmission
schemes. Especially in the context of iot applications utilizing the unlicensed
spectra, the impact of themedium access proceduresmay o�en be the dominant
factor.

�e author proposes to view the latency of a datagram as a sum of

queueing time corresponding to application layer datagram queues managed
by a “scheduler” which assigns datagrams to lower layer queues (inter-
faces) according to a “strategy”,

service time corresponding to the delay due to queueing in the service queues
(bu�ers) and the time spent executing the physical or media access layer
protocols at respective interfaces and

network time equal to the time elapsed a�er the actual transmission has com-
pleted at the transmitter side and the reception of the datagram at the
application layer of the receiver side. For example, such delaymay include
routing delays for connections over multi-hop networks.

From the perspective of the transmitter, the service queues are blocked by
each datagram for the respective service time duration. On the other hand, the
queues are not not directly a�ected by the network times.

�e author has explored two approaches to analyse such system which can
be broadly classi�ed as predictive and reactive, respectively.

2.3 proposed approaches

2.3.1 Predictive Approach

�e predictive approach relies on queueing-theoretic description of the system
which enables per-stream analysis of the expected system response time and re-
liability.�ese insights are subsequently used to select the “optimal” scheduling
strategy.
While, due to the inherent complexity of the problem, the scheduling strate-

gies were restricted to a family of �rst-come-�rst-served disciplines, the sched-
uler remains free to control the allocation of the interfaces to tra�c streams.
E.g., in the �gure above, stream A is served by all three interfaces while the
class B is served only by the middle one.
For a �xed allocation, both the simulation tool, quesi, and the analytical

framework developed and discussed later in the text, can be used to determine
the expected service time of a stream i, T(i), and the probability that a class-i
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datagram will be served at the interface s, Pi→s. Ultimately, the expected per-
class latency L(i) and reliability R(i) can be expressed as

L(i) = T(i) + T(i)
s Pi→s , (2.1)

R(i) = R(i)
s Pi→s , (2.2)

where T(i)
s and R(i)

s are the expected latency and reliability, respectively, of a
class-i datagram while being served by the interface s.

�e simulation framework enables numerical analysis of a very broad range
of redundancy queueing systems and as such is well suited for network planning
purposes. In order to deliver a tractable model, the analytical framework makes
the following assumptions about the system and as such is not as general.

– Per-stream arrival times follow exponential distribution(s) with parame-
ter(s) λi which are either known or may be estimated “on-the-�y”;

– Per-interface service times follow exponential distribution(s)8 8. Error performance of systems
where this condition is not ful�lled
exactly is analysed empirically. In
short, the analysis implies that a
wide range of non-exponential
systems may be modelled using this
technique with low approximation
error.

withmean(s)
µi which are either known or may be estimated “on-the-�y”;

– Per-interface-and-class network times follow general distribution(s) with
known or estimable parameters.�emeans to estimate the network times
include (but are not limited to) exploiting a dedicated feedback control
channel, protocol features such as immediate acknowledgement replies
or occasional transmission of “pilot” datagrams.

Nevertheless, it provides computationally inexpensive closed-form expres-
sions for the quantities listed above and as such may be easily used for adaptive
qos optimization even in signi�cantly computationally constrained systems.

2.3.2 Reactive Approach

As the performance characteristics of more behaviourally complex or more
dynamic systems could not be predicted “satisfactorily”, a reactive approach is
warranted.

�e general objective is to provide an algorithm solving the combinatorial
optimisation problem of allocating “processing” time at a set of interfaces to the
individual datagrams entering the system based on the knowledge of the current
state of the system and its expected stochastic performance characteristics.
In addition to the predictive approach outlined previously which attempts

to completely model the expected behaviour, the problem could be formulated
as stochastic resource allocation and scheduling problems.�e resources to be
allocated represent the time dedicated to serving the tra�c by an interface or
combination thereof. Once the set of interfaces capable of serving the tra�c is
identi�ed and the per-interface time allocation required to meet the speci�ed
qos requirements is known, the problem reduces to a classical scheduling
problem.

�e structural system model is equivalent to the �g. 2.2 on page 13. Inter-
nally, the solutions described below view the per-class input queues as a single
interleaved queue. In contrast to the predictive approach the system may be

15



required to cancel (remove) certain datagrams from the input queues without
ever allocating them to the outbound interfaces.

�e reactive approach is an well suited for more dynamic systems and these
not compatible with the set of assumptions imposed by the predictive analytical
framework. However, the advantage of �exibility is counterbalanced by the
cost during execution due to the need to constantly (re-)evaluate scheduling
decisions.

2.4 structure

�e remainder of this thesis follows the structure of the section 2.3 on page 14.
Part II on page 19 discusses the queueing-theoretic system model. Sec-

tion 4.1 provides formal set of de�nitions and assumptions used extensively
for the response time analysis in section 4.2. As a practical system may not
exhibit “exactly exponential” service times, the applicability of the model to
non-exponential systems is analysed in section 4.3. In section 4.4 the author pro-
vides an empirical insight into the transient behaviour of the queueing system.
Section 4.5 is dedicated to answering the crucial question of interface selection –
i.e. what is the probability that a given interface will serve the job �rst if multiple
interfaces operate in parallel? Section 4.6 makes a case for using preemptive
systems that enable job cancellations. Finally, section 4.7 discusses redundancy
structure representation and makes concluding remarks regarding employing
the technique for construction of adaptive qos-optimizing algorithms.

Part III on page 43 follows the development of the just-in-time schedul-
ing model. As the system exhibits qualitatively di�erent behaviour when a
queueing e�ect is signi�cant the section 6.1 on page 48 outlining scheduling
considerations consists of two parts: the brief �rst part discusses scheduling in
under-loaded systems. Subsequently, a statistical framework used to develop
an adaptive �ltering mechanism to cope with excessive tra�c is introduced.
A scheduling decision process is developed in section 6.2 on page 53. Finally,
in section 6.3 the concepts are demonstrated and evaluated using numerical
simulation.

Part IV on page 63 summarizes the work and, �nally the section 7.1 on
page 64 provides an outlook on the future work.
Bothmain parts II and III are prefaced with introductory sections outlining

the state of the art and providing concise summaries of selected, particularly
relevant, scholarly works.

�e appendices99. Page numbers pre-
�xed with the letter “A”.

include miscellaneous notes referenced throughout the
text to illuminate various concepts (i.e. examples and derivations) collected in
appendix A on page A1; and implementation details of the queueing simulator
in appendix B on page A5.
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Figure 3.1: “Central queue” analogy of a parallel queueing system.

A multi-rat system can be seen as a queueing system where each interface
is represented as a processor and datagrams scheduled onto an interface are
interpreted as being enqueued in a queue leading up to the processor.

Analyses of similar systems found in the literature build upon a simple in-
sight about parallel systems with replicated jobs. If a job is replicated acrossN in-
terfaces with associated service time randomvariables S1, S2, . . . , SN , the system
will behave as if there was only a central First Come First Served (fcf s) queue
withN processors attached to its head. Furthermore, if a job is removed from the
system a�er any of its replicas has been served, the processors could be seen as
a single processor with service time random variable SΣ = min{S1, S2, . . . , SN},
i.e. the service time of the fastest server.
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Figure 3.2: General redundancy system

Practical systems may involve multiple tra�c classes (colours in the �gure
above) and arbitrary redundancy structures (coloured arrows ibidem) repre-
senting of combinatorial assignments of interfaces to tra�c classes. Since the
response times of each particular class depend on the redundancy structure, a
more robust analysis is necessary.
Unfortunately, closed form formulae describing such systems are not known.

Assuming similar analogy as in the simplistic case outlined above, the general
system may be viewed as being structurally similar to the g/g/k1

1. g/g/k is a Kendall’s nota-
tion for a queueing system with

k servers where inter-arrival
times and service times are gen-
erally distributed (the respective
distribution may be di�erent).

. Very few
results for general k are known or even can be approximated (e.g. it can be
shown that even under simplifying assumption of exponentially distributed
inter-arrival times, the waiting time could not be approximated using �rst
two moments of the service time distribution [44]). Many of the very few
approximate solutions for k > 2 rely on very restrictive assumptions2

2. Commonly, all processors are
assumed to be identical [136] or

the utilization (and thus the queue-
ing time) is assumed to be very
high. Such assumption allows for
modelling the queue length as a
re�ected Brownian motion [72].

which are
unlikely satis�ed by practical systems in question. Another set of approaches is
based on the di�usion technique – i.e. interpolation between simpler systems3

3. For example, Kimura [71] models
the g/gi/k system as a combina-
tion of d/m/k,m/d/k and m/m/k

systems.�e “D” and “M” de-
note deterministic distribution
and exponential distribution (m
as in Markovian), respectively.

.
Extension of these results is not yet possible since exact analysis of simple
systems with replication and job cancellations is not available.

3.1 literature review

3.1.1 Multi-RAT QoS optimization

5

Title N Communication using multiple wireless
interfaces [17]

Author/s Chebrolu and Rao
Year 2002

�e work by Chebrolu and Rao is one of the earliest works on qos optimization
through wireless interface diversity.

�e authors note that in multi-rat systems, delay-sensitive applications
may su�er from out-of-order delivery (c.f. paper 7). To address the problem,
two algorithms are proposed:

• interface selector solves minimizes the “cost function” related to band-
width utilization (appropriate model referenced) constrained onmeeting
speci�ed qos goals.
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• earliest delivery �rst (edf) scheduling policy is used in conjunction with
the weighted fair queuing algorithm. edf schedules packets based on the
delivery time across the interfaces. Upper bounds on throughput, packet
delay, jitter and bu�er size required for in-order-delivery to higher layers
at client side are derived. (note: proofs to theorems are available in later
work [18])

6

Title N Performance Evaluation of Multi-Radio
Transmission Diversity: QoS Support for
Delay Sensitive Services [140]

Author/s Yaver and Koudouridis
Year 2009

Yaver andKoudouridis discuss the following tra�c splitting schemes (packet
level) and their impact on various qos metrics – average packet delay, packet
drop probability and goodput.

1. interface switching – at each time slot, at most one interface is scheduled
to transmit a packet. Tra�c scheduling decisions are based on feedback
information from the receiver side.

2. parallel transmission – the scheduler schedules outbound packets in a
round-robin fashion.

3. parallel transmission with redundancy – the scheduler schedules each
outbound packet on all interfaces (cloning).

�e system model adheres to the architecture proposed for the Ambient
Networks (FP6) project [99] as summarized by Koudouridis et al. [75].
Although simplistically, the authors raise the issue of feedback-based adap-

tive scheduling. A sophisticated NS2-based HSDPA model is used (code avail-
able [11, 27]).

7

Title N Delay optimal concurrent transmissions in
multi-radio access networks [142]

Author/s Yu, Hua, Li, and Ni
Year 2015

Yu et al. model tra�c �ow through a multi-rat system as an m/g/1 queue.
�e authors identify the out-of-order delivery as a major contributor to the
system latency (c.f. paper [reference not included in this report]) and formu-
late an optimization problem (doct) minimizing the maximum delay across
the interfaces. Inbound tra�c �ow is split intoM sub-�ows according to the
weights obtained as a solution to the doct problem and scheduled using a
fcf s scheduler. Closed-form solutions are provided for M = 2 and a dual
decomposition technique is discussed forM ≥ 3.

�e optimization problem formulation requires that the inbound and the
net outbound rates be equal (no redundancy).
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8

Title N Latency analysis of systems with multiple
interfaces for ultra-reliable M2M
communication [101]

Author/s Nielsen and Popovski
Year 2016

Nielsen and Popovski consider anM2Mdevice that hasN = 3 (generally not
independent) communication interfaces at its disposal. Assuming prior knowl-
edge of qos characteristics (quasi-cdf of the reliability in terms of latency) of
each interface and a Continous Time Markov Chain (ctmc) modeling failure
interdependence, both obtained empirically, the authors analyze three tra�c
splitting schemes complementing those discussed by Yaver and Koudouridis
[140]:

1. cloning across all interfaces – whole message is cloned

2. selecting 2 out of the 3 interfaces – each transmits 2/3 of the information
3. weighted splitting across two interfaces (cloning on the most reliable
third)

9

Title N Optimized Interface Diversity for
Ultra-Reliable Low Latency Communication
(URLLC) [100]

Author/s Nielsen, Liu, and Popovski
Year 2017

�e article builds upon the system model proposed in earlier work by
Nielsen andPopovski [101] andgeneralizes the proposed tra�c splitting schemes
forN interfaces.�eweighted splitting approach is formulated as a optimization
problem. A closed-form solution under the assumption of Gaussian interface
latency is derived for N = 2, however a solution for N ≥ 3 is only obtained by
exhaustive search4

4.�e author notes that as has
been demonstrated during the

internship, even a simplistic genetic
algorithm-based solver outperforms
the exhaustive search for N = 3 and,
in contrast, is applicable for N > 3.

.
�e message splitting is achieved by encoding the source message opening

the possibility for employing mechanism discussed in [reference to discussion
of network coding in �nal report here]. Splitting of short messages may be
ine�cient or even infeasible.

10

Title N Ultra-Reliable Low Latency
Communication Using Interface Diversity
[102]

Author/s Nielsen, Liu, and Popovski
Year 2018

�e article further extends the earlier work by Nielsen, Liu, and Popovski
[100].�e authors analyze the bounds on achievable latency gain in amulti-rat
systems with similar and dissimilar interfaces, the impact of payload length and
the latency-reliability trade-o�.�e reliability model is extended to account for
reliability-utilization trade-o�.
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Furthermore, the impact of interface failure dependence is analyzed. In the
case of dependent failures, the performance of both the cloning and interface
selection schemes degrades while the weighted splitting scheme is una�ected.

3.1.2 Redundancy–latency trade-o�

11

Title N Low latency via redundancy [129]
Author/s Vulimiri, Godfrey, Mittal, Sherry, Ratnasamy,

and Shenker
Year 2013

Vulimiri et al. raise the fundamental question of optimization of the trade-o�
between redundancy and latency by providing response time analysis of a queue-
ing system with N independent, identical servers as a function of redundancy
(number copies of transmitted data).

�e authors show that a certain threshold load below which tra�c repli-
cation always improves mean latency and provide values for simple system
con�gurations under the assumption that the introduction of redundancy does
not add no transmitter-side cost and brie�y discuss implications of a such over-
head. Interestingly, the authors recognize that a receiving-side overhead may
depend on the amount of redundancy due to correlated arrivals.
Finally, the authors provide thorough discussion5 5. Supplemented by numerous

empirical analyses.
of multiple possible ap-

plications ranging from disk-backed databases to Domain Name System (dns)
service and Transmission Control Protocol (tcp) connection establishment
procedures.

3.1.3 Tangential works in other areas

Analysis of MapReduce (fork-join) systems

λA + λB + λC 1 1 1 scheduler

1 1 µ1

1 1 µ2

1 1 µ3

Figure 3.3: Fork-join system model

In the parallel processing context, a (n, r, k) fork-join system forks each job into
r tasks across r out of n servers such that completion of any k tasks is su�cient
to �nish the job. Due to inherent analytical complexity and limited applicability
of the results, the analysis was limited to k = 1, n = r – i.e. systems where each
job is split across all available servers and all replicas are removed upon �rst
completion. More recently, bounds on expected response time of fork join
systems with general k have been obtained. In the case of the general problem,
only a heuristic-based estimation techniques with asymptotically diverging
estimation error.

23



�e multi-rat system may may be seen as a general (n, r, k) fork-join sys-
tem where service times are distributed according to the per-interface latency
distribution.�e analysis may be simpli�ed by setting k = 1 in cases where
successful transmission of one replica is su�cient or where there is a recep-
tion acknowledgement scheme that can be used to to determine successful
reception66. In this case, the service times are

distributed according to the round-
trip-time latency distribution. Since
any device can not compute one-way
latency without an external synchro-
nization (e.g. gps), such approach
may simplify the device design.

.

12

Title NWhen do redundant requests reduce
latency ? [116]

Author/s Shah, Lee, and Ramchandran
Year 2013

13

Title NWhen Do Redundant Requests Reduce
Latency? [117]

Author/s Shah, Lee, and Ramchandran
Year 2016

Shah, Lee, and Ramchandran provide a queuing-theoretic analysis of a
system composed of n servers processing batches of k jobs.�e authors examine
the impact of assigning each of the jobs may be to 1 ≤ r ≤ n servers at once
on the sojourn time for various con�gurations of k, service time distribution,
system load, etc.
For arbitrary k and “light-everywhere”7 service times the authors observe

that redundant requests help when the arrival rates are low, but start hurting
beyond a certain threshold on the arrival rate.�e value of the threshold is,
however, not provided.

14

Title N E�cient Redundancy Techniques for
Latency Reduction in Cloud Systems [67]

Author/s Joshi, Soljanin, and Wornell
Year 2017

Joshi, Soljanin, and Wornell analyze (n, r, k) fork-join systems where each
job is forked into r tasks across r out of n servers such that completion of any k
tasks is su�cient to �nish the job.�e authors consider general service time
distribution.

15
Title N Synergy via Redundancy [66]
Author/s Joshi
Year 2018

Joshi explores the general problem for by designing adaptive redundancy
schemes, where tasks are replicated if the original task did not �nish in given
time, and provides two heuristic-based replication policies.�e authors focus
on the impact on throughput, latency distribution analysis is not provided.

7“[U]nder a light-everywhere distribution, waiting for some time brings you closer to
completion, resulting in a smaller additional waiting time.”
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General queueing-theoretic analysis

16

Title N On Scheduling Redundant Requests With
Cancellation Overheads [83]

Author/s Lee, Pedarsani, and Ramchandran
Year 2017

Lee, Pedarsani, and Ramchandran consider parallel system with redundant
requests focusing on the impact of job cancellation overhead. �e authors
analyze a m/m/2 queuing system under the customary assumptions of Poisson-
distributed arrivals and exponential i.i.d. service times.

�e authors analyze three job cancellation scenarios: infeasible, slow and
immediate. In addition to thresholds on amount of redundancy works 12, 13
and 11, the authors observe that even in the scenario with infeasible cancellation,
when the arrival rate is smaller than a certain threshold, one can still reduce
job latency by using redundant requests.

�e analysis is based on insightful observation that Little’s law can be gen-
eralized to redundant systems simply by considering only distinct jobs in the
system (excluding redundant replicas; proof provided).�e authors prove

17

Title N Reducing Latency via Redundant
Requests [39]

Author/s Gardner, Zbarsky, Doroudi, Harchol-Balter,
and Hyytia

Year 2015

18

Title N Queueing with redundant requests: exact
analysis [38]

Author/s Gardner, Zbarsky, Doroudi, Harchol-Balter,
Hyytiä, and Scheller-Wolf

Year 2016

Gardner et al. provide an exact analysis of a redundancy system consisting
of k servers serving ` classes of jobs. A closed form of limiting probability
distribution is derived for the most general case where each class of jobs is
replicated across all servers which can serve it.�ree simpli�ed models are
analyzed in greater detail:

Nmodel with k−1 non-redundant classes and 1 redundant class. Non-redundant
classes arrive with rate λC i and join the queue at k − 1 servers, one
server each. Redundant class arrives with rate λR and is replicated
across queues at all servers.

Wmodel with k non-redundant classes and 1 redundant class. Non-redundant
classes arrive with rate λC i and join the queue at k servers, one server
each. Redundant classes arrive with rate λR and is replicated across
queues at all servers.

Mmodel with k− 1 non-redundant classes, k− 1 dedicated servers and 1 server
serving redundant requests. Redundant classes arrive with rate λC i
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and are replicated across queues at k−1 dedicated servers, one server
each, and the queue at redundant server.

Unfortunately, the solutions provided assume Exponentially distributed
service times and thus could not be applied directly to multi-rat systems.
However, the intuitive interpretation of the solutions may prove useful even
with generally distributed service times.

19

Title N Scheduling for e�ciency and fairness in
systems with redundancy [40]

Author/s Gardner, Harchol-Balter, Hyytiä, and Righter
Year 2017

�e authors, building upon the previous work of Gardner et al. [39, 38],
provide closed form expressions for per-class response times as well as intu-
itive interpretations, which might be applied to systems with general service
times. Next, the authors focus on design of scheduling policies minimizing the
response time while guaranteeing fairness across job classes.�e most evolved
strategy achieving fairness, Primaries First – under which one of the replicas
designated as the primary is given preemptive priority over secondaries, regard-
less of job class, while the primaries (respectively, secondaries) are served in
fcf s order – is shown to perform well with regards to latency regardless of
service time distribution.

�e works 17, 18 and 19 are aggregated in thesis proposal [37] and the �nal
thesis [36] of Kristy Gardner.
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4
QUEUEING MODEL

�is chapter provides an alternative derivation1 1.�e author has misinterpreted
one of the de�nitions (highlighted
in the following section) provided
by the authors of the referenced
publication and incorrectly assumed
that there was a mistake in the
publication. Consequently, the
author has “corrected” and validated
the solution to match his alternative
set of de�nitions.

of the analytical description of
a m/m/k system assuming “nested” structure (see below) with replication and
job cancellations obtained by Gardner et al. [40]. Although the ultimate result
is equivalent, the author believes that the subsequent sections may still provide
more intuitive insight and may be viewed as experimental veri�cation.
In addition, formulae for system overhead due to job replication and a

closed-form expression for probability of job of class i being served at server s,
enabling analysis of systems with per-interface additive delay, are derived. For
comparison, numerical results are given for more general systems. Finally, the
rate of convergence of the asymptotic solution is examined.

4.1 definitions

2
1

2
1
1

2
1
1
1

λA λB λC

µ1 µ2 µ3

SA

A B = SB

SC

λA, λB, λC

2
1
1
1

fcf s

µ2µ1 µ3

≡

Figure 4.1: Nested queueing system model

�e following four paragraphs are primarily drawn from the aforementioned
work by Gardner et al. [40] for reader’s convenience.
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�e authors consider a general multi-server system consisting of k servers
and ` classes of jobs, as shown in the �gure above. Arrivals form an Poisson
process with average rate λ. Each job belongs to class j independently with
probability p j; the arrival rate of class j is λ j = λ ⋅ p j. Each job of class j
replicates itself upon arrival by joining the queues at a �xed subset of the
servers S j = {s ∣ server s can serve class j}. A job is allowed to be in service at
multiple servers simultaneously. Each job departs the system immediately as
soon as its �rst replica completes service, at which time all remaining replicas
are immediately cancelled.�e k servers are heterogeneous, where each server
s provides service rate µs. Service times are assumed to be exponential and
independent across jobs on the same server and across the same job on di�erent
servers.
In a nested system, for all job classes i and j, we have either Si ⊂ S j, Si ⊃ S j,

or Si ∩ S j = ∅, where ⊂ and ⊃ refer to proper subset and proper superset,
respectively. If we have multiple identical servers (identical in the sense that
they can serve the same classes of jobs, not necessarily in service rates), we can
think of these servers as a single fast server.�is is because a single job will
occupy all the identical servers, releasing them all at the same time for the next
job to be assigned. In this sense, relation Si = S j is also permitted.
Let class-A be the most redundant job class in the nested system (i.e., class-

A jobs replicate to all k servers).�en the remaining ` − 1 job classes can be
partitioned into two nested subsystems, denoted A and B, by the following
construction such that for all classes i ∈ A, j ∈ B, Si ∩ S j = ∅.�at is, none of
the classes inA have any servers in common with any of the classes in B.
Let Si denote the subsystem in which class-i is fully redundant.�at is, the

servers in the subsystem S j are the servers in S j. For any subsystem S , we use
µS to denote the total service rate of all servers in S , and λS to denote the total
arrival rate of all job classes in2

2.�e author incorrectly assumed
that λS j referred to the total arrival
rate of all job classes entering S j

while Gardner et al. meant the sum
of arrival rates of all job classes i
such that, S i ⊆ S j . Unfortunately,
the original publication contains
a “typo” in the equation de�ning
this quantity which prevented

correct resolution of the ambiguity.

For example, in the �gure above,
λSB = λA + λB + λC when assuming

the author’s de�nition (i.e. the
total arrival rate into the subsystemSB) while λ′SB = λB + λC when
assuming the original de�nition.

�e author’s interpreta-
tion is assumed throughout
the remainder of the text. S .

4.2 response time analysis

2
1

2
2
1
1

λA λB

µ1 µ2

SA

SB

λA, λB

2
2
1
1

fcf s

µ1 µ2

≡

Figure 4.2: Response time analysis example con�guration

In the system depicted above, the subsystem SB corresponding to the job class
B is nested within SA. For the purposes of illustration, the following paragraphs
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will follow the “lifetime” of a particular job, however as a consequence of the
arrival theorem, on average, the behaviour of the system will be identical.

�e duration until the job 2 leaves service can be seen as a sum of two
components:

1. Jobs of the enclosing class A in front of it must leave the queue, i.e. the
queueing time of class Amust elapse. Since jobs of both classes are being
processed in SA, the exclusive “capacity” available for processing class-A
jobs is obtained by subtracting the “capacity” required by class-B jobs,
i.e. µSA − λB = µRSA

.
Note that this step must be repeated for each enclosing subsystem.

2. Subsequently, the system, as seen from the perspective of the class-B jobs,
consists structurally only of the subsystem SB. Since the jobs of classes
corresponding to enclosing subsystems (i.e. class A) have “already” le�
the queue, the total residual arrival rate into SB obtained by subtracting
the e�ect of these classes, i.e. λSB − λA = λRSB

.�erefore, the job leaves
service a�er the response time of the adjusted system elapses.

Ultimately, the response time of job class i is given by

T(i) = ∑
j∶Si⊂S j

T m/m/1
Q (λ j , µRS j)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
1. as many times as necessary

+ T m/m/1(λRSi , µSi)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

2.

, (4.1)

where T m/m/1(λ, µ) and T m/m/1
Q (λ, µ) are expressions for the response time

and the queueing time of a m/m/1 system; λRSi
= λSi − ∑ j∶Si⊂S j λ j denotes

the residual rate entering subsystem Si a�er subtracting the e�ect of classes
corresponding to subsystems enclosing Si , and µRSi

= µSi −∑ j∶S j⊂Si λ j denotes
the residual “processing capacity” available for jobs of class j within Si a�er
subtracting the the e�ect of classes corresponding to subsystems nested withinSi .
A numerical example is provided in appendix A.2.1 on page A2 in the

appendix.�e results obtained through simulation3 closelymatch the analytical
solution given enough simulation time.�e convergence rate and applicability
of the general approach to systems with “almost-exponential” service time
distribution is discussed next.

4.3 applicability to non-exponential
systems

As the service time distribution may not be exactly exponential, the approxi-
mation error due to “distributional mismatch” restricts the applicability of the
model to general systems. Two generalized approaches are analysed:

1. exponential �tting – service rates are approximated by an exponential
distribution and the response time is modelled directly by equation (4.1);

3See appendix B.2 on page A18.
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2. Pollaczek-Khinchine modelling – a “response-time structure” identical
to the equation (4.1) is assumed, yet the formulae for m/m/1 queues
are replaced by Pollaczek-Khinchine relations for m/g/1 queues with
parameters as appropriate (see below).

4.3.1 Error Performance Evaluation

3
2
1

2
1
1

λ1 λ2

k1 , µ1 k2 , µ2

Figure 4.3: System structure used
for approximation error evaluation.

Error performance of both generalized approximation techniques was evaluated
against a reference obtained by simulating the system displayed in �g. 4.3 which
is structurally equivalent to the examples given in sections above.

�e inter-arrival times were distributed exponentially with rates λ1 and
λ2 while the service times were distributed as a distribution with Probability
Density Function (pdf) given as

W ′(k, µ) ≡ W (k, 1
µΓ (1 + k−1))

whereW(k, s) is the Weibull distribution with shape k and scale s.

�e mean of the modi�edWeibull
distribution is equal to the mean

of an exponential distribution with
rate µ.�e modi�edWeibull dis-
tribution interpolates between the
exponential distribution with rate

µ when k = 1 and a Rayleigh distri-
bution when k = 2.�e modi�ed

Weibull thus captures wide range of
common latency distributions, as

does the similar Erlang distribution.
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k = 1.75, µ = 1.00
k = 1.75, µ = 0.50

Figure 4.4: pdf of the mod-
i�edWeibull distribution.

�e con�guration was simulated for all combinations of parameters for
i ∈ {1, 2}:

λi 1 to 5 with a step of 0.5;

ki 0.25 to 1.75 with a step of 0.25;

µi 2 to 10 with a step of 1.

Results presented below express the relative approximation error as a func-
tion of the combination of service time distribution shape parameters, ki .

4.3.2 Exponential �tting technique

Figure 4.5: Relative absolute error of T(1) aggregated (median) over all λ i and µ i .
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Figure 4.6: Relative absolute error of T(1) aggregated (median) over all λ i and µ i . Con�gura-
tions resulting in relative error in excess of 20% were removed.

�e �gures 4.5 and 4.6 on the preceding page andon the facing page, respectively,
show the result (and a detail view thereof) for the fully redundant class 1, while
the �gures 4.7 and4.8 on the current page andon the following page, respectively,
present the result for the nested class 2.

Figure 4.7: Relative absolute error of T(2) aggregated (median) over all λ i and µ i .
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Figure 4.8: Relative absolute error of T(2) aggregated (median) over all λ i and µ i . Con�gura-
tions resulting in relative error in excess of 60% were removed.

�e results indicate that the error is exacerbated by nesting. While the
error of fully redundant class 1, T(1), increases moderately as shape parameters
approach 0.25, the error of nested class 2, T(2), in this area grows dramatically
towards values in the order of 100s %.�e error of T(2) is in�uenced primarily
by the values of k2 since server 1 does not process jobs of class 2.

�e results exhibit low to moderate approximation error for systems whose
service time probability mass is not concentrated around a certain value4

4.�at is, higher values of the
parameter k corresponding to
“close-to-exponential” or more

“Rayleigh-like” distributions. Still,
more e�ort focused on understand-
ing the shapes shown above and

improving the estimator is needed.

.

Approximation Error Distribution

Some insight could be obtained by observing relative approximation errors
corresponding to combinations of parameters µi and λi , aggregated by the
combination of shape parameters (ki) of the service time distributions.
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Figure 4.9: cdf of the relative error of T(i).
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Figure 4.10: cdf of the relative error of T(i) a�er removing con�gurations exhibiting high
utilization.

In the �g. 4.9 on the preceding page, the service time distribution of server
1 is �xed to exponential (k1 = 1) as k2 varies.�e results suggest that a system
with more “Rayleigh-like” service time distribution (green) exhibits greater
response times than “predicted” and vice-versa. If this relationship could be
generalized, the insight could be exploited to improve the approximation.

�e behaviour of a simpler system with a more signi�cant portion of the
probability mass of the service time distribution concentrated around zero is
generally more deterministic5

5. However, the mutual in�uence of
multiple classes in more complex
systems is yet to be understood.and queueing is less likely.

Figure 4.10 obtained by removing con�gurations for which the utilization
is high ( λ1

µ1+µ2 ≥ 0.5 and λ2
µ2 ≥ 0.5).�e �gure reveals that the data points at the

tails of the error distributions correspond primarily to con�gurations where
the utilization is high6

6. In highly utilised systems, the
queueing time typically dominates
the response time..
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Figure 4.11: cdf of the relative error of T(i) a�er removing con�gurations exhibiting high
utilization..

In the �g. 4.11, the “opposite” situation is presented.�e service time distri-
bution of server 2 remains �xed to exponential (k2 = 1) as k1 varies. In addition
to the e�ects discussed above (all apply), the dramatic shi� of the blue curves
towards higher absolute values further con�rms that the nested job classes are
more severely a�ected by a distributional “mismatch”.
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In contrast to the trivial case77. Both service time distribu-
tions distributed exponentially.

, in this scenario, class-2 jobs are more likely
to be blocked by class-1 jobs and as a result, the approximated response times
are signi�cantly lower shi�ing the cdfs to the le�.

4.3.3 Pollaczek-Khinchine modelling technique

As the general formula form/g/1 queues takes into account secondmoments of
the service time distributions, the performance of an approximation obtained
by formulating equation eq. (4.1) on page 29 in terms of m/g/1 queues is
evaluated.
Let T(1)

P , T
(2)
P , . . . , T

(n)
P denote the service time random variables, T(Si)

P =
mins∈S i T(s)

P the minimum of the service times across servers in Si , µSi =
ET(Si)

P its mean and σ2Si
= VarT(Si)

P variance. Similarly to the earlier de�nition
of λRI1 , let rRSi

= (µSi)−1 −∑ j∶S j⊂Si λ j denote the residual “processing rate” of
jobs of class j within Si a�er subtracting the the e�ect of classes corresponding
to subsystems nested within Si .�en,

T(i) ≃∑
j∶Si⊂S j

T M/G/1
Q [λ j , (rRS j)−1 , (rRS j)−2] + T M/G/1(λRSi , µSi , σ

2Si), (4.2)

whereT M/G/1(λ, µ, σ2) andT M/G/1
Q (λ, µ, σ2) are given by the Pollaczek-Khinchine

formula for m/g/1 queue.
�e second term was obtained merely by expressing the m/m/1 queue

in the original formulation by an equivalent expression for an m/g/1 queue.
�e classical queueing theory, unfortunately, does not suggest a sensible way
to generalise beyond the particular case of exponentially distributed service
times.�erefore, the approach for obtaining the second term was intentionally
simplistic: the mean was obtained as the inverse of the rate while the variance
was set so that the coe�cient of variation is equal to the rate as in the exponential
case. Such construction is indeed suboptimal in the general case; however, at
the time of writing, the author lacks the insight necessary for the development
of a better approximation.

Figure 4.12: Relative absolute error of T(1) averaged over all λ i and µ i .
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Figure 4.13: Relative absolute error of T(2) averaged over all λ i and µ i .

In comparison to the exponential �tting technique, the approximation
error is worse in most cases. Since to author’s best ability, the shape of the
contours shown in �g. 4.12 on the preceding page cannot be easily explained; the
author considers this approach as not applicable unless more insight enabling
improvement of the approximation becomes available.

4.4 convergence analysis

Since the technique derived in previous sections relies on mean value analysis,
the solutions hold only on (long-time) average which, as mentioned in the
literature review entry 4 on page 12, may not be su�cient for some applications.

Figure 4.14: Convergence of the mean response time expressed as error relative to the
asymptotic value.�e le� axis refers to the number of �nished jobs.�e grey lines correspond
to the 10% bounds for the stationarity stopping criterion with the threshold of 0.1.
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�e �g. 4.14 on the previous page obtained by simulating the example shown
in �g. A.1 on page A3 (numerical example for the response time analysis)88. Structurally identical to the

system shown in �g. 4.3 on page 30. illustrate the typical shape of the relative error (∆☀) of the simulated mean
response time, T̂(i), as a function of the simulation time99. For purposes of this sec-

tion, the rates shown in the
�g. A.1 on page A3 are as-
sumed to have units of Hz.

, t, i.e.

∆T̂(i)(t) = T̂(i)(t) − T̂(i)
asymptotic

T̂(i)
asymptotic

(4.3)

Clearly, to achieve a relative error lower than 10%, a number of jobs in the
order of thousands required which suggests that the technique may not be ideal
for applications operating in moderately to rapidly time-varying environments.

Figure 4.15: Number of class-1 jobs �nished when the stationarity stopping criterion with 0.01
threshold was triggered1010. Note: the simulation was

stopped a�er 5 consecutive ob-
servations of the ∆T̂(i)(t) with

observation period of 104 simulation
steps were lower than the threshold.
In the future version of the simula-
tor, the option to trigger directly on
the number of jobs will be added and
the �gure will be modi�ed to show
the number of jobs �nished at the
time of the �rst of the observations.

.�e plot for class-2 is visually identical, yet the values are lower by
approximately 7%.

�e �g. 4.15 obtained by simulating the system shown in �g. 4.3 on page 30
with identical parameters as previously shows that systems exhibiting more
“Rayleigh-like” service time distributions require signi�cantly less time to con-
verge as opposed to their counterparts with low shape parameters correspond-
ing to pdfs concentrated tightly around zero with a long tails, although deeper
analysis is needed.

4.5 probability of processor selection

Following the decomposition of the response time described above, on average,
a job of class i spends possibly multiple queueing times corresponding to
enclosing subsystems in addition to its own before entering service at any of
the servers.�e probability of leaving service at server s ∈ Si therefore may
only depend on processing times of classes j such that S j ⊆ Si .
Upon reaching head of the queue, the jobs replicate across all servers.�e

server with smallest service time serves the job.�erefore, the server selection
probability is
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Figure 4.16: Example of the struc-
ture of a nested queueing system
model.

Pi→s = Pr{job of class i served at server s ∈ Si}
= Pr{s = argmin

s∈S i

T(s,i)
P } , (4.4)

where T(s,i)
P denotes the random variable corresponding to processing time of

class i at the server s.
In the trivial case of a “innermost” subsystem Si (i.e. such that for any

j, S j /⊂ Si), the processing time random variable is equivalent to a random
variable with the service time distribution.
Similarly as seen during derivation of the response time, in general case

job class i experiences only residual “processing capacity” due to subsystems
nested within Si .�e residual “capacity” of server s available for serving class-i
jobs is

µRs,i =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

µs − ∑
j∶s∈S j ,S j⊂Si

λ j ⋅ Pj→s , s ∈ Si

0, otherwise
(4.5)

�e server selection probability term ensures that, on average, only a fraction
of the required capacity by class j proportional to the likelihood of class- j job
(S j ⊂ Si) being served by the server s is subtracted.
For independent exponentially distributed processing times with mean µRs,i ,

the probability of s’s service time being the minimum across Si , is11 11. See appendix A.1.1 on page A1 in
the appendix for derivation.

Pi→s = µRs,i∑
t∶t∈S i

µRt,i
(4.6)

Formulae eq. (4.5) and eq. (4.6) form a recursive expression of �nite depth
(i� the redundancy structure is �nite).�e innermost subsystems have to be
computed �rst as their e�ects impact the server selection probabilities of classes
corresponding to enclosing subsystems.
Numerical example illustrating the calculation and the veri�cation of the

results using a numerical simulation is provided in appendix A.2.2 on page A3
in the appendix.

4.6 preemption & efficiency

�roughout the text, the author has analysed systems where jobs may be pre-
empted (interrupted) during service.�e analysis of the non-preemptive sys-
tems where jobs may be removed neither from the queues nor the servers
e�ectively reduces to a mere response time analysis of parallel isolated queue-
ing systems12

12. As, trivially, those systems are
bound to perform poorly and thus
are not practical, the author will not
discuss them further.

.�e third option is to perform hybrid preemption where jobs
may be interrupted only before entering service13

13. I.e. when a replica has le� service
before another replica enters.as discussed next.
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Figure 4.17: Pdfs of random variables X, Y and Z distributed as Exponential (µ = 10),
Normal (µ = 4, σ = 10) and Rayleigh (B = 8), respectively, and their minimums.

Since the min operator concentrates the probability mass around zero, the
jobs in the queues of a preemptive system perceive the convolved14

14. Not referring to the
convolution operator. service time

distributions (non-solid lines in �g. 4.17) whereas the jobs in the hybrid preemp-
tive systems see only the individual distributions (solid lines).�e preemptive
system blocks for the duration of a single sample drawn from the convolved
distribution while the hybrid system, each of the servers serving the job blocks
for the duration drawn independently from the respective distributions which
implies a loss in e�ciency if serving the job once is su�cient.

Figure 4.17 illustrates that the
probability of short service oc-
curring at one server while the
other experiences longer service
is higher when at least one of

the distributions is heavy tailed.

Figure 4.18: Relative slowdown of class-1 jobs due to lack of preemption.
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Figure 4.19: Relative slowdown of class-2 jobs due to lack of preemption.

�e �gures 4.18 and 4.19 obtained by simulating the system shown in �g. 4.3
on page 30 with identical parameters as previously shows the relative (median)
slowdown ς(i) expressed as

ς̂(i) =Med⎡⎢⎢⎢⎢⎣
T̂(i)
non-preemptive − T̂(i)

preemptive

T̂(i)
non-preemptive

⎤⎥⎥⎥⎥⎦ . (4.7)

As illustrated by the �g. 4.18 on the facing page, the loss of e�ciency while
processing class-1 jobs is largest when the shape parameter of the �rst server
(serving exclusively class-1 jobs) is low which corresponds to the conclusions
concerning tail distributions reached above.
Figure 4.19 shows that the class-2 jobs are impacted less severely as they

are processed only on server 2 and thus do not bene�t from the multi-server
diversity in either case. In addition to the most notable impact of the parameter
k2, the e�ect of class-1 jobs blocking class-2 jobs becomes more apparent as the
tail of the service time distribution of the �rst server grows heavier.
A complementary approach of analysing the impact of cancellation over-

head (delay) taken by Lee, Pedarsani, and Ramchandran is summarized in the
literature review entry 16 on page 25.

4.6.1 Structural ine�ciencies

η(i) = time spent processing a class-i job j∑
s∈S i

time spent processing the job j by the the server s
(4.8)

In addition to possible ine�ciency due to limited support for preemption
by the target system, the redundancy structure itself is a fundamental factor
reducing the system e�ciency. In the worst case scenario all replicas of a class-i
job enter service at all servers in Si simultaneously. By the time t the fastest
replica leaves service, in addition, all remaining servers have already wasted(n − 1) ⋅ t time units leading to the worst case e�ciency
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η(i)
preemptive ≤ t

n ⋅ t
= 1

n
. (4.9)

In hybrid preemptive servers, the servers which ultimately do not serve the
job waste the whole service time samples drawn from their individual service
time distribution; moreover the non-preemptive systems’ queueing times are
additionally adversely impacted by redundant jobs already served elsewhere
and thus

η(i)
non-preemptive ≤ η(i)

hybrid ≤ η(i)
preemptive. (4.10)

General formulae for η in the preemptive and hybridly preemptive cases
are hard to derive as one would have to determine the positions (in queue or
receiving service at a server) of all replicas of each job leaving service.

4.7 redundancy structure (optimization)

�e redundancy structures can be seen as amatching in an undirected bipartite
graph where each vertex is either one of n input streams or one of m queues.
For any such graph, there are 2m⋅n such matching. For practical purposes, only
the structures where all job classes are assigned and none of the servers is idle.
By inclusion-exclusion principle (applied twice), the number of suchmatchings
is

N = n∑
k=0(

n
k
)(−1)k(2n−k − 1)m . (4.11)

Furthermore, structures which are not nested structuresmay not be analysed
using the technique set forth above, and thus are not to be considered.
A redundancy structure may be represented by an adjacency matrix of the

corresponding graph representation, however since the adjacency matrix of
any such bipartite graph if of the form

A = [0n,n B
BT 0m,m

],
de�nition of the allocatiom matrix B is su�cient.
A simplistic algorithm to generate all valid allocation matrices is to begin

with a full graphmatrix and recursively attempt to remove edges and verify that
the resulting structure is satis�es all properties discussed above.�e algorithm
is equivalent to a depth-�rst (or breath-�rst) search of a tree where each child
vertex is a valid redundancy structure formed by removing an edge from the
parent redundancy structure so that no two vertices are identical.

�e optimization algorithm would compute the full response times and
reliabilities using eq. (2.1) on page 15 for all valid structures and, if available,
selects a structure satisfying the de�ned per-job class requirements or other
optimization goal (e.g. minimum of the response times averaged across all job
classes). For systemswith small numberof interfaces and job classes,which is the
likely scenario for the IoT devices this work primarily focuses on, the number
of combinations permits exhaustive search. For more complex applications an
approximation technique (e.g. a genetic algorithm) may be more suitable.

40



PART III

JUST-IN-TIME PERFORMANCE
OPTIMIZATION





5
STATE OF THE ART

�e just in time approach is an umbrella term arising inmany areas of human
activity including manufacturing, supply-chain and general management as
vividly discussed in the work of one of the pioneers of the paradigm o�en
credited for introduction in the method to the western world, Monden [94].

�e Toyota Production System was developed and promoted by Toyota Motor
Corporation [author: in the 1950s] and is being adopted by many Japanese com-
panies in the a�ermath of the 1973 oil shock. �e main purpose of the system is to
eliminate through improvement activities various kinds of waste lying concealed
within a company.

TPS enables one-piece production that allows products to be made �uidly, one
unit at a time, just as water �ows through a river.

Yasuhiro Monden [94, pp. 3 and xxxiv]

�e general applicability of the additional optimization objectives intro-
duced into the classical theory of scheduling has led to its adoption in general
systems-theoretic literature [80]. Amongst these objectives, the minimization
of the overall tardiness and reduction of “waste” can easily be seen as crucial
for general computer [12] and communication systems [87, 91]. In this context
the interference (i.e. waste) reduction is a key enabler of the massive deploy-
ment envisioned as the foundation of the future Internet. As discussed in the
prologue, the requirements for low latency follow directly from the intended
applications including mission-critical systems such as factory automation and
autonomous driving.

�e problem of qos-aware scheduling in telecommunications [6, 31, 7] and
communications systems especially in the context of hardware design (e.g.
[90]) is a broad research �eld of its own. Similarly, the problem of channel
assignment o�en analysed within the contexts of Wireless Mesh Networks
(wmns) [2] and to lesser extent in hetnets [141] has received much attention
in past two decades. With the advent of multiple radio interfaces on a single
device, the availability of a�ordable performant hardware suitable for massive
deployment and the demand for ultra-reliable low-latency networking, the
obvious generalization lies in scheduling across multiple interfaces to achieve
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enhance system reliability and reduce latency. Unfortunately, the literature is
scarce and solutions addressing constrained networks are lacking.

5.1 literature review

5.1.1 Local scheduling

20

Title N Opportunistic Scheduling:
Generalizations to Include Multiple
Constraints, Multiple Interfaces, and Short
Term Fairness [77]

Author/s Kulkarni and Rosenberg
Year 2005

As with many other works on scheduling with multiple constraints done in the
early 2000s, the work of Kulkarni and Rosenberg focuses on achieving objective
and directly quanti�able qos measures (e.g. fairness, energy consumption, data
rate, etc.) in a time-slotted wireless system. Inspired by earlier information-
theoretic works on multi-user diversity in time-varying channel conditions
[128], the authors propose to generalise the classical “water-�lling” solution
to power allocation problems and further argue that an optimal solution for a
multi-interface system is also an argmax policy with a water-�lling method.

21

Title N Scheduling Packets over Multiple
Interfaces While Respecting User Preferences
[139]

Author/s Yap, Huang, Yiakoumis, Chinchali, McKeown,
and Katti

Year 2013

Yap et al. develop a fair scheduler that respects the users’ preferences (e.g.
assigning more capacity to using only a subset of interfaces for a particular ap-
plication) by extending the De�cit Round Robin (drr)11. drr is aO(1) approximation of a

Fair Queueing scheduler by Demers,
Keshav, and Shenker [23] (based on
the rfc 970 by Nagle [96]) which
requiresO(n) work, where n is the
number of datagrams in the queue.

technique.�e authors
develop a pareto e�cient scheme requiring almost no coordination among the
interfaces. As the work is primarily focused on optimising throughput of an
ideal system, the stochastic phenomena such as latency distribution, and relia-
bility are not discussed. Furthermore, the algorithm operates on the premise of
having a continuous input streams de�ned by their rates rather than making
decisions on datagram by datagram basis.

22

Title NMulti-interface Communication:
Interface Selection under Statistical
Performance Constraints [68]

Author/s Kar, Rizk, and Fidler
Year 2018

samples

samples

SN

S2

S1
a. Inference

& decision

Figure 5.1: Transition based
system. source : [68].

Kar, Rizk, and Fidler consider a multi-rat transition based system where
each interface with its associated input queue form a subsystem Si as shown
in �g. 5.1 de�ned by its service curve [21] which are either known or inferred
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from observation.�e system decides at the beginning of every epoch which
subsystem to assign the arrivals (a.) to – i.e. each datagram is processed by a
single interface.

�e authors employ stochastic network calculus2 2. See their earlier work [32].to develop a scheduling
strategy minimising the waiting time. Further, the authors develop an envelope
for general discrete-time Markov modulated service processes and from the
numerical evaluation in the special case of Gilbert-Elliot channel observe that
a “adaptive strategy takes the statistical characteristics of the arrival and service
processes into account” outperforms both Round-Robin and Join the Shortest
Queue policies.

23

Title NMultiple Interface Scheduling System for
HeterogeneousWireless Vehicular Networks:
Description and Evaluation [111]

Author/s Roman, Ball, and Ou
Year 2017

outbound 
packets from L3 

Queue Type 

Scheduler 

RAT Score 

Computation 

SendQ 

Inbound Packets 
to L3 

Reference & 

Parameters 

Database 

RAT info 

Extract RAT 

info 

Figure 5.2: source : [111]

�e work of Roman, Ball, and Ou focuses on
qos-aware scheduling in multiple-interface vehicu-
lar (ieee 802.11-based) systems. Following the ieee
802.11e-based qos classi�cation separating the traf-
�c into queues by qos-class priority, the proposed
scheduler employs an intricate scoring system (see
�g. 5.2) that “grades” available rats based on data-
gram metadata, queue state, user preferences (e.g. en-
ergy consumption), etc. Finally, the datagram is sent
out using the rats scoring positively. Although the
authors give special attention to delivery of safety-
critical tra�c the possibility of employing multiple
interfaces in parallel is not explored3

3. Cf. Figure 5 in [111] – as its �rst
step, the scoring system eliminates
each rat with higher average delay
than the requirement.

.

5.1.2 Network scheduling (in wireless mesh networks)

�e evolution towards contemporarywmn began in the early 1980s with the
US military funded research programme darpa suran4 4. Defense Advanced Research

Projects Agency SURvivable Adap-
tive Networks

[10] into adaptive
self-con�guring, multi-hop networks.�roughout the 1990s the development
was primarily limited by the availability of a�ordable hardware. By the turn
of the century the signi�cant increase in availability of powerful yet a�ord-
able equipment accompanied with the maturation of core projects within the
ieee 802 family5 5. Most importantly, ieee 802.11 and

the ieee 802.14.
heralded a dramatic surge in research work worldwide.

24

Title N Channel Assignment Techniques for
Multi-Radio Wireless Mesh Networks: A
Survey [2]

Author/s Alim Al Islam, Islam, Nurain, and
Raghunathan

Year 2016
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Channel assignment techniques for multi-radio WMNs 
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Figure 5.3: Classi�cation of channel assignment techniques. source: [2].

A�er decades of research intowmns, even the range of works focused on
addressing the joint problem of channel66. E.g.; there are up to 14 (13 in

Europe) overlapping ieee 802.11
channels in the 2.4 GHz band.
Depending on the region, it is
possible to specify up to 4 non-
overlapping channels, i.e. whose
spectral overlap is so small that it
does not a�ect the performance
of networks which use them. [92]

and interface selection in multi-rat
wmns is beyond brief summary.
Fortunately, Alim Al Islam et al. have provided an excellent survey of over

150 articles solely focused on channel assignment techniques in multi-radio
wmns. Instead of commenting on individual approaches the author would like
to highlight that the vast majority of the works neglects the qos (e.g. latency
and reliability) aspects and remain an open research topic.
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6
JUST-IN-TIME SCHEDULING

“�e fact that any operation, no
matter how complicated, can be
resolved into a series of simple
operations, is the key to the solution
of many problems. (...) �e natural
method, then, of studying a complex
operation is to study its component
elementary operations.”

H. L. Gantt [35, p. 41]

In contrast to the queueing-theoretic approaches discussed earlier, the algo-
rithmic scheduling solutions attempt to gather as much information about
the system under control during runtime and to make scheduling decisions
reactively rather than predictively.

jit scheduling can be illustrated by a Gantt-like chart where each interface
is associated with a time axis and scheduled packet are shown as bars placed
on the corresponding axes according to the instantaneous allocation.
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Figure 6.1: JIT scheduling chart.�e colours denote di�erent tra�c classes.

Figure 6.1 shows a sample view of the jit scheduling chart of an device
with two interfaces (I1, I2) at time tnow.�e solid bars correspond to the time
intervals between the scheduled time, tsched and, ultimately, the transmission
time, ttx.�e dotted bars span the remainder of the allocated time slots up to
the corresponding deadline time, tdead. To obtain these using the per-interface
service time distributions, the scheduler needs to calculate the the sum of the
arrival time, tarr, and the per-class latency requirement of the tra�c class, thard1

1.�e packet must be delivered
before this hard deadline. As the
network time distribution by be
shi�ed by a constant representing
�xed minimum delay, the scheduler
may exploit this to constraint the
deadline time.

.
As suggested by the �g. 6.1, an allocation of a packet may begin at di�erent

time and di�er in duration for each interface. Furthermore, the scheduling
process may decide to use only a subset of interfaces to serve a packet.
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Depending on the rat performance and the packet arrival processes the
system may be either under-loaded or over-loaded. In the former case, most
of the arriving packets may be scheduled soon enough so that information
ageing due to bu�ering in the input queue is not signi�cant. An over-loaded
system, on the other hand, can be viewed as unstable in the queueing-theoretic
sense.�at is, unable to serve all inbound tra�c in time prompting the need
for �ltering / discrimination to reduce the e�ective arrival rate.�e crucial
question is which packets should be removed to ensure a given qos.

6.1 scheduling considerations

6.1.1 Scheduling in the under-loaded region

In the under-loaded region, a simple scheduling algorithm may not require
knowledge of the underlying system performance metrics (e.g. the delay distri-
butions)22.�e implementation

NoFilter discussed in the
section 6.3 on page 54 is an
example of a such algorithm.

to deliver stable performance as, by de�nition, the processing capacity
exceeds the inbound �ow rate. However, to control the performance, to adapt
to varying tra�c patterns, etc., such information may still be valuable.

6.1.2 Scheduling in the over-loaded region

In order to operate in the under-loaded region a single hyperparameter – de-
lay margin D – may be su�cient.�e answer to the question raised above
clearly depends on the overall objective.�e author proposes a de�nition of
a reliability target as the probability of successful delivery of each allocated
packet, i.e. R = Pr (delivered ∣ allocated) with the concrete value imposed by
the application/user.
Especially in the context of massive deployments of power-constrained

devices – as is o�en the case in IoT applications – ensuring that the use of
radio modules is not “wasteful” is paramount. Minimizing the amount of
transmissions unlikely to provide any value due to high age of the contained
information3

3.�e notion of the , as introduced
by Kaul et al. [69], quanti�es the
freshness of knowledge a system
has about a process observed
remotely. For a vivid overview
of the concept see the work by

Kosta, Pappas, and Angelakis [74].
may additionally reduce the overall network interference and thus

contribute to its scalability.

6.1.3 Single interface considerations

�e hatched area in �g. 6.2
represents earlier alloca-

tions blocking the interfaces.
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Figure 6.2: jit scheduling with a single interface.

As the delay of a packet served by an interface I can be considered as draws
from the (possibly dependent) service time distribution svcI and the net-
work time distribution netI , the delay requirement is e�ectively speci�ed
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in terms of the distribution of the sum of random variables associated with
the respective distributions, sumI ≡ svcI + netI . A packet is scheduleable
if the delay seen as the quantile function Q of the sum distribution evalu-
ated at a probability R is less (or equal) than the delay requirement D.�at is,
QR

sumI = inf {d ∈ R ∣ R ≤ Pr (sumI ≤ d)} ≤ D.

Quantile sum decomposition

�e scheduler needs to determine the latest time of allocation of the packet so
that the probability (in the classical sense) of successful delivery is R. In the
general case where the dependency structure of the service and network time
distributions is unknown, the quantile functions of the addend-distributions,
Qu

svc and Qv
net , are evaluated at appropriate probability values u, v, such that

the condition may be rewritten as

QR
sumI ≤ Qu

svcI + Qv
netI ≤ D (6.1)

�e problem of existence of the upper bound on the sum-distribution (6.1)
is related to the problem formulated and conjectured by A. N. Kolmogorov (as
cited and convolutely proved by Makarov [89]).�e solutions to the problem
are limited to the sum of n = 2 variables4 4. Although recently, some interest-

ing results with respect to a dual
problem have been obtained by Puc-
cetti and Rüschendorf [107], “com-
puting the best-possible bounds
for arbitrary n is an np-hard (com-
putationally intractable) problem”
[76].

– further decomposition of the packet
delay within the model is therefore impractical.
In parallel to the work of Makarov, from the theory of copulas can be

used to derive (upper and lower) bounds on algebraic operations over random
variables as done by Schweizer and Sklar [112, ch. 7]. Speci�cally, following the
outlined steps for binary operator +, it follows that for w ∈ [0, 1], u ∈ [w , 1],
and w = u + v − 1 we have

Qw
sumI ≤ Qu

svcI + Q1−u+w
netI . (6.2)

Since the (6.2) holds for any w and u, and the w is �xed to R, the bound may
be tightened by testing all values of u

QR
sumI ≤ inf

u∈[R,1] (Qu
svcI + Q1−u+R

netI
) . (6.3)

�e complete derivation of equations (6.2) and (6.3) is provided in the
appendix A.1.2 on page A2.

Known dependency structure

In the special case where the dependency structure is given by a copula density
csvcI ,netI and the distributions are jointly continuous, the quantile function
QR

sumI is the quasi-inverse (see [98, def. 2.3.6]) of

FsumI = Pr{svcI + netI ≤ x}
= ∫ ∞

−∞ ∫ v=x−u

v=−∞ fsvcI ,netI(u, v)dv du

= ∫ ∞
−∞ ∫ v=x−u

v=−∞ csvcI ,netI (FsvcI(u), FnetI(v))
fsvcI(u) fnetI(v)dv du

(6.4)
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Furthermore, under the assumption of independence, (6.4) reduces to

F′sumI = ∫ ∞
−∞ ∫ v=x−u

v=−∞ fsvcI(u) fnetI(v)dv du

= ∫ ∞
−∞ FnetI(x − u) fsvcI(u)du.

(6.5)

6.1.4 Multiple interfaces

Note that in �g. 6.3, the interface
I2 failed to transmit the packet
1 before the deadline and thus it
was discarded locally. Conversely,
the I1 has successfully transmitted
another replica of packet 1. Note

further, that neither of the interfaces
could have met the requirement
independently as both individual
quantile functions are higher than

the actual scheduling margin.
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Figure 6.3: jit scheduling with a multiple interfaces.

In the multi-rat case the delay constraint e�ectively expresses the quantile
function of the “minimum of per-interface sums of service and network time
distributions” across all interfaces IC = {Ii}i∈C belonging to a combination C,
i.e. minC ≡ min{sumI}I∈IC

.

Quantile min decomposition

Trivially, the quantile function of the minimum distribution is less or equal to
the individual quantile functions, i.e.

QR
minC ≤ min

I∈IC
{QR

sumI
} . (6.6)

�us, since the overall hard deadline is smaller or equal to any of the hard
deadlines calculated independently for any of the relevant interfaces it su�ces
to require that each interface executes the single interface calculation with
reliability target R independently of others following the methods discussed
for the single-interface case.
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Figure 6.4: Quantile functions of Exponential and Normal distributions and their pairwise
minimums. X and Y denote Exponential (µ = 10) and Normal (µ = 4, σ = 10), respectively.
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Figure 6.5: Quantile functions of Exponential and Normal distributions and their pairwise
minimums. X and Z denote Exponential (µ = 10) and Rayleigh (B = 8), respectively.
As illustrated in �g. 6.4 and �g. 6.5, for p where Q p > 0, the upper bound

becomes looser which implies that in this case, the overall target Q p
minC (green)

may be achieved even when the per-interface targets Q pI
sumI are less strict (may

be evaluated at values pI lower than p). Further analysis of this feature may
unravel some optimisation opportunities.

Known dependency structure

In the special case where the per-rat delay distributions (i.e. the sum distri-
butions discussed above) and their dependency structure are known, the qos
target QR

minC may be obtained as the quasi-inverse of the cdf of the minimum
distribution, FminC .�e corresponding event minC ≤ x can be expressed as
the union of ∣C∣ events

minC ≤ x ≡ ⋃
I∈IC

(sumI ≤ x) (6.7)

and expanded by applying the general form of inclusion-exclusion p. [134]
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FminC(x) =∑
I∈IC

Pr (sumI ≤ x) −∑
i< j(i , j)∈C2

Pr (max{sumI i , sumI j} ≤ x)
+∑

i< j<k(i , j,k)∈C3

Pr (max{sumI i , sumI j , sumIk} ≤ x) (6.8)

+⋯ + (−1)∣C∣+1 Pr(max
I∈IC

{sumI} ≤ x) .
All terms of (6.8) can be obtained from the joint cdf, F(sumI ∣ I∈IC)(x1, . . . , x∣C∣).
To simplify notation let

Fsum J = F(sumI i ∣ i∈J) = lim
x j→∞

j∈C∧ j∉J

F(sumI i ∣ i∈C), (6.9)

e.g. Fsum{2,3}(x , y) = FsumC(∞, x , y,∞,∞, . . .) = F(sumI2 ,sumI3)(x , y), where
the symbol∞ denotes the limit to in�nity.

FminC(x) =∑
i∈C

Fsum{i}(x) −∑
i< j(i , j)∈C2

Fsum{i , j}(x , x)
+∑

i< j<k(i , j,k)∈C3

Fsum{i , j ,k}(x , x , x) +⋯
+ (−1)∣C∣+1FsumC(x , . . . , x)

(6.10)

Furthermore, under the assumption of independence, (6.10) reduces to

F′minC(x) =∑
i∈C

Fsum{i}(x) − ∑
i< j(i , j)∈C2

∏
`∈{i , j}FsumI`

(x)
+ ∑

i< j<k(i , j,k)∈C3

∏
`∈{i , j,k}FsumI`

(x) +⋯
+ (−1)∣C∣+1 ∏̀∈C

FsumI`
(x)

(6.11)

= 1 − ∏̀∈C
(1 − FsumI`

(x)) (6.12)

which can be interpreted as computing the complementary probability of expe-
riencing longer delay than x at each of the interfaces in IC .
Consequently, the scheduler shall be restricted to select only those combi-

nations which would allow for su�cient time margin for service by scheduling
the packet at each of the interfaces in IC no later than tarrival + D − QR

minC .
Based on the knowledge of the scheduling time constraints, the scheduler

may decide to schedule packets in di�erent order, schedule packets later to
make space for other packets or to perform other similar operations to make
the �nal schedule more e�cient. Analysis of these more advanced features
remains an open question to be addressed in future work.
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6.1.5 Interface release times

When a processing time slot on an interface is allocated, the allocation is in-
serted in the interface queue5 5. In �g. 2.2 on page 13, the interface

queues connect the Scheduler and
the respective interfaces.

. As the queueing delay in these queues has to
be accounted for, the scheduler must monitor the state of the queues – espe-
cially the release time tI

r corresponding to the deadline of the last allocation to
interface I.
When evaluating the scheduling criteria, the scheduler needs to assume that

no unallocatedpacketmay enter service at I prior to tI
r , i.e. tI

sched ≥ tI
r .�e release

time may decrease when a packet is transmitted prior to its allocated deadline
and so the scheduler shall not decide to discard packets due to instantaneous
interface unavailability.

6.2 scheduling process

6.2.1 Scheduler

A pivotal feature of jit scheduling is the deferral of the decision until the last
possible time whereby ensuring the amount of uncertainty about the outcome
is minimized since more information may obtained by observing the inher-
ently stochastic system under control. In accordance with this principle, the
scheduling process should either allocate or discard a packet only if further
delay would adversely a�ect the system performance.

new arrival,
noti�cation

i’face ready

schedulable

deliverable

select
comb.

allocate

enqueue

end

de�nitively

drop

end

see interface

yes

yes

yes

no

no

no

no

yes

Figure 6.6: Scheduler sub-process.

�e process is triggered by a new arrival or a noti�cation by an interface.
�e algorithm extracts head of the scheduler queue (cf. �g. 2.2) and veri�es that
there are idle interfaces ready to process packet. If not, the decision is deferred,
i.e. the packet is (re)inserted into the queue and the process ends.
To illustrate the process, a simpli�ed implementation of the concepts de-

veloped earlier assuming fcf s input queue ordering policy proceeds as shown
in �g. 6.6.�e process is triggered by a new arrival or by a noti�cation by an
interface.�e algorithm extracts head of the scheduler queue (c.f. �g. 2.2 on
page 13) and veri�es that there are idle interfaces ready to process packet. If not,
the decision is deferred, i.e. the packet is (re)inserted into the queue and the
process ends.
Next, the scheduler veri�es that given the current state of the interfaces

(i.e. pending allocations), there is enough time to dispatch the packet before its
deadline. Furthermore, if available, the scheduler employs knowledge of the
delay distributions to �nd combinations of interfaces able to satisfy the qos
requirements. Figure 6.6 includes a separate branch element to decide whether,
if no combinations are found, the packet may eventually become scheduleable
[deliverable] if a busy interface becomes available: de�nitively unscheduleable
[undeliverable] packets are discarded while the possibly scheduleable [deliver-
able] ones are enqueued.

�e optimal combination is selected from the subset of combinations Cs
which satis�es the timing constraints according to the selection policy and,
�nally, the allocation consisting of the packet and respective timing constraints
are handed to each of the interfaces in the combination.
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6.2.2 Interface
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Figure 6.7: Interface sub-process.

�e interface part of the scheduling process (�g. 6.7) is executed by each inter-
face independently. In a realistic setting, the scheduling logic is to be executed
by a higher layer while the rat modules are required only to perform packet
cancellation (drop) a�er a de�ned timeout.

�e process is triggered whenever an allocation is assigned to the interface
or if there are more allocations in the interface queue a�er serving an earlier
one. If ready, the interface attempts to transmit the packet until the deadline
time associated with the allocation. Otherwise, the packet is pushed into the
interface queue, and the process terminates.
If the interface fails to transmit the packet “in time”, it is dropped. If there

are more allocations enqueued in the interface queue, the process is triggered
again. If not, the scheduler is noti�ed that the interface became ready for further
allocations.

6.3 simulation results

6.3.1 Simulator

To verify and demonstrate the scheduling principles discussed above, the au-
thor has developed an MATLAB®-based event-oriented scheduling system
simulation tool, schesi.

�e simulator consists of two core components:
prob module implements a basic algebra of random variables (e.g. the min

and + operators used above) using technique closely resembling expres-
sion templates66. Expression template is a program-

ming idiom most notably used in
C++-based scienti�c computing
so�ware that relies on operator
overloading in object-oriented
code to provide mathematical

semantics to common operators
whilst enabling e�cient opti-

mization. Expression templates
were invented independently by
Veldhuizen [127] and David Van-
devoorde [126, ch. 26] in 1994.

schesi module provides a general event-basedmodel of the system described
above.�e internal structure resembles the queuing simulator, quesi,
discussed in appendix B on page A5.

Despite every e�ort has been made to develop a highly performant code,
the overhead of the execution engine, lack of direct memory management
and relatively insu�cient optimizations performed by the jit compiler, were
found to be limiting factors. To take advantage of the aau’s High-Performance
Computing (hpc) infrastructure the simulator is designed to allow massively
parallel multi-server execution.

6.3.2 Con�guration

To explore the behaviour of the algorithm, an example con�guration of the
system shown in �g. 2.2 with i.i.d. interfaces with service and network times
distributed as Exp(µ = 5) and Lognormal(µ = 1, σ2 = 1), respectively, is simu-
lated.�e packets form a single input stream with delay target D = 50 with the
inter-arrival time distributed as Exp(µ = µarr).

�e scheduler processes the input fcf s queue and allocates appropriate
packets to a combination of interfaces Ĉ from the set of combinations that satisfy
the requirements discussed above, Cs.�e selected combination maximizes the
metric mC corresponding to mean time margin computed across all interfaces
in combination C, i.e. redundancy is penalized:
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mC = tarrival + D − tnow − 1∣IC ∣ ∑I∈IC

tI
r (6.13)

Ĉ = argmax
C∈Cs (mC) (6.14)

�ree implementations of the decisions process are compared:
Filter implements the complete scheduling process described in section 6.2

on page 53.
NoFilter does not have any knowledge of the underlying service and network

time distributions.�erefore, the deliverability check in the scheduling
process is not performed.

Hybrid acts as the NoFilter scheduler when the length of the input queue is
lower or equal to the number of interfaces and as the Filter7 7.�at is, the whole queue is �ltered

if the decision process is triggered
when the length exceeds the thresh-
old.

otherwise.
For the purpose of the simulation, each packet is accounted as a single entity

regardless of how many copies are created throughout the process. Moreover,
only the “most successful” state counts – e.g. if a packet is allocated to three
interfaces and is delivered by the �rst and the secondwhile the third fails even to
transmit it, the result is recorded as a single packet being successfully delivered
at the earliest of the delivery times.�e results of the simulation are discussed
next.

6.3.3 Results

Low reliability target

�is sub-section concerns with the behaviour of the system when the reliability
target is set to 95%, that is below the value achievable without �ltering in the
under-loaded region.
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Figure 6.8: Probability of packet allocation (i.e. not discarded by scheduler) and the regions
of operation. Filter and Hybrid overlap.

As the packet inter-arrival time8 8.�e arrival rate is proportional
to the inverse of the mean of the
inter-arrival time distribution, µarr.

decreases, the implementations perform-
ing �ltering gradually allocate fewer packets to maintain system stability. Con-
versely, the naive NoFilter implementation allocates all packets since it does
not make assumptions about the interface performance and thus attempts to
transmit packets even with minuscule time margins.
All implementations are equivalent in the under-loaded region – i.e. µarr ⪆ 2

– since the queueing e�ect (delay) is negligible.
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Figure 6.9: Probability of packet drop a�er allocation.

�e “excess packets” allocated by the NoFilter implementation in the over-
loaded region are, however, unlikely to be served in time.�erefore, as the
inter-arrival time decreases, the ratio of those which fail to be served before
deadline – and are thus discarded by the tx side as shown in �g. 6.9 – increases.
In the case of the �ltering implementations, the probability of discarding

a packet is maintained (approximately) lower or equal to 1 − R regardless of
the inter-arrival time since only packets likely to be delivered are allocated.
Furthermore, in contrast to the NoFilter implementation, the overall packet
drop ratio is dominated by the proportion of packets transmitted with a positive
time margin which ultimately arrive late.
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Figure 6.10: Empirical pdf9

9. Kernel estimate [120, ch. 3]
based on a normal kernel func-
tion with optimal bandwidth for
normal data (applicable to general
unimodal distributions [15, sec.
2.4.2]) and support [0, 50] (loga-
rithmic transformation of the sup-
port – as per Jones [65] – applied).

of the delay distribution of successfully delivered packets by the
NoFilter implementation.�e hatched area exceeds value of 0.1.
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As seen in �g. 6.10 on the facing page, in the over-loaded region,most of the
successfully delivered packets scheduled by the NoFilter scheduler arrive with
delay close to the threshold value as the implementation attempts to deliver
even those packets which have already incurred signi�cant queueing time.
Furthermore, the density gradually shi�s towards higher values with inverse

of the inter-arrival time – that is, as the queueing e�ect intensi�es and the
proportion of the response time corresponding to queueing time10

10. As usually de�ned in the
queueing-theoretic literature, the
response time (i.e. delay in this case)
consists of the queueing time and the
service time.

becomes
dominant.
Each of the simulation runs11

11.�e simulation was run for 80
arrival rate values logarithmically
spaced from 10−2 to 102.

consisted of passing 107 packets through the
simulated system. Nevertheless, the delay variance is noticeable in the le�most
part of the �gure �g. 6.10 on the preceding page as the sample size decreases
signi�cantly (cf. �g. 6.12).

10−2 10−1 100 101 102
0

20

40

mean inter-arrival time, µarr [–]

da
ta
gr
am

de
la
y
[–
]

queueing
time

EC [QR
minC
]

0.00

0.02

0.04

0.06

0.08

0.10

Figure 6.11: Empirical pdf of the delay distribution of successfully delivered packets by the
Filter implementation. EC [⋅] denotes expectation over C.
Conversely, the Filter and Hybrid12 12.�e �g. 6.11 plotted for the

Hybrid implementation is nearly
identical.

implementations discard “stale” pack-
ets to ultimately ensure that the probability of delivery of allocated packets is
greater or equal to R and, thereby, constrain the “shi�” of the delay distribution
density along the delay axis (vertical in �g. 6.11) in the over-loaded region.
Note that the shape of the probability density function is virtually un-

changed, apart from the shi� representing the queueing delay component.
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Figure 6.12: Probability of successful delivery. Filter and Hybrid overlap.

�e most straightforward consequence of �ltering implementations’ e�ort
to avoid squandering of the resources is their ability to deliver more tra�c
successfully13

13. For R = 95%, the interface
utilisation is virtually identical for all
implementations.. Intuitively, the textttHybrid and Filter implementations have
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more “manoeuvring space” to schedule packets.
Preliminary work on optimising the order and selection policies suggest

that the deliverability can be further improved if the scheduler can “cherry-pick”
from the input queue instead of following a simple ordering rule such as the
edf.

High reliability target

�is sub-section assumes that the reliability is set to 99.9%.�at is, above the
value achievable without �ltering in the under-loaded region.
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Figure 6.13: Probability of successful delivery of allocated packets for R = 99.9%.
�e Filter scheduler achieves higher reliability14

14. 1 − Pr (dropped ∣ allocated)
or Pr (delivered ∣ allocated)

rates than attainable
without �ltering in the under-loaded region as shown in �g. 6.13. However,
as demonstrated later, this behaviour implies worse performance in terms of
overall deliverability which may be impractical for some applications.
To counter this e�ect the Hybrid implementation is designed to match the

performance of the NoFilter implementation in the under-loaded region by
�ltering the queue only if it begins to grow beyond given threshold.
As seen it �g. 6.14, the probability density of the delay distribution obtained

by simulating the Filter scheduler is concentrated evenly since the queueing
delay is e�ectively eliminated.

10−2 10−1 100 101 102
0

20

40

mean inter-arrival time, µarr [–]

da
ta
gr
am

de
la
y
[–
] over-loaded under-loaded

0.00

0.02

0.04

0.06

0.08

0.10

Figure 6.14: Empirical probability density of the delay distribution for the Filter implemen-
tation and R = 99.9%.�e hatched area exceeds value of 0.1.
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Figure 6.15: Empirical probability density of the delay distribution for the Filter implemen-
tation and R = 99.9%.�e hatched area exceeds value of 0.1.

�e Hybrid scheduler is designed to imitate the under-loaded scenario
across all arrival rates.�e delay distribution in the under-loaded region (µarr ⪆
2) seen in �g. 6.15 is, therefore, identical to the one observed earlier in �g. 6.11
on page 57. With increasing arrival rate, the distribution undergoes a transition
period (related to queue starvation as discussed later) and reverts to the “under-
loaded shape”.
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Figure 6.16: Probability of successful delivery for R = 99.9%.
�e stringent timing requirements following from evaluation of the quantile

functions at 99.9% cause the algorithms to �lter excessively e�ectively forcing
the system into starvation (all packets in the input queue are dropped while
the interfaces are idle) as illustrated in the �g. 6.17 on the following page.
Although the Hybrid approach is less susceptible to this e�ect, an area where
the NoFilter outperforms the Hybrid is clearly visible. Should this e�ect be
eliminated (at the cost of lower energy e�ciency), the �ltering algorithms
should relax the timing constraints when starvation is imminent (as done in
the Hybrid variant).
Figure 6.17 on the next page further illustrates the under-utilization15

15.�e mean utilization is obtained
as the sum of the durations spent
serving all packets divided by the
total simulation time.

of
the interfaces performing �ltering. Note that the utilization achieved by the
Filter does not approach unity since the “combinations” including only a
single interface are never selected16

16. If the probability of selection a
3-interface combination were equal
to the one corresponding to any of
the 2-interface combinations, the
asymptote could be approximated as
1
2 ( 23 + 23 ) = 0.83.

since for all interfaces I, QsumI ≊ 66.01
which is greater than the required maximum delay of 50.
For R = 95% all three curves are approximately identical (overlap) and as
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Figure 6.17: Average interface (time) utilization for R = 99.9%.
can be observed from �g. 6.12 on page 57, there is no noticeable degradation
of the performance in the vicinity of the knee in that case.�e analysis of the
inherent trade-o� between the risk of not delivering allocated packets (lower
e�ciency) and the overall deliverability (higher-utilization) will be the subject
of future work.

6.3.4 Queue order

While processing the input tra�c queues according to the Last Come First
Served (lcf s) instead of the fcf s discussed in the text above is generally im-
practical, such approach is signi�cantly less susceptible to the queueing e�ect as
the freshest packets are processed �rst.�e author implemented the equivalent
schedulers to verify that the queueing e�ect can be “eliminated” by setting R
to high enough level. Since the plots provided in the section 6.3.3 on page 58
are visually identical to those obtained by evaluating the scheduling process
with an fcf s policy1717. With R set to 99.9% as discussed

in the subsection High reliabil-
ity target starting on page 58.

, the author concludes that when R is set su�ciently
high, the �ltering algorithms presented above perform equivalently to the ideal,
queue-less scenario.
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PART IV

SUMMARY





7
CONCLUSION

�is thesis lays the groundwork for the development of adaptive, opportunistic,
qos-aware scheduling algorithms by modelling the multi-rat device. First, the
system is described analytically and solved using the framework of queueing-
theory. Second, a complementary algorithmic approach exploiting the concept
of reactive just-in-time decision making is explored.

�e results of the research which the author has provided in this thesis can
be categorised into three venues:

1 �e author has given a structured overview of the research on employing
multiple interfaces as a means to optimize the quality of service metrics
and relevant wireless access technologies.

2 A predictive queuing-theoretic model enabling accurate evaluation of
the system performance has been developed. Applicability of the model
to non-Markovian systems has been studied.

3 To address the limitations of the aforementioned predictive model a
reactive approach employing just-in-time scheduling technique has been
adopted and analysed.

Predictive approach �e author provides an exact analytical solution
to the queueing-theoretic model under Markovian assumptions and fcf s
queueing policy.�e structure of the expression implies the existence of an
elegant and intuitive decomposition of the inherently complex model into a
series of subsequent m/m/1 systems.
Interestingly, a simple closed-form expression for the probability of the

event that a given interface will serve the job �rst if multiple interfaces are
serving copies of the job in parallel has been derived which enabled the author
to decouple the service time and the network time distributions signi�cantly
broadening the class of compatible systems.
An extensive high-performance simulation framework is developed and

employed to evaluate some non-Markovian con�gurations of the model.�e
results suggest that if a relatively small error is permissible, the Markovian
model can be extended to structurally simple systems with more generally
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distributed service time distribution as long as the system load is low and the
tails of the distributions are light.
Unfortunately, yet as expected, the generalisation of the model to a het-

erogeneous queueing system with general service time distribution has not
been derived. Furthermore, since the classical response time analysis relying on
mean value analysis has been employed, the solution has been demonstrated
not to be suitable for highly dynamic systems.

Reactive approach �e author set to explore a novel paradigm of just-in-
time scheduling which relies on deferring the scheduling decision for as long
as possible while collecting information about the system under control to be
used in the decision process.

�e author provides a simple algebra on random variables as a framework
to decompose the statistical model to enable the use of the model even if only
an incomplete description of the system (e.g. the service and network times
are known for each interface independently yet the correlation structure is un-
known). Amatlab implementation of the framework along with a simulation
framework optimised for massively parallel execution is developed.

�e empirical analysis con�rms that the presented technique can be em-
ployed to improve system e�ciency, datagram delivery ratio and to make the
system under control robust against overloading.

7.1 future work

�e author recognizes that the opportunities to further extend the predictive
model are limited. However, the addition of transient analysis of the Markovian
scenario may provide interesting insights. Furthermore, a possible application
of the model to other domains such as the multi-server MapReduce computing
will be explored. Finally, a derived scheduler implementation will be compared
against the jit scheduler.

�e empirical analysis of the jit scheduler revealed the need to optionally
allow the algorithm to “risk” scheduling datagrams less likely to be delivered in
time to avoid interface idling due to excessive �ltering.�e author expects to
employ network calculus and/or reinforcement learning to model the backlog
size and to act accordingly.

�e general problem formulation assumes the existence of multiple traf-
�c classes.�e handling of multiple classes, however, requires a de�nition of
optimality – e.g. an optimal solution could ensure fair allocation of resources,
equal drop probability across tra�c classes or follow application-de�ned pref-
erences. Performance of these variants of the jit scheduler is yet to be evalu-
ated. In addition to the simplistic approaches such as round-robin scheduling,
the information about the system performance can be exploited to perform
proportional-fair (or similar) scheduling.

�e proposed scheduling approach relies internally on two strategies govern-
ing the ordering of the input queue(s) and the ultimate selection of the optimal
combination of interfaces once the timing constraints are known. To enable
demonstration of the concept, the author has implemented simple heuristic.
However, a more thorough analysis of those policies is warranted. Concerning

64



the selection policy, the ideal solution could potentially be obtained by solving
the associated Markov decision problem.
As noted in the literature1 1. C.f. literature review entry 11 on

page 23.
, the introduction of redundancy increases util-

isation of both the transmitter and the receiver sides and therefore may lead
to overall network performance degradation due to interference, increased
queuing delays in bu�ers, increased energy consumption, etc. if the resulting
knock-on e�ects are not considered. A new research direction of its own would
explore the network-wide consequences of the increased overhead.
Although the proposed framework is suitable for arbitrarily distributed

systems, an optimisation incorporating predictable variations2 2. E.g., in time.of the delay dis-
tributions – possibly using machine learning – and development of parametric
models for the delay distributions based on empirical data would be welcome.
Finally, an experimental evaluation of the existing propositions is lacking.
Finally, an experimental evaluation of the presented concepts and develop-

ment of a detailed methodology for measuring the service and network time
distributions is warranted.
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A
MISCELLANEOUS NOTES

a .1 derivations

A.1.1 Probability of Being the Minimum of Exponentially Distributed
Variables

Note: Referenced from section 4.5 on page 36.

Let {1, 2, . . . ,N} = N and (Xi)i∈N be independent exponentially distributed
random variables with intensities (λi)i∈N . Fix some i , 1 ≤ i ≤ N , for every
x ∈ R, the probability of the kth r.v. being the minimum, such that k ≠ i
(k ∈ N / {i} = K), is

Pr{min
k∈K Xk > x} = Pr{⋂

k∈K{Xk > x}} = ∏
k∈K exp (−λkx)

= exp(− [∑
k∈K λk − λi] x) = exp (− [λ − λi] x) .

Since Xi is independent of {Xk}k∈K,
Pr{min

k∈K Xk > Xi ∣ Xi} = exp (− [λ − λi] Xi) .
Taking the expectation of both sides with respect to the distribution of Xi , we
obtain

Pr{min
k∈K Xk > Xi} = EX i {exp (− [λ − λi] Xi)}

= ∫ ∞
0
exp (− [λ − λi] Xi) λi exp (−λi x) dx

= λi ∫ ∞
0
exp (−λx) dx ,

which yields

Pr
⎧⎪⎪⎨⎪⎪⎩i = argmin

j∈N X j

⎫⎪⎪⎬⎪⎪⎭ = λi
λ
. ∎
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A.1.2 Sum Distribution Upper Bound Derivation

Note: Referenced from section 6.1.3 on page 49.

Let X and Y be random variables with unknown dependence structure.
Denote their cumulative distribution functions FX and FY , respectively. Let
Qu

X be the u quantile of the distribution of X and let Qu
Y be the v quantile of

the distribution of Y , i.e.

FX (Qu
X) = Pr (X ≤ Qu

X) = u, (A.1)
FY (Qv

Y) = Pr (Y ≤ Qv
Y) = v . (A.2)

Borrowing results from the theory of copulas, there is a copula

CXY(u, v) = Pr (X ≤ Qu
X ,Y ≤ Qv

Y) (A.3)

bounded by the Fréchet-Hoe�ding11. Named a�er the indepen-
dent works ofWassily Hoe�d-
ing [50, 49] and, later,Mau-
rice René Fréchet [34, 33].

bounds

max {1 − u + v , 0} ≤ CXY(u, v) ≤ min{u, v} . (A.4)

De�ne an auxiliary variable w = 1 − u + v. By �xing w, we restrict v to
v = 1 − u +w while u ∈ [w , 1]. Reformulating the equation (A.4) in terms of u
and w, we obtain

max {w , 0} ≤ CXY(u, 1 − u +w) ≤ min{u, 1 − u +w} , (A.5)

where

CXY(u, 1 − u +w) = Pr (X ≤ Qu
X ,Y ≤ Q1−u+w

Y ) . (A.6)

�at is, the probability that both X ≤ Qu
X and Y ≤ Q1−u+w

Y are satis�ed is
at least w.�erefore, the probability of X + Y being less than the sum of these
quantiles is also upper bounded by w. In other words, for any such w , u, we
have that

Qw
X+Y ≤ Qu

X + Q1−u+w
Y (A.7)

because both the values of X and Y must individually be less than their respec-
tive quantiles appearing in the above expression. Furthermore, the bound may
be tightened by minimizing the right-hand-side across all u conforming to the
constraint set forth above – i.e.

Qw
X+Y ≤ inf

u∈[w,1]{Qu
X + Q1−u+w

Y } , (A.8)

which concludes the derivation. ∎
a .2 numerical examples

A.2.1 Response Time Analysis

Note: Referenced from section 6.1.3 on page 49.
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λ1 = 10 λ2 = 5

µ1 = 15 µ2 = 18

SA
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Figure A.1: Response time analysis
example with values.

Substituting the values from the example above into equation (4.1), we
obtain

T(1) = T m/m/1(10 + 5, 15 + 18)= 0.05 ≈ 0.05556
T(2) = T m/m/1(15 − 10, 18) + ∑

j∶{1} T m/m/1
Q (10, (15 + 18) − 5)

≈ 0.09676
As shown in the quesi con�guration example2

2. See appendix B.2 on page A18.

, the results obtained when
run with the stationarity threshold of 10−6 (achieved at Nclass 1 ≈ 14.0 ⋅ 107 and
Nclass 2 ≈ 7.0 ⋅ 107) were

T(1) ≈ 0.05556 rae {T(1)} ≈ 9.2 ⋅ 10−5
T(2) ≈ 0.09676 rae {T(2)} ≈ 6.4 ⋅ 10−5.

Numerical simulation of an identical con�guration is discussed in ap-
pendix B.2 on page A18.

A.2.2 Probability of Processor Selection

Note: Referenced from section 4.5 on page 36.

2
1

2
1
1

2
1
1
1

λA = 2 λB = 4 λC = 8

µ1 = 3 µ2 = 9 µ3 = 18

Figure A.2: Probability of processor selection example with values

Since class-3 jobs are server exclusively by the third server, the solution to
P3→s is trivially

P3→1 = 018 = 0,
P3→2 = 018 = 0,
P3→3 = 1818 = 1.

As class-3 jobs are served only by a single server, the solution for the class-2
jobs is e�ectively obtained by a simple comparison of service time r.v.s
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P2→1 = 0
9 + (18 − 8) = 0,

P2→2 = 9
9 + (18 − 8) = 9

19
≈ 0.4737,

P2→3 = 18 − 8
9 + (18 − 8) = 10

19
≈ 0.5263.

Conversely, the solution for class-1 jobs must involve the previously computed
probabilities for class-2 jobs as the “slowdown” due to processing of class-2 jobs
is distributed across all servers in S2.

µR1,1 = 3,
µR2,1 = 9 − 4 ⋅ 919 = 13519 ≈ 7.1053,
µR3,1 = 18 − 4 ⋅ 1019 − 8 = 15019 ≈ 7.8947;

∑
t∶t∈S1

µRt,1 = 18;
P1→1 = 3 ⋅ 118 = 16 = 0.16,
P1→2 = 13519 ⋅ 118 = 1538 ≈ 0.3947,
P1→3 = 15019 ⋅ 1

18
= 25
57

≈ 0.4386.
�e results can be veri�ed using the quesi tool by counting jobs of each

class i served at each server s, Ni→s, i.e.

P̂i→s = N i→s∑
t∶t∈S i

Ni→t
P̃i→s = ∣P̂i→s − Pi→s∣

�e following results were obtained33. See appendix B.2 on page A18. by running an equivalent con�guration
when run with the stationarity threshold of 10−5 (achieved at Nclass 1 ≈ 27.5 ⋅ 106,
Nclass 2 ≈ 13.7 ⋅ 106 and Nclass 3 ≈ 6.9 ⋅ 106).

P3→1 = 0
P3→2 = 0
P3→3 = 1
P2→1 = 0
P2→2 ≈ 0.4737
P2→3 ≈ 0.5263
P1→1 ≈ 0.1667
P1→2 ≈ 0.3947
P1→3 ≈ 0.4386

P̂3→1 = 0
P̂3→2 = 0
P̂3→3 = 1
P̂2→1 = 0
P̂2→2 ≈ 0.4737
P̂2→3 ≈ 0.5263
P̂1→1 ≈ 0.1666
P̂1→2 ≈ 0.3948
P̂1→3 ≈ 0.4386

P̃3→1 = 0
P̃3→2 = 0
P̃3→3 = 0
P̃2→1 = 0
P̃2→2 ≈ 4.52 ⋅ 10−5
P̃2→3 ≈ 4.52 ⋅ 10−5
P̃1→1 ≈ 8.74 ⋅ 10−5
P̃1→2 ≈ 4.42 ⋅ 10−5
P̃1→3 ≈ 4.32 ⋅ 10−5
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B
QUEUEING SIMULATOR

b.1 implementation

�e simulator core library and the command line interface (CLI) are to author’s
best ability written in modern C++ (incl. features from the ISO/IEC N4778
dra�, aka C++20).�e library is packaged as a CMake-compatible library target
(package) while the CLI application is provided through a CPack installer.

�roughout the development process, several development tools and li-
braries which are not part of the �nal program were used.�ese include:

• Clang front-end and tooling infrastructure for the C language family

• Clion, a cross-platform IDE for C and C++ by JetBrains

• Google Benchmark, a micro-benchmarking tool

• Valgrind, an instrumentation framework and dynamic analysis tools
(Callgrind,Memcheck andMassif were most commonly used)

• Catch2, a unit-test framework

In addition to the Standard library the codebase depends on the following
libraries1 1. Licenses to respective libraries

and their dependencies can be
displayed by passing quesi_app
–license and will be available in
LICENSE �le once the source is
made public.

:

• Args by Taylor C. Richberger used for parsing command line arguments;

• RapidJSON by THL A29 Limited and Milo Yip used for parsing JSON
documents;

• Prio Queue by Björn Fahller, providing an e�cient B-heap implementa-
tion.

Although optional, the author suggests linking against the�read-Caching
Malloc, TCMalloc, developed at Google, for additional performance gain and
memory fragmentation reduction. Given the unconventional memory usage
patterns, other malloc implementation such as jemalloc and Hoard were not
able to provide signi�cant performance bene�ts over the currentGNU C Library
implementation and are thus not advised (although supported).
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�e simulator CLI application (quesi_app) is designed to run a particular
system con�guration in a single thread. GNU Parallel (or similar tool) is ad-
vised to spawn and manage multiple running instances and pass over system
con�gurations / substitutions (see below).

B.1.1 Modus operandi

Initialization

load JSON con�g �le

apply substituions

yes

have substitutions?
no

substitute included �le

has include statement?

build System object

Runtime

run System

report results

Figure B.1: Activity dia-
gram of the quesi_app.

Initialization

�e quesi_app provides an interface to the quesi library by enabling users to
con�gure the simulated system using JSON �les as shown at the end of this
section.
Once the user passes path to the con�guration �le, the program parses and

validates its contents. If a substitution token (the syntax is SUB_<TYPE>_<ID>,
e.g. SUB_DOUBLE_1) is found, it is replaced by the IDth substitution argument
passed to the program command line. Next, if a special key include is found,
its value (each of values if it is an array) is taken as a path to another JSON
con�guration �le to be merged with the current JSON document and the
process is repeated for the included �le. Finally, the resulting JSON documents
are sequentially merged.

�e JSON con�guration document is passed to the SystemBuilder instance
which constructs and con�gures the System instance (model) and all auxiliary
blocks. Descriptive error messages are displayed if an error occurs at any stage
of the con�guration.

Runtime

�e simulation is initiated by the System::run() call. Once �nished, the sim-
ulation results may be obtained by evaluating the System::report()method
which, in turn, calls the report() methods of all user-de�ned Reporter in-
stances.

�emodus operandi of the quesi runtime can be summarized as follows: a
Source instance constructs the Job object and passes it over to and through a se-
quence of subsequent blocks representing the Queue, an algorithm dispatching
(Dispatcher) the jobs from the queue to the Processor.�roughout its lifetime,
the Job reports signi�cant events and statistics to the assigned Tracker instance.
�e �ow of time is governed by a global Scheduler instance.�e �g. B.2 on
page A7 provides a simpli�ed view of this process.

1 �e Source schedules job construction a�er delay obtained from the
associated Schedule (e.g. exponential distribution object in case ofM/M/1
queue). From the implementation perspective, a callback structure and
a time duration is passed to the Scheduler which, in turn, wraps these as
a Task stores it in its internal queue.

2 A�er the time reaches the time point associated with the request 1, the
Scheduler calls the associated callback.

3 �e Source internally constructs aWork object and, if provided, associates
it with a Tracker. Subsequently the Source creates a replica of the Work,
aka. Job.
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Source Scheduler Job Tracker Queue Dispatcher Processor

Source Scheduler Job Tracker Queue Dispatcher Processor

Construction

1 Req. constr.

a�er some time

2 Const. grant

3 Construct

Reporting

4 Constructed

Queueing

5 Enqueued

6 Enqueue job

7 Enqueued

Dispatching

8 Ready?

9 Ready

10 Get head

11 Return job

12 Assign job

13 Assigned

Processing

14 Register cancel callback (self)

15 Request processing

alt [Replica not cancelled]

[Replica canelled]

a�er some time

16 Processing grant

17 Processed work

18 Cancel work

19 Cancelled work

Reporting

20 Report times

21 Cancelled work (called by Replica inside other Processor)

22 Cancel request 15

23 Ready

Figure B.2: Simpli�ed job �ow through the quesi blocks.
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4 Upon construction, the Job reports to the associated Tracker. From the
implementation perspective, the Job itself does not hold reference to
the Tracker but rather delegates the reporting to the associated Work
instance.

5 �e Source noti�es the Job that it is being pushed to a Queue.�e Job
stores current simulation time. Note that the noti�cation happens in the
same time point as the following step.

6 �e Source replicates the Job across all associated Queues.

7 �e Queue noti�es all associated Dispatchers.

8 �e Dispatched queries associated Processor to �nd one ready for new
assignment.

9 If a server is ready, it return positive response (as in the example in
question).

10 Dispatcher requests head of the Queue from the associated Queue in-
stance.

11 �e Job at the head of the Queue is returned.

12 �e Job is forwarded to the Processor found in steps 8 and 9.

13 �e Processor noti�es the Job that it has been assigned.�e Job stores
current simulation time.

14 �e Processor registers itself as a callback handler for the event of Job
cancellation, i.e. the assigned Job will notify the Processor if it gets can-
celled.

15 �e Processor schedules Job processing a�er delay obtained from the
associated Schedule (see step 1).

a) If the assigned Job does not get cancelled...

16 A�er the time reaches the time point associated with the request
15, the Scheduler calls the associated callback.

17 �e Processor noti�es the Job that it has been processed.�e Job
stores current simulation time.

18 �e Job cancels the associated Work instance which e�ectively
cancels all Jobs derived from it.

19 Cancellation callbacks are �red for all replicas of the cancelledWork
which are in service.

20 �e �nished Job reports the saved timestamps to the Tracker. Note
that other replicaswill follow the alternative �owdenoted as “Replica
cancelled” and thus will not report.

b) If the assigned Job does get cancelled...

21 Cancellation callbacks are �red for all replicas of the cancelledWork
which are in service.
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22 �e Processor cancels the processing request 15.

23 �e Processor noti�es the Dispatcher that it is ready for new assignments.

B.1.2 API overview

Since this section provides solely a overview of the API of the library. Readers
not wishing to use the library and/or not interested in its inner workings may
skip it. More detailed documentation is provided in respective header �les.

�e class diagram is broken up into �ve logical groups, each discussed in
separate sub-section and visualized as UML 2.0 class diagrams. For the sake
of brevity, various utility portions of the API (e.g. manipulation of the JSON
documents, error handling code) are omitted.

Contracts group

Core blocksWork wrappers

Contracts

C HandlerOnCancelC Replica
R extends Replicable

C Cancellable

void cancel()
bool is_cancelled() const
explicit operator bool() const
bool operator()

C ObservablyCancellable

void register_on_cancel(HandlerOnCancel)

C Replicable
R

size_t add_replica(Replica<R>*)
size_t update_replica(Replica<R>*, Replica<R>*)
size_t remove_replica(Replica<R>*)
deque<Replica<R>*>view_replicas() const

noti�es

Figure B.3: Class diagram of the Work wrappers group

�e contracts groups represents abstract interfaces describing some distinct
functionality of a subclass inheriting from those.

Cancellable is an object that may be cancelled. Cancellable exposes its
current state via conversion operators and a getter method. Cancellable is
e�ectively a wrapper for a boolean value.

ObservablyCancellable is a Cancellable that a compatible handler class
may subscribe to and be noti�ed when the cancellation event occurs. Observ-
ablyCancellable holds a reference to the associated HandlerOnCancel.

Replicable<R> refers to a concept of a class which may be replicated. Repli-
cable holds a list of references to the respective replicas and provides methods
for its management.

A9



Work wrappers group

Contracts Meta blocks

Work wrappers

C ObservablyCancellableC Replicable C WorkTracker

C Job

Job(WorkTracker&)
void on_enqueued(time_point)
void on_assigned(time_point)
void on_processed(time_point)

C Replica
R extends Replicable<R>

friend class Replicable<R>

Replica<Args...>(Args&&...)
Replica(const Replica&)
Replica(Replica&&)
Replica& operator=(const Replica&)
Replica& operator==(Replica&&)

R& operator*() const
shared_ptr<R>operator->() const
shared_ptr<R>get_original() const
size_t get_id() const

ostream& operator«(ostream& const Replica&)

shared_ptr<R>original
size_t id

C Work

WorkTracker& tracker

Work(WorkTracker&)
WorkTracker& get_tracker()

Replica<Work>

noti�es

Figure B.4: Class diagram of the Work wrappers group

�e Work wrappers model the jobs passing through the queueing system.

Replica wraps a Replicable. Its constructors and its destructor abstract away
the replica list management operations of the underlying Replicable – e.g. copy-
ing a Replica seamlessly adds a reference to the the newly constructed Replica to
the list. Finally, the reference to the underlying Replicable is exposed enabling
navigability between the two.

Workmodels the unique job entering the system. A reference to the underlying
Work is held by its replicas. Reference to a WorkTracker enables is intended to
be used for reporting as shown in the example above.

Job is a Replica of a Work. Job objects are passed through the simulator and
noti�ed using the on_<event>() methods about their current owner. Since
Replicable and Replica are bidirectionally navigable, the same applies to Job
and Work.

A10



Meta blocks

NamedBlock

C Stopper

size_t position_
vector<WorkTracker&>trackers_

Stopper(size_t step)

bool should_stop()
void register_tracker(WorkTracker&)

bool do_check()

C WorkTracker

void on_created()
void report(duration queueing, duration processing)

duration mean_queueing() const
duration mean_processing() const
size_t count_created() const
size_t count_�nished() const
size_t count_in_progress() const

C StopperCount

StopperCount(size_t threshold, size_t step)

C StopperStability

StopperStability(double threshold, size_t count, size_t step)

C StopperStationarity

StopperStationarity(double threshold, size_t count, size_t step)

C Reporter

vector<WorkTracker&>trackers_
string stopper_

Reporter(�lesystem::path)

register_tracker(WorkTracker&)
set_stopper(const string&)
report()

void do_report(ostream&)

C ReporterCSV

ReporterCSV(�lesystem::path, const string& system, bool header)

C ReporterJSON

ReporterJSON(�lesystem::path, const json::Document&, bool pretty)

observes

observes
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Meta blocks

NamedBlock

C Stopper

size_t position_
vector<WorkTracker&>trackers_

Stopper(size_t step)

bool should_stop()
void register_tracker(WorkTracker&)

bool do_check()

C WorkTracker

void on_created()
void report(duration queueing, duration processing)

duration mean_queueing() const
duration mean_processing() const
size_t count_created() const
size_t count_�nished() const
size_t count_in_progress() const

C StopperCount

StopperCount(size_t threshold, size_t step)

C StopperStability

StopperStability(double threshold, size_t count, size_t step)

C StopperStationarity

StopperStationarity(double threshold, size_t count, size_t step)

C Reporter

vector<WorkTracker&>trackers_
string stopper_

Reporter(�lesystem::path)

register_tracker(WorkTracker&)
set_stopper(const string&)
report()

void do_report(ostream&)

C ReporterCSV

ReporterCSV(�lesystem::path, const string& system, bool header)

C ReporterJSON

ReporterJSON(�lesystem::path, const json::Document&, bool pretty)

observes

observes

Figure B.5: Class diagram of the Work wrappers group

Meta blocks group

Meta blocks do not model any part of the queueing system but rather observe
its runtime statistics.

WorkTracker receives noti�cations fromWork instances upon construc-
tion and completion and aggregates these data to provide runtime statistics
(mean queueing and processing times and job counts corresponding to distinct
stages of the system).

Stopper de�nes stopping criteria of the simulation. Runtime statistics are
observed through aWorkTracker every stepth simulation time step (the default
value22. At the time of writing, the default

values apply only to the quesi_app.
is 104).�ree basic Stoppers are de�ned:

• StopperCount stops the simulation if the number of Jobs created exceeds
a de�ned threshold.

• StopperStability stops the simulation if the average queueing time in-
creases by a factor greater or equal to a de�ned threshold (the default
valuefnote:defaults. is 1.25), count number of times in a row (the default
valuefnote:defaults. is 5).

• StopperStationarity stops the simulation if the average queueing time
changes by a factor lower or equal to a de�nedthreshold,count number
of times in a row (the default valuefnote:defaults. is 5). For stable systems,
the threshold e�ectively determines the precision of the results.

Reporter de�nes formatting of the values stored in aWorkTracker for output
to the user. Two basic Reporters are de�ned:

• ReporterCSV prints the output in a CSV format.

• ReporterJSON adds the values to the system con�guration JSON docu-
ment and the resulting structure is outputted. If the pretty �ag is set to
false [true], prints the output in compressed [pretty-printed] JSON.

If no or an empty path to the output �le is provided, the output is sent to the
standard output.
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Figure B.6: Class diagram of the Scheduling group

Scheduling group

Members of the Scheduling group handle the time-related aspects of the simu-
lation.

Clock stores the simulation time. Its modi�ers are accessible exclusively by a
Scheduler.

Schedule is an abstraction of a function that returning time until a task
should be (re-)scheduled. Two Schedules are de�ned:

• PeriodicSchedule returns a constant value (duration).

• DistributedSchedule returns a value drawn from a given probability dis-
tribution object. Entropy is obtained from a provided uniform generator
instance.
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Task is an wrapper of a callback and a Schedule. If provided, the associated
HandlerOnTaskExec is noti�ed upon execution. Two Tasks are de�ned:

• SimpleTask is discarded a�er execution.

• RecurrentTask is rescheduled a�er execution according to its Schedule.

HandlerOnTaskExec is noti�ed by an associated Task upon execution.

Scheduler maintains a priority queue (on top of a B-heap) of Tasks ordered
by the scheduled time. A run() of a Scheduler may advance the simulation
time if no task is scheduled to run at the current time.�e Scheduler provides
method for scheduling callbacks at a given time point, a�er a given delay or
according to a Schedule.�ese methods return a weak reference to the Task in
the queue, i.e. the reference object provides a methods to verify that the Task
still exists and obtaining a proper reference if it does.
Tasks scheduled at in�nity (or maximal time point representable by the time
point type de�ned in Clock) or cancelled prior to execution are ignored.
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Figure B.7: Class diagram of the Core blocks group

Core blocks group

Meta blocks model concrete parts of the queueing system .

Systemowns all other core and meta blocks as well as a Scheduler and a Clock
instance.
For purposes of con�guration, methods for adding blocks and associating pairs
of already added blocks are provided. Blocks are stored as key-value pairs where
the keys represent unique block names.
�e run() method steps the Scheduler in a loop until a stopping condition
de�ned by any of Stoppers is satis�ed. �e report() method executes all
Reporters.

HandlerOn<Event> is class receptive to noti�cations about <Event>.

JobSource constructs Jobs at times determined by an associated Schedule
instance using a Scheduler reference.
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JobQueue stores Jobs in a “�rst-in-�rst-out” queue. Upon insertion, an asso-
ciated HandlerOnEnqueue is noti�ed.
If a Job is cancelled while inside a JobQueue, subsequent calls to
extract_front() and empty() behave as if it was never inserted.

JobProcessor processes Jobs at rate determined by an associated Sched-
ule instance using a Scheduler reference.�e associated HandlerOnFinish is
noti�ed when a Job is successfully served.

JobDispatcher is a HandlerOnEnqueue and HandlerOnFinish, i.e. it is
noti�ed when a job enters an associated JobQueue or leaves serviced at an
associated JobProcessor. Based on these noti�cation, the JobDispatched extracts
Jobs from the JobQueue and assigns them to JobProcessors which are ready for
assignment.

Utility group

Utility

C SystemBuilder

build(�lesystem::path, const
vector<string>&, bool dry)

C NamedBlock

std::string name

set_name(const std::string&)
get_name() const
operator≪(ostream&, const NamedBlock&)

Figure B.8: Class diagram of the Utility group

Although many utility portions of the library were not mentioned in the com-
mentary for the sake of brevity, two deserve a mention.

NamedBlock is a wrapper for a string intended to be interpreted as a name
of a block. All blocks which can be added to a System are NamedBlocks and
for purposes of con�guration (and reporting) are referenced by their names.

SystemBuilder is a utility class which parses JSON con�guration �les and
“builds” a System – i.e. con�gures all requested blocks as prescribed and pop-
ulates a newly constructed System instance. If dry is set to true, resulting
con�guration structure is printed and the SystemBuilder returns.

b.2 configuration example

3
2
1

2
1
1

λ1 = 10 λ2 = 5

µ1 = 15 µ2 = 18

Figure B.9: Example
queueing system.

�e simulator is con�gured by a description of the simulated system passed
along with other parameters as a JSON �le. One possible con�guration equiva-
lent to the system shown in �gure B.9 that showcases some of themore advanced
features of the SystemBuilder’s parser would be the following.

Main con�guration �le (example_base.json) declares and de�nes properties
the user wishes parametrize using command line arguments and includes
another �le with other declarations and de�nitions, as follows.
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1 {
2 "include": "example_include.json",
3 "blocks": {
4 "sources": [
5 {
6 "name": "input-1",
7 "schedule": {
8 "type": "exponential",
9 "lambda": "SUB_DOUBLE_0"
10 }
11 },
12 {
13 "name": "input-2",
14 "schedule": {
15 "type": "exponential",
16 "lambda": "SUB_DOUBLE_1"
17 }
18 }
19 ],
20 "processors": [
21 {
22 "name": "processor-1",
23 "schedule": {
24 "type": "exponential",
25 "lambda": "SUB_UINT_2"
26 }
27 },
28 {
29 "name": "processor-2",
30 "schedule": {
31 "type": "exponential",
32 "lambda": "SUB_UINT_3"
33 }
34 }
35 ]
36 }
37 }

Listing B.1: Main con�guration �le.

�e included �le example_include.json provides additional declarations
and de�nitions which will not be modi�ed by the command line arguments.

1 {
2 "blocks": {
3 "queues": [
4 {
5 "name": "queue-1"
6 },
7 {
8 "name": "queue-2"
9 }
10 ],
11 "sources": [
12 {
13 "name": "input-1",
14 "outputs": [
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15 "queue-1",
16 "queue-2"
17 ],
18 "trackers": [
19 "tracker-1"
20 ]
21 },
22 {
23 "name": "input-2",
24 "outputs": [
25 "queue-2"
26 ],
27 "trackers": [
28 "tracker-2"
29 ]
30 }
31 ],
32 "dispatchers": [
33 {
34 "name": "dispatcher-1",
35 "inputs": [
36 "queue-1"
37 ],
38 "outputs": [
39 "processor-1"
40 ]
41 },
42 {
43 "name": "dispatcher-2",
44 "inputs": [
45 "queue-2"
46 ],
47 "outputs": [
48 "processor-2"
49 ]
50 }
51 ],
52 "processors": [
53 {
54 "name": "processor-1"
55 },
56 {
57 "name": "processor-2"
58 }
59 ],
60 "trackers": [
61 {
62 "name": "tracker-1"
63 },
64 {
65 "name": "tracker-2"
66 }
67 ],
68 "stoppers": [
69 {
70 "name": "stopper-count",
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71 "type": "count",
72 "count": 200000000,
73 "step": 1000000,
74 "inputs": [
75 "tracker-1",
76 "tracker-2"
77 ]
78 },
79 {
80 "name": "stopper-stationarity",
81 "type": "stationarity",
82 "threshold": 0.000001,
83 "inputs": [
84 "tracker-1",
85 "tracker-2"
86 ]
87 },
88 {
89 "name": "stopper-stability",
90 "type": "stability",
91 "tolerance": 1.25,
92 "step": 1000000,
93 "inputs": [
94 "tracker-1",
95 "tracker-2"
96 ]
97 }
98 ],
99 "reporters": [
100 {
101 "name": "reporter-1",
102 "type": "json-pretty",
103 "inputs": [
104 "tracker-1",
105 "tracker-2"
106 ]
107 }
108 ]
109 },
110 "name": "example_oct"
111 }

Listing B.2: Included con�guration �le.

�e con�guration corresponds to a system containing:

• two job sources (input-1 and input-2, respectively) assigned to two
job-queues as shown in the �gure; the inter-arrival times are drawn from
the exponential distributions with parameters as designated

• two job queues (queue-1 and queue-2, respectively)

• two dispatchers (dispatcher-1 and dispatcher-2, respectively) that
act as schedulers for the processors – in this scenario they monitor the
state of the assigned queue and processor and assign jobs from the queue
to the processor whenever it is available
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• two job processors (processor-1 and processor-2, respectively), the
service times are drawn from the exponential distributions with parame-
ters as designated

When runwith appropriate numberof substitutions passed in, the parsermerges
the con�guration �les and starts the simulation. Since no output path is set for
the reporter-1, the output will be sent to the command line.

1 $ ./quesi_app -c example_base.json -s 10 -s 5 -s 15 -s 18
2 {
3 "include": "example_include.json",
4 "blocks": {
5 "sources": [
6 {
7 "name": "input-1",
8 "schedule": {
9 "type": "exponential",
10 "lambda": 10
11 }
12 },
13 {
14 "name": "input-2",
15 "schedule": {
16 "type": "exponential",
17 "lambda": 5
18 }
19 }
20 ],
21 "processors": [
22 {
23 "name": "processor-1",
24 "schedule": {
25 "type": "exponential",
26 "lambda": 15
27 }
28 },
29 {
30 "name": "processor-2",
31 "schedule": {
32 "type": "exponential",
33 "lambda": 18
34 }
35 }
36 ]
37 },
38 "results": [
39 {
40 "reporter": "reporter-1",
41 "tracker": "tracker-1",
42 "queueing_time": 0.022355003353266116,
43 "processing_time": 0.03320212808539431,
44 "num_created": 155384700,
45 "num_finished": 155384698,
46 "stopper": "stopper-stationarity"
47 },
48 {

A22



49 "reporter": "reporter-1",
50 "tracker": "tracker-2",
51 "queueing_time": 0.041212011600649676,
52 "processing_time": 0.055552398223901685,
53 "num_created": 77690301,
54 "num_finished": 77690300,
55 "stopper": "stopper-stationarity"
56 }
57 ]
58 }

Listing B.3: Command line output.

�e provided substitution parameters have been converted to appropriate types
and substituted and that a new object results has been appended to the con-
�guration object.
Due to very low setting of the StopperStationarity threshold, the number of
jobs created is signi�cant, nevertheless, the simulation converged (within the
limits) with the following per-tra�c-class sojourn times:

T̂(1) ≈ 0.05556 T̂(2) ≈ 0.09676
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