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Abstrakt: EuTiO3 je incipientně feroelektrický antiferomagnet (pod TN = 5.3 K), který se vyznačuje sil-
nou magnetoelektrickou vazbou projevující se závislostí permitivity na vnějším magnetickém poli. Práce
zkoumá anizotropii magnetoelektrické vazby EuTiO3 keramik vzhledem k vzájemné orientaci elektric-
kého a magnetického pole. Permitivita keramik je spektroskopicky zkoumána v radiofrekvenčním, te-
rahertzovém (THz) a infračerveném oboru. Keramiky jsou též podrobeny dilatometrickým a magneti-
začním měřením. Vzorky jsou za nízkých teplot (až 0.3 K) vystaveny silnému magnetickému poli (až
do 15 T) orientovanému kolmo či paralelně k poli elektrickému. Práce vysvětluje anizotropii permitivity
skrze morfické jevy, magnetostrikci a demagnetizační pole vzorků a porovnává předpovědi s naměřenými
daty. Příčinou zdánlivé anizotropie permitivity ve slabém magnetickém poli je nakonec demagnetizační
pole keramik. Anizotropie THz indexu lomu je způsobena feromagnetickou rezonancí v subTHz oblasti.
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Abstract: EuTiO3 is an incipient ferroelectric antiferromagnet (below TN = 5.3 K), exhibiting a strong
magnetoelectric coupling, characterised by the dependence of permittivity on an external magnetic field.
This Thesis aims to examine the EuTiO3 ceramics magnetoelectric-coupling anisotropy with respect
to the mutual orienation of the electric and magnetic field. The ceramics are studied spectroscopically
in a radio-frequency, terahertz, and infrared region. Moreover, the dilatometric and magnetization mea-
surements are conducted. The samples are subjected to low temperatures down to 0.3 K and magnetic
field of up to 15 T, oriented parallelly or perpendicularly to the electric field. The permittivity anisotropy
is disccused in terms of the morphic effects, magnetostriction, and the demagnetizing field of the sam-
ples. The predictions are compared with the experimental data. The demagnetizing field is found to be
the cause of the seeming EuTiO3 permittivity anisotropy in a weak magnetic field. The THz refractive
index anisotropy is induced by a ferromagnetic resonance in the subTHz region.

Key words: demagnetizing field, dielectric spectroscopy, EuTiO3, infrared spectroscopy, magnetoelectric
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Introduction

Materials with internal electric or magnetic ordering, i.e. ferroelectrics, antiferroelectrics, ferromag-
netics, antiferromagnets and ferrimagnetics, have always been of great interest in the field of material
research, for example due to their non-linear behavior in the outer field or due to the unusually high
value of electric or magnetic susceptibility around the temperature of the phase transition from disor-
dered to ordered state. The question of the existence of a substance, that is characterized by electric
and magnetic order at the same time, was answered positively at the end of the 1950’s. First perovskite
materials with this property were then examined. These materials were designated as multiferroics only
at the beginning of 1990s by Hans Schmidt. [1] However, early enthusiasm in the field of multiferroics
slowly passed away, mainly due to the only small number of multiferroic materials that were known,
weak magnetoelectric coupling and also due to insufficiently developed experimental techniques for in-
vestigating these materials. At turn of the millennium, the interest in multifferoics has risen again with
the discovery of new groups of multiferroic materials with strong magnetoelectric coupling and with the
considerable improvement of measuring techniques, mainly those spectroscopic. [2]

Since both the electric and the magnetic arrangement exist in multiferrorics at the same time, a cer-
tain degree of interconnection and dependence can be expected between their electric and magnetic
properties. Such a connection of electric and magnetic properties is called a magnetoelectric coupling.
The stronger the magnetoelectric coupling, the more interesting material is from the application point
of view. The possibility of influencing the magnetic order by an electric field could be advantageously
used, for example, for reading and writing the bits in magnetic memories. The implementation of the
multiferroics into these memories would allow the use of small voltage pulses instead of the relatively
strong electric currents generating magnetic field, which would lead to a reduction in energy consump-
tion and acceleration of both the writing and reading of the magnetic bits. Moreover, the conversion
of purely magnetic memory with two-state bits into multiferroic memory with four-state bits would en-
able the increase of contemporary computer storage capacities. [2]

Except for the multiferroics, there are other materials that are characterized by a strong magne-
toelectric coupling. One such a material is titanium-europium oxide (EuTiO3). This material is not
multiferroic. Although it is antiferromagnetic below the Néel temperature TN ∼ 5 K, the ferroelectric
arrangement does not occur. Quantum fluctuations at low temperatures suppress the formation of the fer-
roelectric phase to such an extent that the temperature of the ferroelectric phase transition seems to be
(hypothetically) negative. Such materials are called incipient ferroelectrics. However, EuTiO3 is inter-
esting just for its strong magnetoelectric coupling. This coupling is observed through the dependence
of permittivity (substance response to the applied electric field) on the external magnetic field, specif-
ically under and close above TN . [3] More detail studies of magnetoelectric coupling i.e. changes
of magnetization by electric field were investigated in the EuTiO3 by Shvartsman et al. [4]
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This Master’s Degree Project is focused on possible anisotropic character of permittivity of EuTiO3
ceramics in radio- and THz-frequency region with respect to mutual orientation of the electric and mag-
netic field. We try to capture this anisotropic magnetoelectric coupling experimentally and then to explain
it based on the obtained data and several possible theoretical concepts. We operate with explanations built
on the magnetostriction of a sample [5], the morphic effect [6]-[10] and the effect of the demagnetizing
field of the sample itself.

The samples were subjected to spectroscopic measurements in the radio-frequency, terahertz and in-
frared region. Furthermore, the magnetization of the samples was measured and attempts were made
to measure the magnetostriction. The radio-frequency measurements were performed in the frequency
range 1 Hz-1 MHz, temperature range 0.3 − 297 K and in the external homogeneous magnetic field up
to 15 T, which was oriented perpendicular or parallel to the electric field. In the terahertz and infrared
region, experiments were performed within the temperature interval 2 − 300 K and 7 − 300 K, respec-
tively. In addition, terahertz experiments were realized in external homogeneous magnetic field up to 7 T.
This field was also applied in two significant directions, either parallel or perpendicular to the electric
component of the linearly polarized terahertz pulse. Magnetization and magnetostrictive measurements
were performed in a commercially available Quantum Design Physical Property Measurement System
(PPMS) that allowed the application of the homogeneous magnetic field up to 9 T in temperature range
2 − 297 K. Magnetodielectric measurements were performed down to 0.3 K in magnetic field up to 15 T
in 20 T magnet from Cryogenics company. The experimental part of the thesis was accompanied by dif-
ficulties with the quality of EuTiO3 ceramics, especially with their enhanced conductivity. These diffi-
culties were eventually significantly suppressed. Spectroscopic experiments were performed in the Insti-
tute of Physics of the CAS. Magnetodielectric, magnetostrictive and magnetization measurements were
realized in a joint magnetic laboratory of the Institute of Physics and of the Faculty of Mathematics
and Physics of the Charles University.

Finally, I would like to point out that the topic of this thesis is directly linked to my Bachelor’s Degree
Project. [11] This Master’s Degree Project deepens the insight into the theoretical and experimental
aspects of the subject, which was already partly included in the Bachelor’s Degree Project. Therefore
some subchapters are directly based on the sections of the previous thesis and are appropriately extended
and modified.
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Chapter 1

Theoretical background

1.1 Multiferroics

The term "ferroic" in the word multiferroic historically refers to the prefix "ferro-" in ferromagnet-
ics. These materials are characterized by the parallel arrangement of the equivalent magnetic moments
of the particles over a long distance, in other words, parallel orientation of these moments in the region
of the macroscopic dimensions (so-called Weiss domains). The consequence is the existence of a non-
zero magnetization vector M (within one Weiss domain) in the zero outer magnetic field H. Then we talk
about the spontaneous magnetization MS in the direction of easy magnetizing axis of the substance. [12]
The prefix "ferro-" was later used in analogy for so-called ferroelectrics, characterized by a long-distance
parallel arrangement of electric dipole moments (and thus the existence of a non-zero spontaneous po-
larization vector PS ), as well as for ferroelastic substances with spontaneous deformation ←→κ S (second
order tensor quantity). It is worth noting the existence of the fourth ferrous arrangement in the so-called
ferrotoroidic materials. These are substances with a spontaneous toroidal moment TS , which can be
derived from the multipole expansion of the electrodynamic vector potential A(r). A typical example
of a system possesing the non-zero toroidal moment is a magnetic vortex (an arrangement of spins break-
ing both spatial and time inversion) with a moment T =

∑
i ri × Si, where ri denotes the position of the

i-th spin Si. [2], [13]

Ferroic materials are distinguishable through the characteristic dependence of the order parameter
(i-th component of the magnetization Mi, i-th component of the electric polarization Pi, i j-th element
of the deformation tensor κi j) on the corresponding outer field (i-th component of the magnetic field
strength Hi, i-th component of the electric field strength Ei, i j-th element of the mechanical stress σi j).
These curves are called hysteresis loops. The shape of the hysteresis loop is shown in Fig. 1.1. Together
with the hysteresis loop, this figure shows the physical basis of the curve shape. Basically, hysteresis
behaviour of all ferroics can be explained through a well-known model of changes in domain structure,
which was originally invented for the ferromagnets during the magnetization process (further reading
[12]).

Multiferroics, as we understand them according to the definition of H. Schmid from 1994, are those
materials that are characterized by at least two different ferroic arrangements at the same time in one
phase. [1] Although we can call multiferroic all substances with an arbitrary combination of ferroic ar-
rangements, most often we refer to multiferroic materials in connection with the coexistence of electric
and magnetic ferroic (in a more general sense, ferro-, ferri- and antiferro-) arrangements. This is because
multiferroics with electric and magnetic arrangement can be very promising materials for application

11
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Figure 1.1: Shape of the hysteresis loop, which describes the dependence of the order parameter Mi, Pi,
κi j on the corresponding field Hi, Pi, σi j for ferroic materials. In weak fields, the samples are in the poly-
domain state, and in strong fields, the sample becomes a single-domain and therefore there is a saturation
of the order parameter. (figure taken from [2])

and therefore are the most commonly studied materials. Without deeper insight into the issue, it is ob-
vious that the order parameters are firmly bound to the properties of the crystal lattice, and therefore it
is to be expected that the application of the external field will not only affect the order parameter cor-
responding to the applied field, but also more or less the other order parameters present in the material.
This interdependence of different fields and order parameters is illustrated in Fig. 1.2. Such a cross-
action between electric and magnetic fields and their order parameters (magnetization and polarization)
is called magnetoelectric coupling, and the multiferroic material, in which the coupling exists, is called
magnetoelectric multiferroic. [2]

Figure 1.2: Schematic representation of the interconnection between the order parameters and the applied
fields in multiferroics. (figure taken from [14])
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Application of the magnetoelectric multiferroics is obvious. Their use can be expected wherever we
need to influence the magnetic properties of substance by an electric field. Typically, it is in magnetic
memory, where it would be possible to write and read magnetic bits using small electric potential pulses
when using multiferoic memory disc. Nowadays, magnetic memory is controlled either by an external
magnetic field (hard disk heads that are relatively slow) or by strong current pulses that generate a mag-
netic field. The second method is used in magnetic RAM memories, but these memories can not be
miniaturized anymore, because they are heavily heated through Joule’s heat due to electric resistance.
By using the multiferroic components, the energy demands of the memories would significantly decrease
and at the same time their operating frequencies would be significantly improved, as the relatively long
preparing time of the recording or reading currents would be shortened. Computer memory could be
improved by using multiferoics also from a different point of view, namely by extending the two-state
magnetic bits to the four-state electromagnetic bits. [15] In the recent years, research of the multiferroic
thin films, oxide heterostructures or also ferromagnetic domain walls that produce spontaneous polariza-
tion [16] and behave as multiferroics (although the material is not multiferroic in the bulk), significantly
expanded. So the group of multiferroic materials was strongly broadened. [2]

1.1.1 Classification of multiferroics

In the first approximation, multiferroics can be divided into two groups or categories. The major
difference between type-I and type-II multiferroics is hidden in the interconnection between the electric
and the magnetic arrangement. [17] In type-I materials, the critical temperatures of both phase transi-
tions may differ significantly (the phase transition temperature to the ferroelectric phase is usually higher
than the critical temperature for the magnetic arrangement), and both types of arrangements are almost
independent of each other. In type-II multiferroics, ferroelectricity is induced by a particular magnetic
arrangement, and therefore both phase transitions are very close to each other or identical. [2], [13]

Type-I multiferroics are interesting for their high value of electric polarization and high critical tem-
peratures (sometimes above the room temperature). Unfortunately, they are also known for their weak
magnetoelectric coupling, which is directly related to the different critical temperatures of transitions
to the states of electric and magnetic ordering. According to the formation mechanism of the ferroelec-
tric phase, the type-I multiferroics are subdivided into four classes. 1) The ferroelectric arrangement
in ABO3 perovskites may be caused by the displacement of a central ion B with an empty d-shell out
of the original center of symmetry, 2) may emerge due to the so-called lone-pair mechanism (Fig. 1.3-a),
in which the A-ion (e.g. Bi or Pb) s electrons, which does not participate in the bonds with the surround-
ing atoms, are directionally ejected, or 3) may be caused by the so-called charge-ordering mechanism
(Fig. 1.3-c), which occurs due to the presence of two charge-non-equivalent sublattices (e.g. Fe2+ ions
in one sublattice, Fe3+ in the other), or 4) may appear geometric ferroelectricity mechanism (Fig. 1.3-b)
as a result of the oxygen polyhedra tilting leading to changes in bond lengths and thus to the displace-
ment of certain ions from their original equilibrium positions. [17]

Type-II multiferroics are characterized by direct induction of ferroelectric order through a magnetic
arrangement. Therefore, these substances generally show a higher degree of magnetoelectric coupling
than type-I. However, the absolute value of such spin-induced (spontaneous) electric polarization is gen-
erally from two to three orders of magnitude lower than the absolute value of spontaneous electric
polarization in type-I multiferroics. Naturally, the phase transition temperatures of both arrangements
in these materials are closer to each other than in type-I substances, and at the same time the transition
temperature to the ferroelectric phase must be less than or equal to the transition temperature to the
magnetic phase. The often disadvantage of these materials is the low temperature required for achieving
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Figure 1.3: Mechanisms leading to ferroelectricity: a Lone-pair ferroelectricity in BiFeO3. The two
Bi3+ electrons shift towards the FeO6 octahedra. b Geometrically driven ferroelectricity in hexagonal
(h-)RMnO3 emerges from a tilt and deformation of MnO5 bipyramids, which displace the rare-earth ions
R. c Charge ordering in LuFe2O3 creates alternating layers with Fe2+/Fe3+ ratios of 2 : 1 and 1 : 2. This
leads to a spontaneous polarization between the two layers. d Mechanisms of spin-driven ferroelectricity
upper: Inverse Dzyaloshinskii-Moriya interaction causing a non-magnetic ion displacement as a con-
sequence of relativistic correction of the super-exchange effect. P ∝ ei j × (Si × S j) middle: Exchange
striction causing a magnetic ion translation. P ∝ Ri j · (Si ·S j) bottom: Spin-dependent p-d hybridization,
i.e. spin-dependent electron hybridization between metal atoms and the ligand. P ∝ (Si · ei j)2 · ei j (figure
taken from [2])

the magnetic phase transition. Type-II multiferroics can be subdivided into two subgroups, spiral and
collinear type-II multiferroics, according to the spin configuration (which is the basis for spontaneous
polarization). In the case of spiral structures, the spontaneous polarization emerges as a consequence
of a spin-orbital coupling, namely inverse Dzyaloshinskii-Moriya interaction (based on relativistic cor-
rection of the super-exchange effect) and spin-dependent electron hybridization between metal atom and
the ligand (also called spin-dependent p-d hybridization). Inverse Dzyaloshinskii-Moriya interaction is
based on non-magnetic ion displacement from originally 180◦ bond between the magnetic ions. The dis-
placement has roots in relativistic correction of super-exchange effect, therefore the induced polarization
P fulfills P ∝ ei j × (Si × S j), where Si, S j are neighbouring spins and ei j is the directional unit vector
connecting both spins. The induced polarization emerging as a consequence of the spin-dependent p-d
hybridization is then governed by formula P ∝ (Si · ei j)2 · ei j, in which Si marks the metal ion spin
and ei j denotes the unit vector defining the direction of the chemical bond. In the case of collinear struc-
tures, spin-lattice coupling, such as exchange striction (based on unequal interaction between parallel
and antiparallel magnetic moments and consequent displacement of the magnetic ions), prevails. This
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mechanism induces a polarization, which is proportional to P ∝ Ri j · (Si · S j). Here Ri j is the direc-
tional vector of an ion displacement and Si, S j are neighbouring spins. All three mechanisms are shown
in Fig. 1.3-d. [2], [13]

1.1.2 Magnetoelectric coupling

The term magnetoelectric coupling, which is already intuitively understood as a link between the mag-
netic and electric properties of the material, is closely related to multiferroic materials. However, it is
worth pointing out that the existence of a magnetoelectric coupling is not in equivalence with the exis-
tence of the multiferroic arrangement in the material. However, in practice, all multiferroic materials are
characterized by magnetoelectric coupling of a certain strength. From a historical point of view, it has
always been an aim to search for such multiferroic materials that would exhibit the strongest magneto-
electric coupling. Study of this coupling is thus motivated by the study of multiferroic materials. [2]
From the qualitative point of view, the ideal magnetoelectric coupling in multiferroic materials with fer-
roelectric and ferromagnetic order exhibits a hysteresis behaviour in the dependencies of P on H and M
on E (see Fig. 1.4).

Figure 1.4: Hysteresis dependencies of the magnetization and polarization on the electric and magnetic
field respectively. This behavior is a feature of multiferroic materials with an ideal magnetoelectric
coupling. (figure taken from [2])

Based on the Landau phenomenological theory of phase transitions, several first terms of the free-
energy density of the magnetoelectric multiferroic can be put into form [18]

F(E,H) = F0−PS
i Ei−MS

i Hi−
ε0εi j

2
EiE j−

µ0µi j

2
HiH j−αi jEiH j−

βi jk

2
EiH jHk−

γi jk

2
EiE jHk−

δi jkl

2
EiE jHkHl,

(1.1)
where F0 denotes the density of free energy, which is independent of the electric and magnetic field,
PS

i and MS
i are i-th components of spontaneous polarization and magnetization, ε0 and µ0 mark the per-

mittivity and permeability of vacuum, εi j and µi j are the relative permittivity (independent of magnetic
field) and permeability (independent of the electric field), αi j denotes the linear magnetoelectric coef-
ficient, βi jk and γi jk quadratic magnetoelectric coefficients, and finally δi jkl biquadratic magnetoelectric
coefficient. The components of total polarization Pi and magnetization Mi in the material are derived
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from the free energy by derivatives [18]

Pi = −
∂F
∂Ei

= PS
i + ε0εi jE j + αi jH j +

βi jk

2
H jHk + γi jkE jHk + δi jklE jHkHl,

Mi = −
∂F
∂Hi

= MS
i + µ0µi jH j + α jiE j + β jikE jHk +

γ jki

2
E jEk + δ jkliH jEkEl.

(1.2)

From the phenomenological description of the material, we can extract the information that even
in non-multiferroic materials, even in non-ferroic materials or in materials that are in the "para-" phase
(PS = 0 and MS = 0), a magnetoelectric coupling can be present, because both the total polarization
P and the total magnetization M depend on both electric and magnetic fields. The magnetoelectric cou-
pling strength is fully determined by the coefficients αi j, βi jk, γi jk and δi jkl. Moreover, it is clear that
the coefficient of linear magnetoelectric coupling αi j plays a significantly larger role in the total strength
of the coupling than the higher order coefficients. Nevertheless, it can be shown that the coefficient αi j

is non-zero only in systems with broken spatial and time inversion (i.e. in most multiferroics). The coef-
ficient αi j must satisfy the inequality [18]

α2
i j ≤ ε0µ0εi jµi j, (1.3)

from which it follows that the largest linear magnetoelectric coupling can exist in multiferroic materials,
since their permittivity εi j and permeability µi j reach the values of a higher order of magnitude (mainly
in the vicinity of the phase transition) than the permittivity and permeability of the non-multiferroic ma-
terials. The quadratic and biquadratic coefficients of the coupling are not restricted by symmetry, they are
always non-zero, but they have usually small values. EuTiO3 is the exception. Its linear coefficients αi j

are zero from the symmetry considerations, but the ME coupling is still anomalously strong. It means,
that the higher-order ME coefficents are very significant in EuTiO3. [4]

If we understand the permittivity and permeability of the substance in a general way of meaning
as coefficients of proportionality between P and E respectively M and H, then the dependence of permit-
tivity on the magnetic field and dependence of permeability on the electric field follows from the equa-
tions (1.2). Thus, the magnetoelectric coupling can be revealed in the dependence of the permittivity
on the applied magnetic field. In the following text, the permittivity εi j will be understood as a quantity
which includes the existence of a magnetoelectric coupling. [18]

1.2 Phonons

The dynamic behavior of the crystal lattice is described by elementary vibrational excitation (elas-
tic waves or modes) called phonons. In the first approximation, the phonons behave as independent
harmonic oscillators with frequency ω and quasi-momentum p = ~q, where ~ is a reduced Planck con-
stant and q is a phonon wave vector. The phonons are thus quasi-particles. [19] If there are n phonons
with the frequency ω in the material, then their total energy is equal to

E = }ω

(
1
2

+ n
)
. (1.4)

The phonons have zero spin, so they behave like bosons and in thermodynamic equilibrium they
follow the Bose-Einstein statistics. The mean number of phonons n with frequency ω at temperature T
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is then given by the relation

n =
1

e
~ω

kBT − 1
, (1.5)

in which kB represents Boltzmann’s constant. [19] For a crystal whose primitive cell generally has
p atoms, there are 3p phonon branches in a dispersion relation between the wave vector q and the fre-
quency ω. Each branch is quasi-continuously occupied by individual oscillation modes. Specifically,
dispersion relation contains 3 acoustic branches and 3p − 3 optical branches. The oscillation modes are
divided into longitudinal (oscillation direction corresponds to direction of propagation) and transverse
(oscillation direction is perpendicular to direction of propagation), and therefore some acoustic and opti-
cal branches include longitudinal and other transverse phonons. [19]

The fonons can be excited, for example, thermally, by electromagnetic radiation, electrons or neu-
trons. In the infrared and Raman measurements, only those phonons can be excited, which lie almost
in the center of the Brillouin zone. Thus, in each dispersion branch, only one phonon is excited. This is
due to the absolute value of the photon momentum, which is several orders of magnitude smaller than
the momentum of the phonon located at the boundary of the first Brillouin zone. Not all the phonons
from the center of the Brillouin zone are, however, excited by electromagnetic radiation. The question
of whether the phonon can be excited is answered by symmetrical considerations that are based on the
group theory (see e.g. [20]). Some oscillations are so called non-polar and are active only in the Raman
spectrum. Others are so-called silent and can not be excited neither in infrared (IR) nor in Raman spectra,
but the silent modes are active in hyper-Raman spectra (Raman’s scattering for the second harmonics).
Polar phonons, which can be spectroscopically excited through IR radiation, then contribute to the fre-
quency dependence of sample permittivity. IR spectroscopy is therefore an important tool for studying
the frequencies of the phonons present in the material. In order to be the phonon polar (IR active), it
must carry an electric dipole moment as the interaction of the photon with the substance is conducted
directly through the electric dipole moment of the light wave. [19], [21]

An important one among the phonons is so-called soft mode, which is actually transverse optical os-
cillation. This low-frequency polar phonon most strongly contributes to the static permittivity (εs or ε(0))
of the material. It turns out, that the phase transition into the ferroelectric state accompanies the gradual
softening (frequency decrease) of this mode with the decreasing temperature until the frequency becomes
theoretically zero (we say that the soft mode is frozen) at the Curie temperature TC of the phase transition.
Under TC , the soft mode with decreasing temperature again hardens (its frequency is growing). If the soft
phonon is modeled as an anharmonic oscillation mode, then it can be derived that its frequency square
follows the Cochran formula ω2

TO j
= A(T − TC) (where T is the temperature and A is a constant) and

at the finite temperature TC it freezes, which indicates transition from the paraelectric to the ferroelectric
phase. [22], [23] Taking into account the Lyddane-Sachs-Teller relation [23], [24]

εS = ε∞

n∏
j=1

ω2
LO j

ω2
TO j

, (1.6)

where ε∞ is the high-frequency permittivity above the phonon frequency region,ωLO j marks the temperature-
independent frequency of the j-th longitudinal phonon, which belongs to the j-th transverse phonon
with the frequency ωTO j , then it is clear that if the frequency of the i-th transverse phonon (i.e. our soft
mode) decreases to zero as the temperature approaches to TC , εS theoretically grows to infinity. This is
in agreement with the Curie-Weiss law for ferroelectrics [23]

εS =
C

T − TC
, (1.7)
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where C denotes the Curie constant, which can be considered as temperature-independent in the first
approximation, and of the temperature-independent high-frequency permittivity ε∞. In reality, however,
the static permittivity value achieves at TC only a significant maximum. [23]

Another instrument for the observation of phonons is Raman’s vibrational spectroscopy, which is
based on the principle of light scattering (absorption and simultaneous emission of light with the par-
ticipation of the emitted or absorbed phonon). The soft mode is always infrared active in paraelectric
and ferroelectric phase and Raman active only in ferroelectric phase, where the center of symmetry is
lost. [23], [19]

The dependence of the phonon frequency on its wave vector q can be measured across the whole
Brillouin zone using the inelastic neutron or X-ray scattering. [23], [19]

1.3 Magnons

Except the lattice vibrations - phonons, spin waves or magnons can also be observed in magnetic
materials. Magnon can be imagined as an elementary magnetic excitation, it means a turn of an elec-
tron spin within a single atom in the opposite direction. As a result of the exchange between mag-
netic moments, such a turn is delocalized and propagates like a wave through the whole material. Like
phonons, magnons are characterized by their energy and quasi-momentum. So the magnons are also
quasi-particles, which we also divide into "acoustic-like" and "optic-like", and which are also governed
by Bose-Einstein’s statistics (1.5). [12] The magnetic Brillouin zone of ferromagnets is as large as the lat-
tice Brillouin zone and typically contains only one magnon branch, namely the "acoustic-like" branch.
The magnetic Brillouin zone of antiferromagnets or ferrimagnets may be several times smaller than the
lattice one and thus it may contain "optic-like" magnon branches (magnetic Brillouin zone is folded
on itself and thus the part of acoustic-like branch is converted into optic-like branch). Unlike phonons,
magnons can be excited by the magnetic field of electromagnetic waves. In unmodulated magnetic
structures, only magnons in the center of the Brillouin zone can be excited. Thus the ferromagnetic res-
onance (in microwave range) or antiferro- or ferrimagnetic resonance (in terahertz and infrared range)
is observed. Such magnons subsequently change the magnetic moment of the material, and so con-
tribute to its permeability µ. The magnons in multiferroic materials may become electrically active due
to the magnetoelectric coupling, and therefore are called electromagnons. [25], [26]

1.4 Macroscopic quantities describing dielectrics

The dielectric is primarily characterized by its response to the applied electromagnetic field. This re-
action describes complex dielectric permittivity, complex magnetic permeability and complex refractive
index of the material. These quantities are dependent on the frequency of the applied electromagnetic
field. Complex permittivity and complex permeability

ε(ω) = ε1(ω) + iε2(ω), µ(ω) = µ1(ω) + iµ2(ω) (1.8)

consist of permittivity ε1, permeability µ1, dielectric losses ε2 and magnetic losses µ2. These electro-
magnetic response characteristics are directly related to the complex refractive index

N(ω) = n1(ω) + in2(ω), (1.9)
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the real part of which is the refractive index n1 and the imaginary part is the coefficient of extinction
n2. [28] All the scalar complex quantities thus defined describe well the isotropic materials (materials
with cubic symmetry). In the case of the description of materials with lower symmetry, all the quantities
must be expanded to the tensors. All three above mentioned complex quantities are bound by a relation

N2(ω) = ε(ω)µ(ω). (1.10)

Simply, by multiplying complex permitivity with complex permeability and comparing the real
and imaginary parts of both sides of the equation (1.10) we can derive formulas

n2
1 − n2

2 = ε1µ1 − ε2µ2, 2n1n2 = ε1µ2 + ε2µ1. (1.11)

When applied to non-magnetic materials (i.e. conventional paramagnetics) in which µ1 = 1 and
µ2 = 0, [28] both formulas are considerably simplified, namely to a form

n2
1 − n2

2 = ε1, 2n1n2 = ε2. (1.12)

From the knowledge of the frequency dependence of the dielectric losses of the non-magnetic ma-
terial, it is also possible to determine the frequency dependence of the real part of conductivity σ1(ω)
(or also σ′(ω)) using the equation [23]

σ1(ω) = ε0ε2ω. (1.13)

At the end of this section it is necessary to add that in the solid state physics (and in spectroscopy
in particular) it is casual to describe radiation as function of frequency (angular frequency), expressed
in units Hz or eV, or in terms of the wavenumber

ν =
1
λ
, (1.14)

which represents the number of waves of the given radiation per unit length, typically per one centimeter,
therefore units cm−1 are often used. This duality results in a terminological ambiguity, for example when
the frequency of a photon (and also phonon frequency) is given in cm−1.

1.5 Magnetostriction

Magnetostriction (or also direct magnetoelastic effect) is the terminus technicus used for the depen-
dence of the interatomic distances in the magnetic material on its magnetization magnitude or magne-
tization direction. The relative change of the lattice parameter due to magnetostriction typically ranges
between values 10−6 and 10−4. The left part of Fig. 1.5 illustrates a qualitative change in the temperature
dependence of the interatomic distances below the ferromagnetic phase transition temperature TC of the
nickel. This phenomenon is called exchange magnetostriction because it is a consequence of the depen-
dence of the Heisenberg’s exchange integral on the distance of atoms with non-zero magnetic moments.
In the ordered state, exchange magnetostriction exhibits a weak linear dependence with magnetic field.
This is called forced isotropic magnetostriction. Furthermore, under TC , we see a split of the single ex-
change magnetostriction line. The two functional dependencies into which the exchange magnetostric-
tion line is divided are indicated by symbols ⊥ and ‖. This marking corresponds to the external magnetic
field applied to the sample in the direction perpendicular to or parallel to the direction of the sample size
measurement. Magnetostriction appears to be anisotropic with respect to the external magnetic field.
This is only partial true, as the total magnetostriction consists of an isotropic (volume) magnetostriction
that occurs even with a zero outer magnetic field and an anisotropic magnetostriction that is sensitive



20 CHAPTER 1. THEORETICAL BACKGROUND

to the direction of the magnetic field. Isotropic magnetostriction originates from a quantum exchange
effect (this is the above mentioned exchange magnetostriction) and appears also in the case of zero to-
tal magnetization of the material (each Weiss domain exhibits this type of magnetostriction separately).
Anisotropic magnetostriction, on the other hand, is caused by the classical magnetic and electric in-
teractions between atoms carrying non-zero magnetic moments. It is clear, that the strength of their
interaction depends on the arrangement and directions of the magnetic moments in the lattice. The cause
of the anisotropic magnetostriction is the internal change of the Weiss domain structure (rotation of the
atomic magnetic moments) in the outer magnetic field. [5]

Figure 1.5: Left: The temperature dependence of the lattice parameter a in nickel. The substance under-
goes the ferromagnetic phase transition at TC and the magnetostriction appears. Right: An illustration
of the qualitative difference between the isotropic magnetostriction represented by the coefficient λα,0

and the anisotropic magnetostriction given by the coefficient λs. (figure taken from [5])

The difference between isotropic and anisotropic magnetostriction demonstrates the right part of
Fig. 1.5. This captures the qualitative difference between discussed magnetostrictive contributions for
isotropic material. We can see, that with the emergence of the macroscopic magnetic moment M
in the Weiss domains below the phase transition temperature, the magnetostriction changes the vol-
ume of the sample even in the zero outer magnetic field H. This change (volume magnetostriction) is
not connected with the sample symmetry change (isotropic magnetostriction), and therefore can be char-
acterized by the single coefficient λα,0. However, after application the outer magnetic field, the sample
is further deformed. This time we deal with a deformation that is not associated with volume changes,
but only with a change in symmetry. According to the sign of the coefficient λs, which describes this de-
formation in the field direction, the spherical sample changes to an elongated or flattened ellipsoid whose
linear dimensions are definitely dependent on the direction of the measurement. This is an anisotropic
magnetostriction. Since anisotropic deformation does not cause a sample volume change, the isotropic
sample must therefore satisfy equality λs = λ‖ = −2λ⊥ (λ⊥ stands for the magnetostriction in the direc-
tion perpendicular to the outer field). [5]

In an isotropic material, anisotropic magnetostriction is described by a single deformation parameter
λs. In crystalline materials, in general, isotropic (volume) magnetostriction is described by one deforma-
tion parameter λα,0. It is known from the theory, that this volume magnetostrictive parameter depends
on mutual orientation of neighbouring spins Si and S j [5]

λα,0 =
δV
V0
∼

〈
Si · S j

〉
. (1.15)
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Here δV
V0

marks volume magnetostriction and
〈
Si · S j

〉
denotes so-called spin correlation function. On the

other hand, anisotropic magnetostriction is described by two or more deformation coefficients. The num-
ber of these coefficients increases with the decreasing symmetry of the crystal lattice. Now let us intro-
duce the co-ordinate system and mark the directional cosine of the i-th component of the sample total
magnetization vector M (for magnetic isotropic matter, this direction is equivalent with the direction
of external magnetic field) as αi. The change of the linear dimension λ = δl

l of the cubic single crystal
measured in the direction defined by the directional cosines βi, can be described by a formula [5]

λ =
δl
l

=
1
3
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(1.16)

It should be added, that the last relationship is, in fact, a mere approximation to the 1st order ac-
cording to directional development. Nevertheless, higher order terms depending on the higher powers
of directional cosines are negligible compared to terms of the 1st order. As we can see, anisotropic mag-
netostriction is described in the cubic single crystal using the 1st order approximation by two independent
coefficients λγ,2 and λε,2. The number p in the upper index of the coefficients λ indicates that these are
the coefficients of the terms with the p-th power of directional cosines of the magnetization. Superscripts
α, γ and ε refer to symmetry of magnetostriction deformation. The letter α belonging to the coefficient
of isotropic magnetostriction marks conservation of the original symmetry before the magnetostriction,
γ denotes the cubic symmetry reduction due to the deformation of the cubic cell along its edge and ε
indicates the symmetry reduction through the shear deformation, that is, due to the change in angular
ratios in the cube. [5]

Now let us move from single crystals towards the polycrystalline samples. It is obvious, that the mag-
netostriction will be a function of the temperature and will depend heavily on the magnitude of the ap-
plied magnetic field. Both of these external conditions influence the absolute value of the material mag-
netization or the directional arrangement of the atomic magnetic moments in the individual crystallites.
For grains of size in the order of µm we can assume that each grain behaves as a separate Weiss domain.
In a weak magnetic field, the magnetic moments of the individual crystals begin to tilt into the direc-
tion of easy magnetization. In the stronger field, the magnetization of individual grains begins to rotate
out from the easy magnetization direction towards the direction of the applied magnetic field (at this
stage magnetostriction changes most). Subsequently, the saturation state is achieved, where the magne-
tization of the polycrystal corresponds to the spontaneous magnetization in one single crystal. Further
increase of the field causes only so-called paraprocess which, compared to the previous phenomena, af-
fects the magnetization value very little. Therefore, in strong fields, we can declare magnetostriction
constant with respect to the applied field. [12], [5]

For the description of the cubic polycrystalline material, the linear magnetostriction λ of the cu-
bic single crystal (1.16) must be averaged over the angular orientation of all grains in the polycrystal.
In the case of a sufficiently strong field for the magnetization to be saturated, and assuming a polycrystal
with uniformly (and spatially sufficiently densely) distributed orientations of the grains, an anisotropic
contribution to the magnetostriction in the direction parallel to the applied field (αi = βi) can be expressed
as [5]
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Finally, it should be added that these magnetostrictive relations should be applied to a sample that was
ideally isotropically demagnetized before the beginning of the outer field effect. This means that there
is no preferred orientation of the Weiss domains below the magnetic phase transition temperature. If the
preferred orientation exists, the magnetostriction is typically higher in certain directions, and in other
directions the magnetostriction does not have to appear at all. [5]

1.6 Morphic effect

Application of an external force on the sample may lead to the lowering of its symmetry. The ex-
ternal force could be represented, for example, by an electric field, a stress (or strain), or by a magnetic
field. All the effects caused by the lowering of the symmetry are called morphic effects. Stark and Zee-
man shifts and splittings of electronic energy levels are examples of morphic effects in atomic structure.
Within this thesis, morphic effects connected with lattice dynamics are crucial. These manifest them-
selves as changes in the selection rules for phonon activities in IR and Raman spectra, i.e. degenerated
modes can split in electric (magnetic) field or even originally inactive modes become IR or Raman active.
[6]

The whole microscopic theory of morphic effects is very complicated and far beyond the needs of this
document. Next paragraphs are therefore restricted to a basic qualitative conclusions based on group the-
ory considerations. Group theory enables to determine connection between the symmetry of a phonon
mode, the type of external force, and the morphic effects expected. The mode properties can be more
fundamentally expressed in terms of the crystal potential energy. For the precise microscopic theory
of morphic effects and group theory treatment, please see [6]-[10].

As it was mentioned above (section Phonons), interaction of the electromagnetic radiation with the
optical phonons involves phonons near the center of the Brillouin zone. Each of these phonons belongs
to one phonon branch and is described by one of the irreducible representations (IRR) of the crystal
point group. The IRR of the phonon then gives information about the degeneracy, polarization and ac-
tivity of the mode in the spectra. [6]

Now, let us take into consideration homogeneous external magnetic field, which is not a polar pertru-
bation (as electric field) but an axial perturbation. On the one hand, magnetic field transforms as an ax-
ial vector under space group operations, but on the other hand, it transforms differently with respect
to the operation of time reversal. In other words, time reversal symmetry is removed by the magnetic
field. It is possible to show, that as a consequence of time reversal removal, the degenerate modes split.
It can be also shown that all the modes with the same degree of degeneracy behave in the same way
when a magnetic field is applied. In the first order approximation, doubly degenerate modes split lin-
early with the magnitude of the z component (z is the direction of the main symmetry axis) of the external
magnetic field and symmetrically about the degenerate frequency ωE . After the splitting, the correspond-
ing phonons are left and right circularly polarized. The activities of real nondegenerate phonons are not
affected by magnetic field, but their frequencies can shift. [8] The main disadvantage of the group theory
is non-predictability of magnitude of above depicted effects. Group theory only says whether or not a par-
ticular effect is possible. To determine the strength of the particular effect, an independent theoretical
(microscopic) approach is needed for each case. One of the earliest estimations (see [10] and references
therein) determined the splitting of the mode frequencies in magnetic field in order of 0.1 cm−1, but Ra-
man experiments in [27] revealed splitting up to 30 cm−1 (at 6 T).
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Not only external magnetic field, but also a nonzero magnetic moment destroys the time reversal
symmetry. Then the system of crystal + magnetic field is described in the same way as an ordered
ferromagnet. The degenerate modes may split, when the crystal undergoes the transition from the para-
magnetic to magnetic state and the time reversal symmetry is destroyed. [10]

1.7 Demagnetizing field

The size and direction of the electric and magnetic fields inside the sample are determined by the ex-
ternal electric or magnetic field, by the physical properties of the material and by the shape of the sample.
In this work, the effect of the sample shape on the total internal magnetic field is important, and therefore
the discussion deal with the magnetic field only. Nevertheless, it is good to realize that all the physical
quantities and relations below have their companions describing electric field. Next, let us point out that
the given demagnetizing field theory assumes homogeneous and isotropic materials, which are a good
approximation in case of ceramics we work with (see below for information about ceramics and exper-
iments). Further, for the sake of simplicity, the explanation is limited to ellipsoid-shaped samples. All
the facts contained in this section are taken from the book [29] (see also references in [29]).

The magnetically homogeneous ellipsoid-shaped material is always homogeneously magnetized when
it is placed in the external homogeneous magnetic field H0. The resulting magnetization M0 and mag-
netic dipole moment mV of this sample with volume V connects the equation M0 =

mV
V . Thus magnetized

sample creates its own dipole magnetic field, which again interacts with the sample itself. As a result,
the so-called demagnetizing field Hd arises, which attenuates the magnetic field strength inside the sam-
ple according to the relation

Hd = −
←→
N M0. (1.18)

In this equation,
←→
N represents a physical quantity called a demagnetization (depolarization) factor.

Generally it is a second order tensor quantity. If we identify the coordinate axes with the main axes
of the ellipsoid, then only the diagonal elements of the matrix

←→
N are non-zero. Let us denote them Ni,

where i marks the direction x, y or z. Moreover, diagonal elements of
←→
N fulfill Nx + Ny + Nz = 1. It is

apparent, that if the external magnetic field is applied in the direction of one of the main axes of the el-
lipsoid, then the direction of Hd is identical to the direction of M0 and thus identical to the direction
of H0 (assuming the magnetically isotropic sample). The total magnetic field strength H and magnetic
flux density B are then given by relation

H = H0 + Hd = H0 −
←→
N M0, B = µ0(H + M0) = µ0[H0 + (1 − Ni)M0], (1.19)

where µ0 represents the permeability of the vacuum. Moreover, if we consider soft magnetic materials
which are described by linear relation M0 = χH (here χ is the magnetic susceptibility of the material),
then we can rewrite the equations (1.19) into the form

H =
1

1 + Niχ
H0, B =

1 + χ

1 + Niχ
B0. (1.20)

Now consider a very elongated ellipsoid of revolution (prolate spheroid) with the long axis in the
z direction. In this case, the demagnetizing factors are approximately equal to Nx = Ny �

1
2 and Nz � 0.

If the external magnetic field is parallel to the z axis, then we can write

Hd � 0, H � H0, B � µ0(H0 + M0). (1.21)



24 CHAPTER 1. THEORETICAL BACKGROUND

However, if the external magnetic field is parallel to the x or y axis, then the magnetic field inside the
sample is subjected to equations

Hd � −
1
2

M0, H � H0 −
1
2

M0, B � µ0(H0 +
1
2

M0). (1.22)

On the contrary, a very flattened ellipsoid (oblate spheroid) with the short axis in the z direction is
characterized by Nx = Ny � 0 and Nz � 1. So if the field is perpendicular to the z axis, then the situation
is described by equations (1.21). In the case of the external magnetic field parallel to the z axis, previous
relations are transformed to the form

Hd � −M0, H � H0 − M0, B � µ0H0. (1.23)

1.8 Structural and physical properties of EuTiO3

1.8.1 Structural characterization

The titanium-europium oxide EuTiO3 (or europium titanate) crystallizes at room temperature in a so-
called perovskite structure named after a mineral CaTiO3, whose structure was first described in 1839
by Mineralogist Gustav Rose, who called it Perovskite in honor of his Russian sponsor and mineralogist
Lev Perovski. [30] The cubic perovskite structure is characterized by a space group Pm3m, which is
one of the space groups belonging to a point group Oh (cubic point group of an octahedron with a cen-
ter of symmetry). The basis of the perovskite structure is always formed by the ions of the compound
described by a general formula ABX3. Talking about EuTiO3, these ions are Eu2+ cation, Ti4+ cation
and three O2− anions. From the illustration of the perovskite structure (Fig. 1.6) could be seen that
the tetravalent cation B occupies a position in the center of the unit cell, the divalent cation A occupies
its corners and the anion is present at the centers of its faces. Thus, the oxygen anions form the cor-
ners of the octahedron. BaTiO3, NaNbO3, KNbO3, CaZrO3, PbTiO3 or SrTiO3 also crystallize in the
perovskite structural type, but some of them can exhibit phase transition from cubic to lower symme-
tries. [31]

Figure 1.6: Structure of cubic BaTiO3 - perovskite structural type. (figure taken from [31])

The latter, titanium-strontium oxide, is structurally related to titanium-europium oxide. Both the
strontium and europium have the same valency of 2+ in these oxides, and both cations have a very sim-
ilar ion radius, so SrTiO3 and EuTiO3 have practically same lattice parameters (a ∼ 3, 91 Å) at 300 K.
[3], [32] In addition, SrTiO3 is one of the most studied perovskites, and therefore the structural research
of EuTiO3 was based on the similarity with SrTiO3 from the very beginning. EuTiO3 was synthesized
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already in 1953, [33] but attention was focused on it at the turn of the millennium, when its interesting
magnetic and magnetoelectric properties were discovered. [3]

The group around A. Bussmann-Holder theoretically predicted in 2011 that EuTiO3 would have
to (similarly as the SrTiO3) undergo a structural phase transition from cubic to tetragonal structure and re-
ally discovered this transition at 282 K through the measurement of specific heat. [34] Two independent
structural papers confirmed this transition by X-ray powder diffraction and observed the splitting of cubic
lattice parameter into two tetragonal lattice parameters. [35], [36] During the phase transition to a tetrag-
onal structure with a space group I4/mcm there is an antiphase rotation of the oxygen octahedra around
the c axis, and therefore the low-temperature primitive tetragonal cell has a double size (Fig. 1.7).
[35] According to A. M. Glazer’s notation, who dealt with general cases of oxygen octahedron rotation
and its influence on structure in the perovskite materials, the structural phase transition in EuTiO3 can
be labeled as a0a0c−, indicating that there are no rotations along the axis a and b, and the octahedra are
rotated in the antiphase way only around the c axis. [37]

Figure 1.7: Illustration of the rotation of the oxygen octahedra in EuTiO3. The octahedrons in the adja-
cent layers along the c direction rotate always in the opposite way (antiphase rotation along the c direc-
tion). Red balls indicate oxygen ions forming green octahedrons, and blue balls denote europium ions.
Titanium ions are always located in the center of the octahedron. (figure kindly provided by J. Drahok-
oupil, and created according the experimental data gained by Goian V. et al. [36])

1.8.2 Electric and magnetic properties

The specifics of phase transition from cubic to tetragonal phase in EuTiO3 can be highlighted in com-
parison with the phase transition in BaTiO3. This material also undergoes a structural phase transition
from group Pm3m to a tetragonal group. In this case, however, it is group P4mm. During this transition,
there is no antiphase rotation of oxygen octahedrons (the volume of the primitive cell does not change),
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but the Ti4+ ion is displaced from the center of the oxygen octahedron. Thus an electric dipole moment is
generated. Due to mutual interactions, these dipoles in a certain area, which we call a domain, are aligned
along the same c axis, and thus a ferroelectric arrangement emerges. The typical feature of the transition
to the ferroelectric state is the maximum in the temperature dependence of the static permittivity ε1(0)
(not necessary static permitivity, but the low frequency permittivity, i.e. at frequencies significantly lower
than the phonon frequencies) at the ferroelectric phase transition temperature. [38]

EuTiO3 has an antiferrodistortive phase transition similar to SrTiO3. During this transition, the cubic
structure changes to tetragonal, but it is due to the rotation of oxygen octahedra and not because of the
metal ion displacement. Therefore there is no induced ferroelectric polarization. However, the permit-
tivity for both materials is anomalously increased on cooling to helium temperatures because the internal
structure is close to the ferroelectric phase transition. However, the transition does not occur because
of the quantum fluctuations at low temperatures, which prevent this transition. [32] That is why both ma-
terials are called incipient ferroelectrics. In the case of SrTiO3, this term is further expanded and so-called
quantum paraelectricity is mentioned. The reason for the terminological difference is that the hypothet-
ical temperature of the ferroelectric transition for SrTiO3 is around 30 K, [32] whereas for EuTiO3 this
hypothetical temperature (determined from the Curie-Weiss extrapolation of the permittivity tempera-
ture dependence) is negative (−220 K). [3] According to Katsufuji and Takagi, [3] the increase of ε1(0)
in EuTiO3 is caused by the softening of the low-frequency transverse optical (TO) phonon.

Figure 1.8: Left: Temperature dependence of EuTiO3 ceramics permittivity, which was measured
at 1 kHz and for several values of applied magnetic field. Néel temperature characterizing antiferro-
magnetic phase transition is denoted as TN in the graph. Right: Temperature dependence of the soft
phonon frequency ωS M. The behaviour of ωS M follows the Barrett formula for soft mode frequency
influenced by quantum fluctuations. [24] (figure taken from [24])

Their claim about the phonon softening was verified by a group around S. Kamba from the Institute
of Physics of the CAS. [24] The measurement results of this group are shown in Fig. 1.8. If we investi-
gate the temperature dependence of permittivity measured in a zero magnetic field, we can see that the
permittivity value increases with decreasing temperature until it begins to saturate below the temperature
of ∼ 30 K, then decreases slightly and even sharply drops under the 5 K. This behaviour corresponds
to the measured soft mode frequency dependence shown in the right part of the figure. The saturation
of the softening apparently begins at ∼ 50 K. The decrease in permittivity under the TN should be caused
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by the increase in the soft mode frequency. However, this is not visible in Fig. 1.8, because the IR
measurement was not performed below 5 K because of experimental limitations. [24]

Despite the similarities between EuTiO3 and SrTiO3 in terms of structure and electrical properties,
both have a different magnetic arrangement. While SrTiO3 behaves as a classical diamagnet, [32] param-
agnetic EuTiO3 undergoes the antiferromagnetic (AFM) phase transition at Néel temperature TN = 5.3 K
(the Eu2+ cation has seven unpaired electrons in the valency shell and these are subjected to the long-
range arrangement). [39] Study of the polycrystalline sample structure by neutron diffraction shows the
so-called type G AFM structure. In this arrangement each Eu2+ cation neighbours with the 6 closest
Eu2+ with antiparallel spin and with the 12 other second closest Eu2+ with parallel spin (see Fig. 1.9). It
was also found that at 1.3 K the magnetic moment in the EuTiO3 increases with the external magnetic
field linearly up to ∼ 1 T. Then the increase decelerates and subsequently magnetic moment achieves its
practical maximum value 6.93 µB in 1.4 T field (µB stands for Bohr’s magneton). This means that field
necessary for the magnetization saturation is relatively weak (see also Fig. 1.12). [39]

Figure 1.9: Crystal and magnetic structure of the EuTiO3. Grey, white and black circles correspond
to ions Eu2+, Ti4+, and O2− respectively. Thick white arrows represent antiferromagnetic arrangement
of Eu2+ spins. Thin black arrows are related to an ion motion of the soft phonon. (figure taken from [3])

1.8.3 Magnetoelectric coupling

Katsufuji and Takagi found, that under the TN , the static (or low frequency) permittivity ε1(0) tem-
perature dependence of EuTiO3 is strongly bound to the size of the external magnetic field, [3] which is
a proof of the great influence of the magnetic arrangement on the lattice vibrations and therefore a proof
of the magnetoelectric coupling. A similar dependence, as was measured by the Japanese physicists,
was obtained by the mentioned group around S. Kamba, and thus were the results confirmed (the Czech
group used EuTiO3 polycrystalline sample while the Japanese duo made measurements on the single
crystal so that the absolute values of the permittivity differs, however the dependence on the temperature
and also on the magnetic field was qualitatively very similar). [24] The experimental results of the Czech
group are shown in Fig. 1.8. We see, that there is a sharp fall in ε1(0) under TN , but also the ε1(0)
under TN increases with an increasing field size, so finally, in a sufficiently strong magnetic field, the
trend changes and the ε1(0) continues to rise with the temperature decrease. The material then actually
behaves (from the electrical point of view) as an incipient ferroelectric. [3]

Katsufuji and Takagi predicted the soft mode frequency dependence on the spin arrangement of the
Eu2+ cations, because they expected a change in the hybridization of Eu2+ orbitals with respect to 2p or-
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bitals of oxygen during the spin rearrangement. Accordingly, this spin-orbital coupling results in hard-
ening of the soft phonon under TN . The dependence of ε1(0) on the applied magnetic field is then
an obvious consequence of this prediction, since the spins are reoriented after the field is applied, the
outer magnetic field straightly affects the soft mode frequency (this was experimentally confirmed in pa-
per [40]) and thus the ε1(0) value. Moreover, Japanese scientists [3] have progressed in theory also
to a quantitative analysis. From a theoretical model assuming the interaction of Eu2+ with the closest
and the second closest Eu2+ ions and at the same time assuming the cubic symmetry of the lattice, they
were able to derive the relation

ε1(T,H) = ε1T (T )
(
1 + α

〈
Si · S j

〉)
, (1.24)

predicting the dependence of static permittivity ε1(0) of the EuTiO3 on temperature T and magnetic field
strength H. ε1(0) stands here out as a function of static permittivity without spin correlation ε1T (T ) (ob-
tained by fitting the measured data and extrapolating the fit curve under TN), binding parameter between
spin correlation and static permittivity α (again obtained by fitting), and the spin correlation

〈
Si · S j

〉
,

where Si and S j are the average spin sizes of the Eu2+ ions in neighbouring magnetic sublattices. [3] It is
clear that

〈
Si · S j

〉
depends on both T and H. Due to the thermal movement, the spins in the sublattices

are not exactly antiparallel. The chaotic nature of their movement increases with increasing temperature
and therefore the absolute value of the

〈
Si · S j

〉
decreases. Exact calculations of the spin correlation

function
〈
Si · S j

〉
, which were performed by Japanese scientists taking into account several simplifying

assumptions, are shown in Figure 1.10.

Figure 1.10: Theoretically calculated courses of the
〈
Si · S j

〉
as a function of T and applied magnetic

field. (figure taken from [3])

The presented theoretical model was subsequently eperimentally confirmed by the authors them-
selves. [3] Their measured data of the ε1(T,H) well agreed with the theoretical prediction not only
for temperatures below, but also above TN . Moreover, results in the previously discussed Fig. 1.8 are
also in accordance with the introduced model. However, some time ago, experimental data were ob-
tained at the Institute of Physics of the CAS, which showed the dependence of the 1 kHz permittivity
(i.e. low frequency permittivity) of EuTiO3 polycrystalline sample on the direction of the external mag-
netic field. [41] The data indicates differencies between the cases when permittivity was measured along
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or perpendicular to the static magnetic field (results are presented in Fig. 1.11). At 2 K and 1 T, the differ-
ence of the relative permittivities between these directions was ∼ 8, which is more than 2 % anisotropy
for the investigated sample. From a structural point of view, in ideal polycrystals, all directions are
equivalent, thus resulting anisotropy is induced by outer magnetic field. However, the dependence of the
permittivity on the magnetic field orientation was not predicted by Katsufuji’s and Takagi’s model.

Figure 1.11: Left: Temperature dependence of the 1 kHz permittivity (ε1) of the EuTiO3 polycrystal.
The permittivity was measured in external magnetic field of various absolute values B for both directions
- parallel and perpendicular to the applied magnetic field. Right: The ε1 dependence of the EuTiO3
polycrystal on the B again for the same configurations. The frequency of the electric field Eω was 1 kHz
and temperature 2 K. [41]

Let us discuss the temperature and field dependence of 1 kHz permittivity displayed on the left side
of the figure 1.8. Obviously, for weak magnetic fields, those functions have a small maxima. However,
they do not indicate a phase transition to the ferroelectric phase. In our case, the low temperature permit-
tivity saturates due to the attenuation of the soft mode softening (Fig. 1.8-right). This attenuation occurs
due to low temperature quantum fluctuations. The course of permittivity in the vicinity of the AFM phase
transition (and also below it) is thus strongly influenced by the spin correlation function

〈
Si · S j

〉
(see re-

lation (1.24)). However, the magnetically independent component of the permittivity ε1T (T ) does not
acquire the maximum and from this point of view, EuTiO3 actually behaves as an incipient ferroelectric.
[3], [24]

One of the goals of this Diploma thesis and partially of my previous Bachelor thesis [11] is to clarify
the origin of the permittivity anisotropy, which should arise in the magnetic field. We have explored
several options that directly or indirectly, more or less likely, influence the behaviour of permittivity.
These physical effects are discussed in the following paragraphs.

1.8.4 Magnetostriction and magnetization

In 2014, an article [42] dealing with magnetostriction in EuTiO3 ceramics was published. The exper-
imental results contained in the article are shown in Figure 1.12. The left part shows sample contraction
during temperature decrease in zero applied magnetic field. This contraction is caused mainly by volume
(isotropic) magnetostriction and additionally by thermal expansion. It is also evident that magnetostric-
tive hysteresis does not occur in the ceramics, since measurements for zero magnetic field before and after



30 CHAPTER 1. THEORETICAL BACKGROUND

the field are overlapped, and it can be assumed that the ceramic is isotropically demagnetized once the
field is switched off. [42]

In general, the magnetostriction is affected by the value of sample magnetization. The right part of
Fig. 1.12 shows the absolute value of the magnetic moment per Eu atom. The maximum value of this
quantity (given by the electron configuration of Eu2+ ions) is 7. [42] At first, we observe a linear increase
with a magnetic field for all temperatures, but saturation occurs at higher magnetic fields. The conver-
gence of the saturation is affected by the temperature. While at 2 K the curve breaks above 1 T, at 7 K
(above the magnetic phase transition) saturation occurs very slowly at higher fields due to the consid-
erable thermal disruption of the magnetic order. Mark that the 1 − 2 T strong magnetic field needed to
saturate magnetization in the AFM state is very weak compared to other materials. This indicates a weak
exchange antiferromagnetic interaction between adjacent spins. This weak interaction is also expressed
through a low temperature of the Neél phase transition (TN = 5.3 K). Note that the mean magnetic mo-
ment values of the Eu atom correspond to the deformation of the sample in the left part of the Fig. 1.12.
Mostly, the deformation of the ceramics varies at lower fields where the magnetization of the sample
increases steeply. After magnetization saturation, the sample is deformed significantly less. [42]

Figure 1.12: Left: Relative length change ∆L
L of the EuTiO3 ceramics as a function of temperature

and size of applied magnetic field. Reference length L, to which the extension is related, was mea-
sured at 10 K. Right: Temperature and field dependence of atomic magnetic moment. Absolute value
of the moment is statistically related to one Eu atom and expressed in units of Bohr magneton µB. (figure
taken from [42])

The first look at magnetostrictive data in Fig. 1.12 suggests their correlation with 1 kHz permittiv-
ity curves at temperatures below 10 K (Fig. 1.8 and 1.11). Dependencies show very similar courses
and so the question naturally arises, whether these phenomena are mutually dependent. However, as it
was described above, volume magnetostriction is governed by the same spin correlation function

〈
Si · S j

〉
(see (1.15)) as permittivity in Katsafuji and Takagi’s model, which is described by equation (1.24). Nev-
ertheless, the magnetostrictive dependence of Fig. 1.12 differs slightly from the course of the spin-
correlation function itself (Fig. 1.10). Magnetostriction is apparently not as symmetrical about the x axis
as the spin-correlation function, but it reaches greater negative and smaller positive values. It should be
noted that, apart from magnetostriction, thermal expansion also contributes to the sample size change.
However, thermal expansion is usually very low in the materials below 10 K, also usually increases
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only above 50 K and above 100 K is usually linear with temperature. The magnetostriction itself con-
sists of two contributions (see equations (1.16) and (1.17)). The first of these contributions, namely
the isotropic (volume) magnetostriction, depends on the spin correlation function linearly, whereas the
anisotropic magnetostriction does not show such a simple dependence. It follows that the volume magne-
tostriction is predominant in EuTiO3, but the anisotropic magnetostriction is not negligible. According
to the general physical properties of magnetostriction (see section Magnetostriction), the anisotropic
contribution to total magnetostriction is either positive or negative in a direction parallel to the exter-
nal field and opposite in directions perpendicular to the external field. The contribution of anisotropic
magnetostriction is most apparent in fields above 1.5 T, when the magnetization is already saturated
(the

〈
Si · S j

〉
function persists practically unchanged) and the volume contribution thus remains constant.

From the above it is clear that the analogy between the permittivity and the volume magnetostric-
tion is purely random, since both variables depend directly on

〈
Si · S j

〉
and are independent on each

other. However, in principle, there may be a link between anisotropy in low frequency permittiv-
ity and anisotropic magnetostriction. The low frequency permittivity ε1 is experimentaly determined
from the equation

C =
ε0ε1S

d
(1.25)

expressing a capacitance of a capacitor. Here ε0 is the permittivity of the vacuum, S is the area of the
capacitor plates and d is their distance defined by the linear dimension of the sample. With a signif-
icant change in the dimension d of the sample, the capacitance of the capacitor changes considerably
and this capacitance difference could be misinterpreted as a change in permittivity (constant sample size
during the low-frequency permittivity measurements is normally assumed). By including anisotropic
magnetostriction, which has either positive or negative sign in direction parallel to the magnetic field
and opposite sign in the perpendicular direction, the possible anisotropic nature of 1 kHz permittivity
of the EuTiO3 could be explained. The problem, however, is that the relative change of EuTiO3 ceramics
dimensions (according to experimental data in Fig. 1.12) varies in the order of ∼ 0.001 %, whereas the
detectable change in permittivity has to be at least ∼ 1 %. Thus, magnetostriction probably does not
cause the anisotropy in permittivity. Nevertheless, we started to measure magnetostriction of EuTiO3
ceramics in order to obtain our own experimental data and compare them with the data contained in the
article [42].

1.8.5 Morphic effect in the EuTiO3 ceramics

The possible anisotropy of the permittivity of the EuTiO3 ceramics (see Fig. 1.11) is expected to be
induced by an application of external magnetic field due to morphic effect theoretically discussed in sec-
tion 1.6. Therefore, let us now consider general facts in relation to EuTiO3 ceramics.

EuTiO3 ceramics are composed of tetragonal single crystalline grains. According to the factor-group
analysis in tetragonal I4/mcm phase, [36] 5 Eu and 3 A2u symmetry phonons are expected in the IR
spectra. Note, the Eu modes are double degenerated, because they are active in IR spectra polarized
in tetragonal plane, while A2u modes are polarized along the tetragonal axis. In magnetic field applied
along tetragonal z axis, the Eu modes can split, while the A2u mode frequencies can shift. After ap-
plication of the magnetic field on single crystal, the permittivity of EuTiO3 single crystal should change
differently along and perpendicularly to magnetic field due influnce of morphic effect on phonon frequen-
cies. Nevertheless, in our case, the EuTiO3 sample is ceramics, so we cannot expect any macroscopic
morphic effect.
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As mentioned above, the external pertrubation affects phonons in three ways. Either it can lift phonon
degeneration or affect the frequency of individual phonons or change phonon selection rules for scattering
processes and infrared absorption. Consequently, the permittivity of the material is affected by the change
of phonon properties (dependence of permittivity on phonon frequencies will be described below). How-
ever, the external magnetic field itself (or equivalently generation of non-zero magnetic moment) does
not remove the possible center of symmetry of the system, and therefore all selection rules remain valid.
It is worth noting that EuTiO3 undergoes the AFM state transition at TN = 5.3 K. Generally, AFM or-
dering may remove the center of symmetry. However, it is clear from the Fig. 1.11 that the permittivity
does not exhibit anisotropy at zero external magnetic field and thus phonons are not affected (at least not
detectably) by the transition to the AFM state itself. Therefore, the possible anisotropy of permittivity
(seen in Fig. 1.11) is unlikely to be caused by the morphic effects.



Chapter 2

Methodics of the experiment and data
evaluation

2.1 Basic spectroscopic relations

Incident electromagnetic radiation on the sample surface can either be reflected, absorbed, passed
through a sample (transmitted), or diffuse scattered from the surface. However, in the case of well-
polished samples, the diffuse scattering is negligible. Thus, the intensity of the incident beam I0 is
divided into the intensity of the reflected beam IR, the intensity of the transmitted beam IT and the
intensity of the incident beam, which is absorbed IA. The energy conservation law then gives

IR

I0
+

IA

I0
+

IT

I0
= R̃ + Ã + T̃ = 1, (2.1)

where R̃ is the "apparent" reflectivity, Ã is "apparent" absorption, and T̃ is the "apparent" transmissivity
of the sample. These quantities are called "apparent", because "true" companions of these quantities are
defined under more specific conditions (for example reflectivity is defined for an infinitely thick sample
for which there is no transmission). The magnitudes of these "apparent" and "true" quantities may be
slightly different, but mentioned differencies are insignificant or negligible in our experimental condi-
tions. [21]

With "true" reflectivity and transmissivity for dielectrics, other physical quantities, such as complex
permittivity, permeability and refractive index, are connected. In the case of reflectivity measurement
of a sufficiently thick sample, the transmission can be neglected. For an incident beam almost parallel
to normal surface, the "true" reflectivity of the sample is governed by the formula [43]

R(ω) =

∣∣∣∣∣∣∣
√
ε(ω) −

√
µ(ω)

√
ε(ω) +

√
µ(ω)

∣∣∣∣∣∣∣
2

. (2.2)

If the sample is non-magnetic, the previous relation can also be written in the form [21], [24]

R =

∣∣∣∣∣∣
√
ε(ω) − 1
√
ε(ω) + 1

∣∣∣∣∣∣2 =
(n1 − 1)2 + n2

2

(n1 + 1)2 + n2
2

. (2.3)

For the "true" transmissivity of the sample in the form of a parallel plate of a thickness r it is easy
to derive the formula [21]

T =
I(r)
I(0)

= e−Lr ∧ L(ω) = 2
ω

c
n2, (2.4)

33
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in which I(r) is the radiation intensity at depth r under the sample surface, I(0) is the radiation intensity
at zero depth under the sample surface, and c is the speed of light. This formula is also known as the
Beer’s Law. [21]

2.2 Infrared spectroscopy

Infrared spectroscopy uses radiation with wavenumbers within the interval ν = 10 − 12500 cm−1.
Formally, this spectral range is still subdivided into a near infrared range (ν = 4000 − 12500 cm−1),
a middle infrared (MIR) range (ν = 400−4000 cm−1) and a far infrared (FIR) range (ν = 10−400 cm−1)
that already overlaps with a region termed terahertz radiation (typically ν = 3 − 100 cm−1). Infrared
spectral regions have gained their names by the magnitude of the separation from the visible light in the
spectrum of electromagnetic waves. [44]

Infrared (IR) radiation has wavelength which is compatible with the frequencies of the vibrations
of the molecules or with the frequencies of phonons and magnons (magnetic excitation) in solids. There-
fore, infrared spectroscopy is a powerful tool for classifying physical phenomena and studying their
dynamics, for detecting the force interactions and the existence of chemical bonds in solids, liquids
and gases without reference to its organic or inorganic origin. [44]

Older dispersion spectrometers used for measurement gradual decomposition of radiation to indi-
vidual wavelengths through monochromator. These monochromatic components were then separately
recorded. However, the above-mentioned detection method is time consuming because of gradual mea-
suring of the intensity of the individual radiation components. Moreover, for less stable and less intense
sources of IR radiation (especially in the far infrared region), the measurements made in this way are
slow and not very precise due to high noise. This led to development of other types of spectrometers
(mainly Fourier transform), which are able to eliminate these problems. [44]

2.2.1 Fourier Transform Infrared Spectrometers

The time of spectra acquisition has been substantially reduced through the development of spectrom-
eters using Fourier signal transformation (FTIR – Fourier Transform Infrared Spectrometers). In these
spectrometers, the polychromatic beam intensity is detected and decomposed in the spectrum using
Fourier Transform, while in the dispersive spectrometers the spectrum is measured frequency by fre-
quency, which is very slow process and signal to noise ratio is rather low. Measured signal is then
significantly stronger and hence less noisy in FTIR. Conducting an experiment is thus greatly acceler-
ated. The FTIR spectrometer Bruker IFS 113ν is used for measurements at the Institute of Physics of the
Czech Academy of Sciences and therefore, the operation of these spectrometers will be briefly explained
in the following paragraphs. [26]

FTIR spectrometers operate on the basis of the phase shift achieved using the Michelson interferom-
eter (the simplest construction shown in Fig. 2.1). IR beams impact at an angle of 45◦ on the beam-
splitter (half-transparent mirror), from which the passed and reflected beam is aimed at the mirrors.
One of the mirrors is fixed, while the other is adjustable. From the mirrors, the rays are reflected back
to the beamsplitter, where they are reflected (transmitted) and interfere. The reassembled beam continues
in the direction of the sample (or to the mirror in the reference reflectivity measurement) and to the detec-
tor that records the intensity of the incident radiation. Owing to the positioning of one of the mirrors, it is
possible to create a certain path difference between the two interfering beams, and thus affect the inten-



2.2. INFRARED SPECTROSCOPY 35

Figure 2.1: The diagram of the Michelson interferometer. (figure taken from [45])

sity of the interference. In the case of monochromatic wave of the initial intensity I0 and the frequency ν,
the intensity I of the detected beam depends on the path difference δ of the beams and it can be described
by the relation [44]

I(δ) =
I0

2
[1 + cos(2πνδ)]. (2.5)

The intensity I0(ν) of polychromatic radiation generated by the source (or intensity of radiation after
interaction with the sample) is frequency dependent. The equation (2.5) is then formally transformed
into form

I(δ, ν) = S (ν)[1 + cos(2πνδ)], (2.6)

in which S (ν) =
I0(ν)

2 is the so-called spectral intensity. The total intensity of the detected polychromatic
radiation is then a sum of all its components, so this intensity depends only on the path difference between
interfering beams, namely as follows:

I(δ) =

∫ +∞

0
S (ν)[1 + cos(2πνδ)]dν. (2.7)

The last equation, is an expression of a fact, that the intensity of the detected radiation is the Fourier
transform of the spectral intensity. Then it is clear, that by using an inverse Fourier transform, the
spectral intensity of the beam can be calculated as [44]

S (ν) =

∫ +∞

0

[
I(δ) −

1
2

I(0)
]

cos(2πνδ)dδ. (2.8)

The last two relations show the meaning of a Fourier transform spectrometer. From the measured
total radiation intensity as a function of the path difference (so-called interferogram) between the rays
in the Michelson interferometer, it is possible to obtain complete information about the spectral compo-
sition of the detected beam performing the Inverted Fourier Transform. From the experiment, of course,
we are able to gain path differences only up to a certain maximum and not to infinite values (as re-
quired by the equation (2.8)), nevertheless this difficulty can be mathematically treated with the so-called
apodization function. [44] The integral is then calculated numerically through an algorithm called the
Fast Fourier Transform. [26]

The scheme of the Bruker spectrometer is illustrated in Fig. 2.2. The radiation travels from the
source (a), which is in our case the mercury lamp for the far IR or the Globar for the middle IR region,
then through the Michelson interferometer (b), where the path difference of interfering beams is created
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Figure 2.2: FTIR spectrometer BRUKER IFS 113ν. (a) chamber with sources of the IR beams, (b)
Michelson interferometer, (c) sample chamber, (d) detectors. (figure taken from [46])

and both beams interfere, through the sample chamber (c) in which, the beam is directed through a mir-
ror set to the sample. After transmission or reflection (reflection variant is depicted on the scheme in the
Fig. 2.2) of the beam from the sample, the beam comes to detectors (part d). In the FIR and MIR regions
we use a pyroelectric detectors made of deuterated triglycine sulfate. For low-temperature FIR studies
we use higly sensitive liquid-helium-cooled silicon sensor (bolometer), because optical windows in cryo-
stat strongly reduce the intensity of the IR beam. The difference between the Michelson interferometer
in our spectrometer and the scheme in the Fig. 2.1 is that we use the Genzel version of the interferometer
where the moving mirror (with amplitude of movement x) is bilateral. In this case, both interferometer
arms generate a larger optical path difference, which has a positive effect on the higher spectral resolution
of the spectrometer. Also, the beam splitter (beamsplitter - labeled STW in Fig. 2.2) is unique in that
way, that it is automatically changeable (6 positions in total). This makes it possible to cover the entire
broad IR region. It should also be emphasized that the whole spectrometer is evacuated to a pressure
of 10 mbar, because IR radiation is absorbed by water vapour in the air and due to this a noise can appear
at vibration frequencies of water vapour. [26]

In our experiment, we used an experimental setup suitable for the determination of the sample reflec-
tivity. To do this, it is necessary to measure the interferogram S 0(ν) after reflection from the reference
mirror instead of the sample (assuming 100 % reflectivity of the metal mirrors) to determine the spectral
intensity of the lamp S 0(ν) and then to measure the interferogram S R(ν) after reflection from the sample.
The sample reflectivity is then determined as a fraction

R(ν) =
S R(ν)
S 0(ν)

. (2.9)

In the reflectivity measurement configuration, our apparatus allows the sample placement in a cryostat
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into which fluid helium or helium vapor flows from the reservoir during the experiment and thus allows
the sample cooling down to temperature of approximately 7 K.

2.3 Terahertz spectroscopy

Terahertz (THz) spectroscopy uses radiation with wavenumbers within the interval ν = 3−100c̃m−1.
The development of THz measurement methods has been delayed due to the lack (compared to IR spec-
troscopy) of strong natural sources of THz radiation. The first artificial sources appeared in the beginning
of the sixties of the last century and they were based on Backward-Wave oscillators. [28] In recent years,
great expansion of the THz spectroscopy was registered as the new measuring technique called Tera-
hertz time-domain spectroscopy was invented. The method is characterized by its high phase sensitivity,
where the time dependence of the electric component of the THz pulse E(t) can be directly measured
using a synchronized optical laser pulse (see more details below). From the E(t), the transmittance spec-
trum of the material can be obtained directly by Fourier Transform. From this spectrum and the phase
shift, both components of the complex refractive index of the sample can be obtained [47], and conse-
quently also complex permittivity and permeability of the sample can be calculated. Unlike the evaluation
of IR reflectivity spectra, where we cannot measure the phase shift of the electric component of the puls
(beam), the complex spectroscopic quantities can be calculated directly from the measured THz transmit-
tance spectrum. All experiments as well as spectra calculations are performed by home-made software
PK Graph. [28], [26]

2.3.1 Terahertz pulse generation

Nowadays, several types of THz radiation sources are used in practice. In our experiments we use
a source called a photoconductive switch or also a photoconductive antenna whose principle of function-
ing is captured in the simplified scheme in Fig. 2.3.

Figure 2.3: Terahertz radiation emitter made from GaAs plate. (figure taken from [28])

The switch made from GaAs is exposed to a linearly polarized, 50 fs long laser pulse. The tita-
nium sapphire laser, we are using, produces pulses (wave packets) with frequency 76 MHz and these are
composed of wavelengths from the interval (790; 810) nm. The laser pulse incident to the switch gener-
ates free electric charge carriers in it. A DC voltage of 1 kV / cm (actually, rectangular voltage pulses,
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the duration of which is 106 times greater than the duration of the laser pulse) is connected to the switch
and this voltage is oriented perpendicularly to the direction of laser pulse propagation. Voltage begins
to accelerate the free charge carriers and generates electrical current in the switch. Gradually, however,
the charge carriers are recombined and the current dampened. During the recombination, surplus energy
from accelerated carriers radiates in the form of linearly polarized THz radiation. The direction of radia-
tion is identical to the incoming laser pulse. The amplitude of the electrical component of the generated
radiation is proportional to the time change of the current density in the GaAs emitter: E(t) ∝ ∂ j

∂t . As can
be seen from Fig. 2.3, the terahertz pulse is a single oscillation. It follows that the wave spectrum com-
posing such a compact wave packet, which is actually only about 1 ps long, is quite wide. The spectrum
of the generated THz pulse approximately covers the range of 0.1 − 3.0 THz. [48]

2.3.2 Detection of terahertz puls

At the current stage of development, several accurate methods of THz radiation detection are de-
veloped. We use a technique called electro-optic sampling, which is based on the linear electro-optic
Pockels effect. In principle, the task of measuring the amplitude of the electric field of the THz pulse is
converted to measuring the change of polarization of the laser pulse. It means the determination of the
laser intensity in two directions.

Figure 2.4: Detection of the THz radiation by electro-optic sampling. (figure taken from [26])

The detection scheme is summarized in Fig. 2.4. The linearly polarized laser puls can be converted
in the first step to a circularly polarized ray (this step is missing in Fig. 2.4) due to the passage through
the quarter-wavelength plate. Change of the polarization from approximately circularly to elliptically
polarized ray is more easily detectable than change of the polarization from linear to elliptic. So this step
is used for the increase of the detection sensitivity, and therefore we implement it in our experimental
setup. Thus prepared laser beam then travels together with (and parallel to) the THz pulse, which is
approximately twenty times longer. Both of them go through an electro-optic ZnTe crystal, where the
electric field of the pulse causes the birefringence of the laser beam and so changes its polarization to the
elliptic. The ellipticity is then determined by separating the component with the vertical and horizontal
polarization in the Wollaston prism and by measuring intensities of these components using the photodi-
ode. [26]
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In the above mentioned manner, the average magnitude of an electric field of approximately one
twentieth of the THz pulse (the laser beam is about twenty times shorter than the THz pulse) is deter-
mined. Through a different delaying of the laser beam, it is then possible to reconstruct the shape of the
whole THz pulse. The name terahertz time-domain spectroscopy emerged just because of the laser beam
delaying. [26]

2.3.3 Transmission measurement using terahertz spectrometer

Our home-made apparatus, which is designed to measure THz radiation after passing through the
sample, is schematically captured in Fig. 2.5. Approximately 96 % of the laser beam intensity is used
to generate the THz pulse, the remaining part of the laser beam is used as a mediator in the THz pulse
detection after passing through the sample. The emitter bias oscillates with frequency of approximately
100 kHz. Terahertz radiation, whose area of occurrence between the emitter and the sensor S is depicted
in grey in the diagram, has to pass through a vacuum since the rotational modes of the water vapor con-
tained in the atmosphere lie in the THz range and therefore water vapor absorbs this radiation and causes
noise in the spectrum. The sample is placed in the Oxford Instrument Optistat cryostat with a helium
atmosphere and mylar windows. Our cryostat allows measurements in the temperature range 5 − 300 K.
Another helium cryostat (Oxford Instrument Spectromag) is additionally equipped with a superconduct-
ing magnet, so that in the low temperature measurements (down to 2 K) a homogeneous magnetic field is
available up to 7 T. This field may be set either in the direction parallel or perpendicular to the polariza-
tion of the THz pulse (Voigt arrangement) or parallel to the direction of the pulse propagation (Faraday
arrangement). We have always used Voigt arrangement. [26]

Figure 2.5: Scheme of the THz spectrometer in the transmission mode. (figure taken from [48])

The output of the measurement is the time dependence (otherwise, also the spatial shape) of the
THz pulse electric field. This output is then decomposed by inverse Fourier transform into the transmit-
tance spectrum. Sample transmittance, which is determined by the ratio of the signal passing through
the sample and the signal passing through the reference hole, and its thickness are subsequently used
in the calculation of the complex refractive index, complex permittivity, complex permeability or com-
plex conductivity of the material under investigation. [47], [49]
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2.4 Infrared spectra evaluation

When evaluating the measured IR spectra, we use the relation (2.2) for non-magnetic substances,
i.e. µ1 = 1 and µ2 = 0, which is usually well satisfied in the phonon frequency range. It is clear
from this relation that the reflectivity provides only information about the magnitude of complex permi-
tivity and the values of its components ε1 and ε2 are obtained only by applying a suitable physical model.
Infrared response (permittivity ε(ω)) can be described by the sum of Lorentz oscillators [24], [44]

ε(ω) = ε∞ +

n∑
j=1

∆ε jω
2
TO j

ω2
TO j
− ω2 − iγTO jω

, (2.10)

where three parameters - frequency of IR active TO phonon ωTO j , its damping γTO j and its oscillator
strength ∆ε jω

2
TO j

(here dielectric strength ∆ε j = ε(0) j − ε∞ is contribution of the j-th mode to the
static permittivity) - describe each oscillator. Nevertheless, we evaluate data using four-parameter model
for each oscillator. [50] The reason for this choice is significant frequency splitting between ωTO j and its
corresponding longitudinal mode frequency ωLO j in EuTiO3. The four-parameter model is more suitable
for description of broad reflection bands with large TO-LO splitting. The fitting was performed using the
home-made Wasf software.

The frequency (ω) dependence of the dielectric complex permittivity can be expressed using a four-
parameter model in a form [50]

ε(ω) = ε∞

n∏
j=1

ω2
LO j
− ω2 − iγLO jω

ω2
TO j
− ω2 − iγTO jω

, (2.11)

where ε∞ is the temperature-independent high-frequency permittivity given by the electron transitions,
ωTO j and γTO j are the frequencies and damping of the j-th transverse phonon, ωLO j and γLO j mark the
frequency and damping of the j-th longitudinal phonon corresponding to the j-th transverse mode. ωTO j

and ωLO j fulfill inequality ωTO j < ωLO j . In addition, the prescription of the function ε(ω) tells us, that
for frequencies equal to ωTO j the dielectric losses curve ε2(ω) has local maxima and the real permittivity
curve ε1(ω) inflection points. The curve ε1(ω) has zero values at points ωLO j . [50], [44], [23]

By setting the frequency ω = 0 in equation (2.11), the complex permittivity becomes only real (ε∞ is
also a real number), and this equation transforms into the Lyddane-Sachs-Teller relation (Eq. (1.6)).
Furthermore, the contributions of the j-modes to static permittivity ∆ε j (where ∆ε j = ε(0) j − ε∞) is
restricted by the sum rule

n∑
j=1

∆ε jω
2
TO j

= konst., (2.12)

which describes the force equilibrium in the crystal and is fulfilled at each temperature. [50], [51]
The ∆ε j contributions can be calculated using LO j and TO j frequencies through the formula [50]

∆ε j = ε∞ω
−2
TO j

∏
k

(
ω2

LOk
− ω2

TO j

)
∏

k, j

(
ω2

TOk
− ω2

TO j

) . (2.13)

If the material is not a good dielectric and shows a nonnegligible conductivity, the free carriers of the
electric charge contribute to the dielectric function (i.e. to the relation (2.11)) through the Drude term
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[52]

εD(ω) =
ω2

p

−ω2 + iωγ0
, (2.14)

where ωp is the plasma frequency of the free carriers and γ0 is the plasma damping. ωp is proportional
to the free-carrier density n and inverse-proportional to free-carrier effective mass m∗ using relation 4πne2

m∗ .

2.5 Radio-frequency dielectric spectroscopy

Radio-frequency spectroscopy serves as a sample characterizing method for low frequency dielectric
permitivity and conductivity. This technique measures the impedance (or capacity) of the sample, which
is shaped to the form of a thin plate with elecrodes (the thickness of the sample is typically from 100 µm
to 1 mm), and subsequently the real and imaginary component of permitivity or conductivity is calculated
from the determined impedance. With our experimental setup produced by Cryogenic company [53], we
are able to determine low-frequency dielectric properties of the sample in magnetic field up to (theoreti-
cally) 20 T and simultaneously in the low-temperature regime with the lowest temperature of 0.3− 0.4 K
(this requires 3He cooling system). The frequency range of our impedance analyzer (Alpha-AN from
Novocontrol company) is from 0.001 Hz to 1 MHz. In this frequency domain, there are no optical
phonon excitations in the sample, but the radio-frequency electric field influences the polarization of the
atoms or molecules inside the substance. Under assumption that the polarization (in this case the transla-
tional polarization caused by the translation of the whole atoms) of the substance decreases after turning
off the outer field exponentially as e−

t
τ (polarization behaves as a displacement of the damped oscillator),

where τ is the so-called relaxation time, it is possible to express the sample permittivity dependence
on a frequency of the applied electric field by the Debye’s relaxator [23], [54]

ε(ω) = ε∞ +
ε(0) − ε∞
1 + iωτ

, (2.15)

in which ε∞ is the high-frequency permittivity, i.e. permittivity caused by effects at far higher frequencies
than is the frequency range of radio waves (ε∞ is in this case the sum of electron and phonon contribu-
tions to permittivity) and ε(0) is static permittivity. The previous relation can be generalized to the sum
of any number of relaxators (when the polarization of different atoms or molecules in a substance is
characterized by different relaxation times) simply by adding a summation over all τ j before a fraction
or by transition to integration over a possible interval of the relaxation times. Debye’s relaxator is used
as a model for fitting radio-frequency spectra.

2.6 Capacitance dilatometry

Dilatometry includes measurement methods that focus on detecting sample sizes and their changes
under varying external conditions. The dimensions of the sample typically change due to thermal ex-
pansion, magnetostriction, electrostriction etc. To determine the magnetostriction in EuTiO3 we choose
the so-called capacitance dilatometry based on the principle of capacity measurement of the the sam-
ple holding device whose dimension is proportional to sample dimension change. The holder, which is
called microdilatometric cell, used in our experiments is schematically shown in Fig. 2.6. This particular
cell was primarily designed for the study of magnetic phase and magnetic phase transitions. The au-
thor of the cell is Jan Prokleška from the FMP CU, who also performed magnetostrictive experiments,
namely in the joint magnetic laboratory of Physical Institute and Charles University in Prague-Troja. [55]
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Figure 2.6: Schematic diagram of the used dilatometric cell. (figure taken from [55])

Dilatometric cell is almost entirely made of silver due to its use in experiments with magnetic field.
The main advantage of silver is its diamagnetic nature, but it has also lower heat capacity than copper,
and it is characterized by zero nuclear magnetic contribution at low temperatures and high magnetic
fields. The sample is placed in the internal cavity of the cell with dimensions of about 3 × 3 × 3 mm.
The cell is constructed in the so-called tilted-plate arrangement, where the sample pushes on a plate that
is fixed on one side and loose on the other. The dilatation or contraction of the sample then causes the
plate rotation around the fixed point k and thereby a change of the cell opening magnitude (see Fig. 2.6).
The cell opening change has a direct effect on a change of the system capacity C. The capacity of the
used dilatometer cell is given by relation [55]

C(T,H) =
2ε0

d(T,H)

Ao(T )
1 −

√
1 − γ2

o(T,H)
γ2

o(T,H)
− Ai(T )

1 −
√

1 − γ2
i (T,H)

γ2
i (T,H)

 , (2.16)

where A(T ) and γ(T,H) are functions of the cell’s geometric parameters (the indices o and i express the
relation to the parameters ri and ro in Fig. 2.6), ε0 marks the vacuum permittivity and d(T,H) marks
the dimension of that part of the sample that protrudes from the sample cavity and so pushes to the
revolving plate. However, it is appropriate to add that γ(T,H) function is also a function of d(T,H),
so it is necessary to solve the equation (2.16) with respect to d(T,H) numerically (after the measurement
of the capacity C). Once the size of the protruding part of sample d(T,H) as the function of temperature
and magnetic field is determined, it is necessary to calculate the actual relative change of the sample size(

∆l
l

)
s

in the given direction with respect to the expansion of the dilatometric cell itself. The recalculation
is performed according to the formula [55](

∆l
l

)
s

=
1
ls

(
∆ds + ∆dAg s

)
+

(
∆l
l

)
Ag
, (2.17)

in which
(

∆l
l

)
Ag

represents the silver expansion, and term ∆dAg s
ls

indicates the expansion of the silver sam-
ple in the calibration measurement. The calibration of the apparatus using a silver sample, whose size
exactly corresponds to the size of the sample cavity, allows the construction aspects of the dilatometric
cell to be taken into account (for example, the fact that the cell is not entirely made from pure silver). [55]

The arrangement of the inclined plate is particularly advantageous when measuring irregular sam-
ples, its disadvantages are complicated data evaluation and difficult calibration of the apparatus. Used
apparatus allows simultaneous measurement of cell temperature and capacity. Sample dimensions can be
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measured in two orientations with respect to the magnetic field, namely perpendicular and parallel to it.
Cell capacity is measured by the Andean-Hagerling AH2500A capacitive bridge. The physical condi-
tions of the sample environment (temperature, pressure, magnetic field) are fully controlled by the PPMS
(Physical Property Measurement System) from Quantum Design [56] company. The lowest achievable
temperature in this device is about 1.9 K and the highest possible magnetic field is approximately 9 T. [55]

2.7 Magnetic properties measurement

For determination of the induced magnetization in our EuTiO3 samples also PPMS was used. PPMS
device determines the magnetization of the material using measuring technique based on electromagnetic
induction. In such an arrangement, the induced voltage in the coils through which the sample is moved
is registered. Practically, the movement of the sample can be either periodic or simple - away from the
coils. The movement of the sample is periodic in PPMS apparatus, so it is a so-called vibrating sample
magnetometer. The magnetisation is calculated from the proportionality equation between the induced
voltage U on the pickup coils and the change of the magnetic flux density B [55]

U = −
dΦ

dt
≈

dB
dt
. (2.18)

Here Φ stands for magnetic flux and t for time. Magnetization M is calculated from the measured B
and known magnetic field strength H using relation [55]

B = µ0(M + H), (2.19)

where µ0 denotes the permeability of vacuum.

In the PPMS apparatus the housing consisting of the drive and detection coils, thermometer and
standard electrical interface is placed inside the PPMS chamber allowing usual field and temperature
control. The sample itself is fixed to a long thin rigid rod connected to a DC servo motor outside the
sample chamber. This setup allows longitudinal movements through the pick-up coils. The sample trans-
lation is synchronised with data acquisition. The magnetic moment is obtained by numerical integration
of the measured voltage profile and fitting of the obtained waveform to the known data for a dipole mov-
ing through the detection coils. The homogeneity of the magnetic field across the measuring region is
achieved with an accuracy of 0.01 %. Samples were carefully fixed in order to avoid possible rotation
or undesirable displacement due to the magnetic forces acting during the experiment. [55]
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Chapter 3

Measurement results

3.1 Preparation of the samples

All measurements were performed on EuTiO3 ceramics, i.e. samples with a polycrystalline structure.
A typical feature of polycrystalline samples is their macroscopic (both dielectric and optical) isotropic
behavior. This is due to the fact that the individual crystallites are randomly oriented in space and, more-
over, their dimensions are much smaller (in the order of tenths of a µm in our samples [57]) than the
total probed volume of the sample (diameter of incident beam is typically in the order of millimeters).
Then, in the case of spectroscopic experiment, the incident beam strikes a statistically sufficient amount
of grains to make all directions in the sample structurally equivalent. The disadvantage of polycrystalline
structures over single crystals is the presence of a considerable amount of structural defects (mainly
at grain boundaries) and open and also closed pores, which then affect the macroscopic properties of the
sample. Relevant parameters in determining the quality of ceramics are relative density, porosity, amount
of oxygen vacancies, and purity (to what extent it is a single phase ceramics). The infrared reflectivity
of ceramics increases with its increasing density (the sample contains less pores and thinner grain bound-
aries, i.e. less structural defects), therefore it is desirable to produce as dense as possible ceramics, whose
physical properties are close to those of single crystals.

Preparation of samples was provided by M. Kachlík from the Brno University of Technology, who
has several years of experience with the synthesis of EuTiO3 ceramics. The EuTiO3 ceramics were pre-
pared from two commercially available powders - Eu2O3 (99, 99 % purity, 100 nm grain size) and anatase
A-TiO2 (99, 99 % purity, 100 nm grain size). The aim was to produce EuTiO3 according to the chemical
equation

Eu2O3 + 2TiO2 + H2 −→ 2EuTiO3 + H2O.

Unfortunately, thermodynamic data are not yet available to calculate the Gibbs free energy of the above
mentioned chemical reaction. Thus, the ideal reaction conditions are not known and, moreover, the most
suitable way of post-treatment of EuTiO3 powder is also not known. Therefore, preparation of the dens-
est and purest EuTiO3 ceramics is more or less based on experience and synthesis under various reaction
conditions. [57]

The ceramics preparation itself begins with the homogenization of the reactants mixture. This ho-
mogenization was performed either in a so-called planetary mill (for 30 minutes) or in a so-called ball
mill in polypropylene bottles (for 48 hours). Ethanol is added to the mixture as a medium during homog-
enization. The difference between these two grinding techniques is in the grinding energy. The planetary
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mill operates faster and at very high grinding energy. Consequently, the resulting mixture can be con-
taminated by a trace amount of the substances the mill is made of (ZrO2, MgO etc.). On the other hand,
the polypropylene bottles can contamine the mixture even at low-energy grinding performed in the ball
mill. The mixture used for the preparation of the sample #1 was homogenized in planetar mill, whereas
the mixture for the sample #2 and #3 preparation was homogenized in the ball mill. The resulting ho-
mogeneous suspension is subsequently dried and triturated in a ceramic mortar. The resulting powder is
annealed in a 99, 9 % hydrogen atmosphere (pressure 95 kPa) at 1100 ◦C for three hours with a gas flow
of 5 l/min (heating speed 20 ◦C/min; cooling speed 20 ◦C/min). Subsequently, the preparation proce-
dures of individual ceramics differ.

Further preparation of samples #1 and #3 differed very little. Both were sintered at SPS (Spark
Plasma Sintering) device. Sintering was carried out in the vacuum (with multiple nitrogen washing)
at 1300 ◦C with a duration of 5 min (heating speed 100 ◦C/min; cooling speed about 50 ◦C/min was man-
aged by manual power control). Sample shapes were formed during the sintering. At this stage, the an-
nealed powder was placed in a piston that compressed it, and electrical discharges resulting from the ap-
plied electrical voltage sintered the powder into a compact polycrystalline body. Preparation of the
sample #2 differed significantly. The powder was first compressed in a piston using a 10 MPa uniax-
ial pressure and then subjected to cold isostatic pressing at 1 GPa. Subsequently, so prepared "green
body" was placed in a hydrogen furnace, where was "baked" 120 min in 99, 99 % argon atmosphere
at 1400 ◦C (heating and cooling speed 10 ◦C/min). Thus prepared disc-shaped samples were then sand-
blasted and ground to remove surface admixtures and impurities (especially graphite).

Figure 3.1: Left sample: The 1.5 × 1.5 × 5 mm big cuboid cut out of the original sample #2 and in-
tended for magnetization measurement. Right sample: The polished disc-shaped sample #3 used in IR
experiments (laboratory designation 18/125).

The prepared samples were opaque, dark gray to black in color and cylindrical (disc-shaped) with di-
ameter of ∼ 7−14 mm and with thickness of ∼ 4 mm (see rigth sample in the Fig. 3.1). Each sample was
cut into pieces of the desired thickness for experimental purposes, and some of them were then carefully
polished in the optical workshop to avoid the scattering of incident radiation on their surfaces during
spectroscopic measurements. In all the IR experiments, several milimeters thick polished disc-shaped
samples were used (right sample in the Fig. 3.1). For the THz experiments, 100 µm thick (transmission
type of spectroscopic measurement) disc- (sample #1) or half-disc-shaped (sample #2) samples were
cut and subsequently also polished. From the sample #1, a 1 × 1 × 2 mm big cuboid, which was used
in the magnetostrictive measurement, was cut out. Significantly more elongated cuboid (1.5×1.5×5 mm)
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was also cut out of the sample #2. This cuboid is caught in the Fig. 3.1 and was used for the magnetiza-
tion measurement. In all the radio-frequency measurements, approximately 1 mm thick half-disc-shaped
samples were used. These were also cut out of the original thick discs and then were provided by circular
golden electric contacts (prepared through deposition) with ∼ 5 mm diameter.

The density of the samples was calculated by the Archimedes method. Relative densities were calcu-
lated using the theoretical density (TD) of EuTiO3 ceramics 6.91 g·cm−3. Thus performed calculations
of relative densities of our ceramics gave values 98.0 %, 93.2 % and 98.9 %, respectively. The phase
composition of the samples was determined by X-ray diffraction (XRD) analysis using a cobalt radiation
source (CoKα1, λ = 1.78892 Å). [57] XRD analysis showed single phase EuTiO3 samples (no secondary
phases were detected). As a supplementary measurement was performed coarse determination of sample
#1 resistance. Manual measurement of surface resistance using a multimeter gave values in kΩ region.

3.2 Sample characterization

3.2.1 Structural characteristics

At first, we intented to perform X-ray texture analysis on sample #1. The measurement was kindly
carried out by Jan Drahokoupil on the X’Pert PRO diffractometer from PANalytical company. However,
due to the relatively small size of the sample, it was necessary to use a point focus with the 0, 25× 1 mm
slit. It turned out, that only a small number of crystallites were present in the irradiated volume due
to the use of a small aperture, and therefore the texture analysis could not be reliably performed. The con-
siderable coarseness of the sample is well documented by the backscatter diffraction image (Fig. 3.3),
on which the discontinuity of the diffraction lines is clearly visible (the size of line trace of the inci-
dent beam on the sample was approximately 2 − 3 mm). The size of the grains was roughly estimated
in the order of tens of µm. For the verification of the estimation, a microscope photograph of the sam-
ple #3 polished surface was taken. The photograph is depicted in Fig. 3.2. There are clearly visible
grain boundraies (the black traces) which contain microscopic cavities. It seems that the biggest grains
reach the size of approximately 100 µm, while the approximate grain size average moves around 50 µm.
A rough estimation emerging from X-ray analysis is thus in agreement with Fig. 3.2.

It seems, that the image 3.3 does not indicate the presence of any texture (traces in diffraction lines are
practically dots and randomly situated). However, due to the coarseness of the sample, the quantitative
texture analysis is not possible. Therefore, we have evaluated the diffraction data of sample 17/13,
which was measured within my Bachelor thesis and whose dimensions allow the use of 15 mm long
and 1◦ wide line aperture [11] (corresponds to 2 mm wide trace on the sample). The texture of this
sample was estimated by calculating the texture index T (hi) for each reflection hi according to relation
[58]

T (hi) =

I(hi)
R(hi)

1
n
∑n

j=1
I(h j)
R(h j)

, (3.1)

which can be used for slightly textured polycrystalline materials. In this formula, n represents the total
number of diffraction lines, I(hi) stands for the measured intensity of the line hi and R(hi) is the theoreti-
cally calculated intensity of this line in a perfectly non-textured polycrystalline sample. The calculation
of R(hi) is based on the EuTiO3 lattice parameters, which are, for example, included in the X’Pert PRO
diffractometer software. The calculated T (hi) values of sample 17/13 are for all reflections hi more or less
distributed around the value 1, which indicates a completely non-textured sample. [58] The most distant
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Figure 3.2: The magnified photograph of the sample #3 polished surface taken by an optical micro-
scope. The black traces indicate grain boundaries, which often contain large defects leading to a creation
of small cavities (porosity).

Figure 3.3: Diffraction backscatter image of the sample #1 taken using a 55 kV and 30 mA molybdenum
lamp (λ = 0.7107 Å). The sample - film distance was set to 40 mm and the exposure took 150 s.
A collimator with 1 mm diameter was used.

values of T (hi) from 1 are numbers 1.28 corresponding to the reflections on the planes (2 2 2), (0 0 4),
and 0.72 corresponding to the reflections on the planes (2 2 1), (0 0 3). Typical T (hi) values for textured
materials are numbers greater than 3. Then the calculation indicates that the sample 17/13, which was
subjected to uniaxial 20 MPa pressure during the fabrication, is apparently non-textured. Small devia-
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tions of the texture indexes from 1 are probably caused by the coarseness of the sample (despite the usage
of line focus). We can also conclude, that other samples, which were made using a comparable uniaxial
pressure, are also non-textured, and thus isotropic.

The coarseness of the sample forces to reflect on the legitimacy of using an approximation of poly-
crystalline sample. We conclude, that several mm3 big ceramics (as is typically used in magnetization
and magnetostriction measurements) consists of more than 104 grains even in the case of 50 µm (es-
timated average) large grains. At the same time, 104 grains is affected in spectroscopic measurements
(when approximately 5 mm aperture is used) and this is also true for measurements in the radio-frequency
range. It follows that the ceramics used in our experiments can be considered (from the structural point
of view) as isotropic.

3.2.2 Electric conductivity

One of the most common and major deficiencies of EuTiO3 ceramics is their various electric con-
ductivity. It is a consequence of the sample preparation process and is likely and predominantly caused
by the formation of oxygen vacancies either within individual grains of the ceramics or most probably
at the grain boundaries. So actually EuTiO3−x is synthesized during sample preparation, instead of pure
EuTiO3. EuTiO3−x then contains excess of only weakly bound electrons causing the enhanced conductiv-
ity. Couple of years ago, Dr. Jiříček from the Physical Institute investigated three various EuTiO3 ceram-
ics (namely those characterized within my Bachelor thesis) with small, medium and high conductivity
and found that the conductivity is proportional to concentration of oxygen vacancies. Simultaneously,
the oxygen vacancies are responsible for change of Eu2+ to Eu3+ and Ti4+ to Ti3+3+. Therefore, it is
important to work with the most dense ceramics with a minimum of structural defects and thus the lowest
conductivity. The enhanced low-frequency conductivity of ceramics is unpleasant for several reasons.
In the IR region, the free carrier plasma partially screens the phonon response and therefore the fitting
of the measured spectra is complicated. In the THz transmission experiment, the free carrier plasma
significantly reduces the intensity of the transmitted signal and thus increases the experimental error.
Moreover, in the radio-frequency region it even contributes to the effective permittivity of the sample.
Hence, we subject each ceramic to radio-frequency experiments without magnetic field to determine the
conductivity and thus the quality of the ceramics. Over the past couple of years, our EuTiO3 ceramics
have undergone significant decrease in conductivity. Even within my Bachelor thesis [11] we measured
samples, where we identified significantly enhanced conductivity, which made it impossible to correctly
evaluate the phonons from the measured IR spectra.

The radio-frequency measurement results of the sample #1 are captured on the right side of Fig. 3.4.
For comparison, the radio-frequency conductivity of sample #17/13 (this number comes from my Bach-
elor thesis [11]) is captured on the left side of the same image. This sample was the most promising
ceramic measured within my Bachelor thesis, because it was well transparent in THz region. Obviously,
there is a qualitative difference in the temperature dependence of the low-frequency conductivity σ1 be-
tween the two samples. While the sample #17/13 conductivity exhibits metallic behavior, i.e. it increses
on cooling, sample #1 behaves as a dielectric with decreasing conductivity on cooling. Interestingly, the
sample #1 is more conductive at room temperature, but its conductivity is about three orders of magni-
tude smaller at 10 K (measured below 10 kHz). We consider this to be a huge forward shift, as we are
particularly interested in the low temperature region below 10 K.

Although the conductivity of the sample #1 was reduced by several orders of magnitude compared
to the sample 17/13, its behaviour still cannot be considered as of an ideal insulator. The enhanced
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Figure 3.4: Left: Frequency dependencies of the electric conductivity σ1 (calculated from equation
(1.13)) of the sample #17/13 and Right: the conductivity of the sample #1 in radio-frequency range.
Frequency dependencies were obtained in temperature interval 9 − 297 K.

Figure 3.5: Temperature dependences of the sample #1 permittivity ε1 measured from 210 Hz
to 0.95 MHz. All lines are doubled as one always corresponds to data collection during cooling
and the other during heating.

conductivity of the sample still manifests itself at very low frequencies of the electric field even at low
temperatures below 10 K. This is illustrated by the temperature and frequency dependence of the permit-
tivity at frequencies below 1 MHz (see Fig. 3.5). The data was obtained by radio-frequency spectroscopy.
In the case of a good non-conductive EuTiO3 sample, the permittivity should decrease with increasing
temperature (up to about 80 K) according to the data shown in Fig. 1.11 and as it has been shown
by Katsufuji and Takagi on EuTiO3 single crystal [3]). The permittivity increase at low frequencies
(see Fig. 3.5) is caused by the finite conductivity of the sample (the abrupt decrease of the permittiv-
ity seen above 150 K at freqencies near 1 MHz is probably only an artifact of the measurement). Due
to the conductivity, Maxwell-Wagner polarization occurs and it is manifested by a dielectric relaxation
in radio-frequency region. [59], [60]
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Relaxation is ensured by free electrons that move (when the electric field is applied) to the positive
electrode, resulting in a charge depletion layer near the negative electrode. Thickness d∗ of the depletion
region is significantly smaller than the thickness of the entire sample d. Then only this layer effectively
contributes to the permittivity of the sample, resulting in an increase of the sample capacity (capacity
is calculated using the relation for plate capacitor C =

ε0ε1S
d and substituing d∗ instead of d). [59]

However, the experimental setup assumes a contribution to permittivity from the entire sample volume,
and therefore an increase in the sample capacity is interpreted as an increase in its permittivity. Above
mentioned mechanism dominates in slightly conducting single crystals. In ceramics, additional contri-
bution to capacity comes from interlayer capacitors present at the grain boundaries. [60] For that reason,
in ceramics both depletion layers near electrodes and grain boundaries enhance electric capacity of the
samples and cause huge effective dielectric permittivity at low frequencies.

Figure 3.6: Left: Radio-frequency electric conductivity σ1 (calculated from equation (1.13)) of the
sample #2 in temperature interval 8 − 297 K. Right: Temperature dependencies of the permittivity ε1
measured at frequencies from 2 Hz to 0.95 MHz.

As shown in Fig. 3.6 and 3.7, samples #2 and #3 are even few orders of magnitude less conductive
than ceramics #1. Sample #2 conductivity contribution to its low-frequency permittivity (at temperatures
below 10 K) is within the range of 2 Hz - 0.95 MHz only about 10 %. This is again one order of magni-
tude shift in comparison with the ceramics #1, whose permittivity rises five times at the lower limit of the
210 Hz - 0.95 MHz interval. It is clearly visible, that the preparation of the samples is extremely sensitive
to the each step of the procedure. Although the sample #1 and #3 preparations are almost identical (differ
only in the reactant mixture homogenization), their conductivities differ significantly.

From the permittivity of ceramics #2 in Fig. 3.6 we can assume that if we measure low-frequency per-
mittivity on this sample in an external magnetic field and for electric field frequencies higher than 1 kHz,
then the conductivity contribution can be considered negligible, and therefore sample #2 could be reli-
ably used to this type of experiment. However, ceramics #1 and #3 could be used without much difficulty
in THz and IR measurements where the conductivity contribution is significantly lower. The temperature
dependencies of the permittivity in the Fig. 3.5 and 3.7 deserve a small comment. Anomalous decreases
in permittivity for the highest measured frequencies compared with curves measured at lower frequen-
cies are likely only consequencies of measurement inaccuracies.
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Figure 3.7: Left: Radio-frequency electric conductivity σ1 (calculated from equation (1.13)) of the
sample #3 in temperature interval 8 − 300 K. Right: Temperature dependencies of the permittivity ε1
measured at frequencies from 2 Hz to 0.95 MHz.

As illustrated above, our samples have undergone enormous improvements. The question is whether
there is still a space for conductivity reduction. We can see that with increasing temperature (above 10 K)
the permittivity starts to rise steadily due to the enhanced conductivity and the rise is even much steeper
above 50 K. Thus, the conductivity is still not negligible when comparing, for example, Fig. 3.6 with the
results in Fig. 1.11 or with the results of EuTiO3 single crystal [3]. Differencies likely spring from dif-
ferent types of EuTiO3 samples. Polycrystalline samples are always more conductive than monocrystals
due to the high amount of grain boundaries that work as conductive channels. Ceramics are then more
conductive than large grain polycrystalline materials for the same reason. Our ceramics, although very
dense (over 93 %), still contain only several tens of micrometers big grains (see Fig. 3.2) and therefore
also a large amount of their boundaries, which are highly conductive. This is also the reason why the
polycrystalline sample in Fig. 1.11 shows a much smaller conductivity contribution (at higher tempera-
tures - above 10 K) to permittivity than our ceramics. Thus, although the EuTiO3 ceramics production
process has been significantly improved and the conductivity caused by the oxygen vacancies within the
individual grains has been likely almost eliminated, a further significant improvement of the dielectric
properties of EuTiO3 ceramics will be very difficult due to the ceramic character of the samples alone.

3.3 THz and IR spectroscopy

Our effort to observe the anisotropy of permittivity in EuTiO3 ceramics was started by THz mea-
surement of complex permittivity down to helium temperatures and with zero external magnetic field.
The obtained spectra shown in Fig. 3.8 and 3.9 give information about the quality of the samples and also
serve (as will be shown later) as a basis for IR spectra normalization. In all THz experiments, thin disc-
or half-disc-shaped samples (about 100 µm thick) cut from the original several mm thick discs were used
(see Preparation of the samples).

It can be seen from the data in Fig. 3.8 and 3.9 that the permittivity ε1 and also the dielectric losses
ε2 increase with cooling. The increase in ε1 is due to soft mode softening, as discussed previously. Note
that the absolute value of ε1 of sample #1 is generally a few tens of percent greater than the permittiv-
ity ε1 of the sample #2. This is caused by a unequal density of both ceramics (about 5 % difference),
but the main reason is different electric conductivity of both samples. As discussed in the section Electric
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conductivity, sample #1 has several orders of magnitude higher conductivity than the other two ceramics,
and this conductivity contributes to permittivity ε1 through dielectric relaxation. Obviously, increased
conductivity influences ε1 and ε2 also in the THz region. Furthermore, it can be seen that the spectra
of the sample #1 were measured in the broader frequency region (at higher temperatures) than spectra
of the sample #2. It is caused only by the experimental conditions, namely by the intensity of the detected
signal, which decreases significantly just at frequencies above 30 cm−1, when the EuTiO3 is measured.
In the case of sample #1, the measuring apparatus was adjusted good enough, so that the signal was
strong even above this threshold.

Figure 3.8: THz permittivity spectra of the sample #1 in temperature range 7 − 295 K and zero external
magnetic field. Left: Real part ε1 of the complex permittivity. Right: Imaginary part ε2 of the complex
permittivity.

Due to limited experimental time with magnetic cryostat, we measured magnetic-field dependence
of THz spectra only on the sample #1, although it would be more appropriate to seek for the anisotropy
of THz permittivity ε1 in the less conductive sample #2. This time press emerged from the lengthy tech-
nical problems that accompanied reconstruction of the THz experimental apparatus. It should be also
pointed out that samples #2 and #3 can be considered to be identical within the THz and IR experiments
due to their similar conductivity, and therefore experiments in the THz region were performed on sample
#2, while in the IR region on sample #3. Moreover, data measured on samples #2 and #3 were not further
quantitatively evaluated due to missing magnetic field measurements. Thus, the quantitative analysis was
performed on sample #1 only.

The aim of the THz measurement was observation of the permittivity ε1 (and its possible anisotropy),
its extrapolation to low frequencies and the subsequent comparison with the directly measured low-
frequency data. To be able to quantitatively evaluate the THz data, i.e. to fit the permittivity ε1 spectra
measured in an external magnetic field and to extrapolate the values of static (low-frequency) permit-
tivity, it is necessary to know the frequencies of phonons that contribute to the permittivity. These
frequencies, however, lie in the IR region, which therefore has to be measured. Several mm thick,
disc-shaped and optically polished samples were used in all IR experiments (see section Preparation
of the samples). Room-temperature IR reflectivity spectrum of EuTiO3 ceramics (sample #3) is shown
in Fig. 3.10. In the figure, the frequencies of the transverse ωTO j and longitudinal ωLO j modes (as they
were determined from the fit of this spectrum) are approximately marked. It is known (see section Elec-
tric and magnetic properties), that the frequency of the low-frequency transverse mode ωTO1 (soft mode)
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Figure 3.9: THz permittivity spectra of the sample #2 in temperature range 7 − 295 K and zero external
magnetic field. Left: Real part ε1 of the complex permittivity. Right: Imaginary part ε2 of the complex
permittivity.

actually softens on cooling and splits into two phonons below temperature of the transition from cubic
to tetragonal symmetry (i.e. below 282 K). Determination of the detail temperature dependence of the
soft mode frequencies was, however, a part of my Bachelor thesis [11] and will not be repeated here.

Figure 3.10: The entire IR reflectivity spectrum of the EuTiO3 ceramic sample #3 measured at room tem-
perature. Such a spectra are fitted using the formula (2.11). The four-parameter oscillators’ frequencies
ωTO j and ωLO j are approximately marked by black arrows.

IR reflectivity of samples #1 and #3 was measured at room temperature, 250 K, 200 K, 150 K, 100 K,
75 K, 50 K, 25 K and the lowest achievable temperature. The lowest temperature for samples #1 (7 K) and
#3 (12 K) was different due to the leaking windows of the cryostat. The measured and normalized data
are summarized in Fig. 3.11. In this figure, only selected spectra, covering approximately uniformly the
entire temperature interval, are captured for clarity. There is a noticeable increase in reflectivity on cool-
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ing in the frequency range up to about 100 cm−1. The increase is just caused by the softening of the
low-frequency TO1 phonon. Its frequency position is roughly marked by arrow. The noise in the spectra
of sample #1 is slightly higher than the spectra of sample #3. This is caused by different polyethylen
windows used in the cryostat.

Figure 3.11: Left: IR reflectivity spectra of the sample #1 in temperature range 7 − 300 K and zero
external magnetic field. Right: IR reflectivity spectra of the sample #3 in temperature range 12 − 300 K
and zero external magnetic field. The soft mode frequency is approximately marked by black arrows.

Our IR spectrometers measure with deviation approximately up to 5 %. Although the measured spec-
tra have correct trends, the absolute reflectivity value may be influenced by imperfect reference mirror
and small misalignment of the sample and reference mirror positions in the cryostat. Small IR sensor
in bolometer is extremaly sensitive on small misalignment. To refine the measured IR spectra, the nor-
malization to THz data is used. The normalization is possible, because IR and THz ranges are adjacent
to each other and may slightly overlap. From the known courses of THz ε1 and ε2 in Fig. 3.8 and 3.9,
THz reflectivity is calculated using the formula (2.3) (samples can be considered with good accuracy
to be non-magnetic, µ1 = 1 and µ2 = 0, in THz region). IR reflectivity is then normalized through
a single constant so that the IR spectrum is connected as smoothly as possible to the THz reflectivity
spectrum. Still, thus normalized spectra are to some extent burdened with error. This is obvious from the
Fig. 3.11 in the frequency range 250 − 400 cm−1, where the reflectivity reaches even unphysical 102 %.
However, phonons from this region affect the THz komplex permittivity very little, and therefore it is
sufficient to fit the reflectivity in this interval only approximately.

For further investigations of the THz permittivity ε1 in the magnetic field, it was necessary to analyze
only the IR reflectivity spectrum at the lowest temperature. THz measurements with the magnetic field
were carried out at 2 K. Such low temperatures are not reachable in cryostat used during IR measure-
ment. Fortunately, the reflectivity of EuTiO3 ceramics varies very little at so low temperatures, so that
IR spectrum measured at 7 K can be reliably considered to be identical within the experimental accuracy
to the spectrum measured at 2 K. The 7 K reflectivity spectrum was fitted by the curve based on the four
parameter model (2.11). The parameters of the fitting curve are listed in the Tab. 3.1. These parameters
were then used as the basis for fitting of the THz spectra measured at 2 K and in the presence of an ex-
ternal magnetic field. The parameters of the oscillators 2 − 6 were fixed for these purposes on the values
given in the table, as these oscillators contribute very little to the permittivity in the THz region. On the
contrary, the transverse mode frequency ωTO1 characterizing the oscillator No. 1 was a free parameter
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that allowed the THz spectra fitting.

par. /oscillator No. 1 2 3 4 5 6
ωTO [cm−1] 63 111 153 247 429 539
γTO [cm−1] 17 99 3,4 135 11 8,4
ωLO [cm−1] 98 149 244 427 471 746
γLO [cm−1] 89 2,9 141 12 3,1 13

Table 3.1: Fit parameters of the reflectivity spectrum measured at 7 K and B = 0 T. The fit is based on the
four parameter model of permittivity and is described by the equations 2.2 and 2.11 at µ1 = 1, µ2 = 0.
The fitting curve consists in total of six four-parameter oscillators, where ωTO and γTO are frequency
and damping of the transverse phonon, ωLO and γLO are frequency and damping of the longitudinal
phonon. The last parameter is high-frequency permittivity ε∞ = 6, 1.

The results of THz measurement of sample #1 in the magnetic field are captured in Fig. 3.12 and 3.13.
One should be aware of the fact that there are depicted spectra of the complex refractive index instead
of complex permittivity. The reason for this change will be explained in the next paragraph. We can
see immediately that the imaginary part n2 of the refractive index does not show any remarkable de-
pendence with respect to the external magnetic field strength. Slight deviations from a single curve are
due to a measurement error that is bigger in the case of n2 than in the case of a real refractive index n1.
The increase of n1 with the increasing magnetic field is clearly visible in Fig. 3.12. This behavior is con-
sistent with data of 1 kHz permittivity (see 1.8) since in the first approximation, n1 depends on ε1 as

√
ε1.

Figure 3.12: THz refractive index spectra of the sample #1 measured at temperature 2 K and in external
magnetic field B perpendicular to the THz pulse polarization Eω. Left: Real part n1 of the complex
refractive index. Right: Imaginary part n2 of the complex refractive index.

However, spectra of the real index of refraction n1 show unexpected course in a magnetic field par-
allel to the THz pulse polarization (Fig. 3.13). At higher frequencies of the THz interval, n1 increases
quite normally with the magnetic field strength as in the case of perpendicular configuration (Fig. 3.12),
but at lower frequencies there is an anomalous decrease of n1, particularly visible at strong magnetic
field. However, this decrease is not a sign of the sought anisotropy of permittivity, but it indicates the
presence of resonance, whose frequency approaches the lower border of the measured interval with in-
creasing magnetic field. The strong dependence on the magnetic field and the rather low characteristic
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frequency of this resonance, which is around 5 cm−1, reveal that it is not a phonon, whose typical fre-
quencies are above 50 cm−1, but a magnon. The sample is thus significantly magnetically active in the
THz region and interacts with the magnetic component of the electromagnetic radiation. Therefore, it is
necessary to drop the assumption of a non-magnetic sample (µ1 = 1, µ2 = 0) when the magnetic field is
applied. Then, it is not possible to simply calculate the complex permittivity from the measured complex
refractive index N, because both the permittivity and the permeability of the material contribute to the N
(see equation (1.10)). Therefore, the real and imaginary part of the complex refractive index are shown
in Fig. 3.12 and 3.13 instead of the real and imaginary part of the complex permittivity.

Figure 3.13: THz refractive index spectra of the sample #1 measured at temperature 2 K and in external
magnetic field B parallel to the THz pulse polarization Eω. Left: Real part n1 of the complex refractive
index. Right: Imaginary part n2 of the complex refractive index.

The selected spectra of n1 from Fig. 3.12 and 3.13 are shown in Fig. 3.14 for comparison. Magnon
is not induced by magnetic field but is an intrinsic property of the material. However, in a weak magnetic
field, its characteristic frequency ωm lies in the microwave region so that the complex refractive index is
not affected in the THz region. As the magnetic field is amplified, the magnon frequency ωm increases
(hardens) and the magnon more and more influences the THz spectrum. Let us emphasize, that the
magnon contribution to the refractive index n1 is observed only in external magnetic field B oriented par-
allel to the electric component Eω of the linearly polarized THz radiation. This means that the magnon
contribution is observed when B and the magnetic component of terahertz radiation are perpendicular
to each other. More generally, ωm is noticeably influenced by B only if there is a nonzero component
of the THz radiation magnetic field Hω which is perpendicular to the B. It remains to be noted that
the radio-frequency spectroscopy (unlike the THz spectroscopy) measures the permittivity of a magnetic
sample directly, so there is no need to deal with magnons in its spectra. It is a consequence of the fact
that the radio-frequency experiment determines the capacity of the sample, which is proportional to its
permittivity and is not influenced by its magnetic permeability.

Another view of the THz data from Fig. 3.14 provides a graph in Fig. 3.15. This representation
is analogous to the right part of the Fig. 1.11. We can see that the influence of magnon truly weakens
at higher frequencies of the THz range since the "anisotropy" of refractive index n1 caused by magnon
is less than 2 % at the frequency 24 cm−1. We can judge that if there is no magnon contribution, then
no anisotropy in the refractive index n1 and thus in the permittivity ε1 is observed. A more precise
conclusion can be formulated after the exact fitting of the two components of the complex refractive
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Figure 3.14: THz spectra of the sample #1 real refractive index n1 measured at temperature 2 K and in ex-
ternal magnetic field B either perpendicular or parallel to the THz pulse polarization Eω.

index. The procedure is such that the complex permittivity and permeability in relation (1.10) are fitted
by oscillator models and thus are separated from each other. The permittivity of the sample in external
magnetic field is fitted by the classical four-parameter model (2.11) and the values of the fitting param-
eters of each curve are always based on the parameters in Tab. 3.1, which were obtained by fitting the
reflectivity spectra measured in zero external magnetic field. Since the high-frequency phonons have
only very small contribution to THz complex permittivity, it is reasonable to fix the parameters of oscil-
lators No. 2 − 6 for easier fitting.

Figure 3.15: Magnetic field B dependences of the real refractive index n1 in the sample #1 measured
at temperature 2 K, for several THz radiation frequencies and in external magnetic field either perpen-
dicular or parallel to the THz pulse polarization Eω.
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In contrast, the complex permeability is fitted with a Lorentz three-parameter model which is anal-
ogous to the formula (3.2). Furthermore, we assume that the permeability of the material is influenced
only by a single magnon, and thus only one magnetic oscillator describes the THz spectra. This is a rea-
sonable assumption, since the Eu2+ ion is the only magnetic moment in EuTiO3. Moreover, its magnetic
moments are turned into a ferromagnetic arrangement in the external field. According to the theory (see
section Magnons), such a system is characterized by a single magnon branch. Relation expressing the
permeability can be thus written in the form

µ(ω) = µ∞ +
∆µω2

m

ω2
m − ω2 − iγmω

, (3.2)

where µ∞ is temperature-independent high-frequency permeability (in our case equal to 1), ∆µ marks
magnon contribution to static permeability (µ(0) − µ∞), ω represents frequency, ωm the magnon fre-
quency and γm its damping.

Figure 3.16: Fitted spectra of the sample #1 real refractive index n1 measured at temperature 2 K
and in 5 and 7 T strong magnetic field B oriented in parallel to the THz pulse polarization Eω.

Using the six phonon oscillators and one magnon oscillator, the complex refractive index spectra
measured in the magnetic field of strength 3, 5 and 7 T were fitted. The spectra measured at mag-
netic fields weaker than 3 T did not show the presence of the magnon (within the measurement error)
and phonons were sufficient for the spectra description. The fitting curves and the measured real re-
fractive index data n1 for magnetic fields 5 and 7 T are depicted in Fig. 3.16. The course of the fit
in the displayed frequency domain is primarily defined by magnetic oscillation. One can see that the
frequency of the magnon (maximum of the curve) is in the range of cm−1 and its frequency actually rises
with increasing magnetic field strength. At the same time, ∆µ = µ(0) − µ∞ decreases with increasing
magnon frequency. In magnetic fields weaker than 3 T, the magnon frequency is so low that the magnon
practically does not affect the THz refractive index.

The complex permittivity and permeability of the sample #1 were separated by the fitting of the
complex refractive index. By extrapolation from the fitting curve, static permittivity ε1(0) values were
obtained for both magnetic field orientations with respect to polarization of THz radiation. The results
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are summarized in Fig. 3.17. One can see that ε1(0) clearly rises up to magnetic field strength of around
1 T, i.e. until the magnetization of the ceramics grows. Steep increase in ε1(0) is governed by the
soft-mode frequency ωTO1 decrease from original frequency 63 cm−1 (in zero external magnetic field)
to approximately 60 cm−1 (in 1.5 T). Above 1 T, the magnetization saturates (see Fig. 1.12). No indi-
cation of anisotropy in the permittivity ε1 of ceramics #1 is apparent from the data in Fig. 3.17. This
result could already have been expected from Fig. 3.14, which indicates that the disproportion in the
refractive index between the two significant field orientations is caused by the presence of the magnon
only. However, it should be noted that the measurement error of the extrapolated permittivity can be
quite large. The simple and very narrow THz frequency spectra of the real n1 and imaginary n2 part
of complex permittivity are fitted with sofisticated, multi-parameter curves, so there are many similar
possibilities to fit these spectra. In order to get accurate fitting curves, it would be necessary to measure
much broader frequency spectra. In the best case, broad IR reflectivity spectra of the sample in magnetic
field should be measured. However, this is not possible to realize in our IR laboratory. Kamba et al.
performed such kind of measurement in High-magnetic field lab in Grenoble, [24] but the measurement
was very noisy and did not reveal any expected shift of soft phonon frequency with B.

Figure 3.17: Dependence of the calculated static permittivity ε1(0) on external magnetic field. ε1(0) are
extrapolated from the permittivity fitting curves described by six four-parameter oscillators. These fits
are based on THz experimental data presented above.

Overall, the anisotropy of permittivity ε1 of EuTiO3 ceramics in THz region was not observed. All
measurements were made on sample #1, which is not the best EuTiO3 ceramics we have (it is more
conductive than samples #2 and #3), but is more than sufficient for THz and IR experiments. Neverthe-
less, the determination of permittivity anisotropy is not affected by the conductivity. The negative result
of anisotropy in the THz region supports the the theory of demagnetizing field as an explanation of the
possible low-frequency low-field permittivity anisotropy. In fact, the ceramics #1 has an almost circu-
lar cross-section and the applied magnetic field together with electric field of the THz radiation always
lie in the plane of the disc-shaped sample. The symmetry of the sample then implies that demagnetiz-
ing field is the same in both mutual configurations of applied magnetic field and THz electric field (see
section Demagnetizing field), and thus the anisotropy of the permittivity (if we assume that it is caused
by the demagnetizing field) does not occur in such shaped samples.
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3.4 Magnetostrictive measurement

Magnetostrictive measurements were motivated by getting the complete picture of the behaviour
of our EuTiO3 ceramics. Although magnetostriction does not cause anisotropy of 1 kHz permittivity, we
wanted to build the arguments presented in the section Magnetostriction and Magnetization on our own
experimental data. Unfortunately, due to technical reasons, magnetostrictive measurements performed
on sample #1 were unreliable. Capacitance dilatometry is an extremely sensitive method that requires
precise adjustment and can be fatally affected by even very weak influences of surroundings. During the
temperature measurements of magnetostriction, the specimen (a cuboid shape, volume of about 2 mm3)
was displaced in the dilatometric cell and the whole experiment was thereby devalued. Therefore, to il-
lustrate the behaviour of our EuTiO3 ceramics, I present the magnetostrictive data of the older ceramics
in the figure 3.18. These data were measured by the collaborators of S. Kamba several years ago, but were
not published. [41]

Figure 3.18: Relative change in length ∆L
L0

of EuTiO3 ceramic sample as a function of temperature
and magnetic field B. The change is related to the reference length L0 measured at 2 K and zero field.
The magnetic field was applied in a direction perpendicular and parallel to the measurement direction
of ∆L

L0
. The data were measured several years ago by a group around S. Kamba and have not been pub-

lished yet. [41]

Let us notice a few important things in Fig. 3.18. Firstly, magnetostriction reaches values of the
same order of magnitude as in paper [42] (see also Fig. 1.12). Secondly, the data displayed in Fig. 3.18
and 1.12 are qualitatively very similar, but the y-axis scaling in both pictures does not correspond to each
other due to the normalization of the measured data to reference lengths obtained at different tempera-
tures. And thirdly, note the curves measured at 9 T. These curves are qualitatively identical but differ
quantitatively due to anisotropic magnetostriction (the isotropic contribution is the same for both curves
as they were measured in the magnetic field of the same strength).
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3.5 Low-frequency permittivity

As it was mentioned in the section 3.1, in all the radio-frequency measurements, approximately 1 mm
thick half-disc-shaped samples were used. The golden electric contacts (∼ 5 mm diameter) were then
deposited on each side of the half-disc. Thus, the sample is considered as a dielectric in the capacitor
and the electric field Eω is always perpendicular to the plane of the half-disc sample (parallel to the short
dimension of the sample). For measurement of the radio-frequency permittivity in the magnetic field, the
highest quality sample #2 (whose conductivity contribution to the low frequency permittivity is small)
was chosen. The magnetic field B was either perpendicular or parallel to the electric field Eω. This
means that, unlike the measurements in the THz region, the magnetic field was either parallel or perpen-
dicular to the plane of the half-disc sample.

The measured radio-frequency permittivity as a function of temperature, direction and strength
of the external magnetic field and frequency is depicted in Fig. 3.19 and 3.20. We consider the measured
data to be very accurate, as all the measurements were carried out on the same sample and without exter-
nal interference (e.g. during the change of the applied magnetic field orientation). For the sake of clarity,
only those measured data, which are relevant for the subsequent discussion, are presented. These graphs
are equivalent to those shown in Fig. 1.11. Let us first comment on the data in Fig. 3.19. The cap-
tured trends of permittivity are very similar to those on the left side of the Fig. 1.11. Even the absolute
change in permittivity with the magnetic field is roughly the same. We can clearly see, that the sample
behaves anisotropically with respect to the direction of the external magnetic field B mainly under the
antiferromagnetic phase transition (TN = 5.3 K). Anisotropy grows with increasing B up to 1 T, but with
further increase of B, the anisotropy gradually disappears. No anisotropy is then observed at 10 T (nei-
ther at 5 T). A slight mismatch between the pair of curves represents a measurement error. The relatively
high frequency (105 kHz) of the electric field was chosen to minimize the conductivity contribution to di-
electric permittivity (see section Electric conductivity).

Figure 3.19: Temperature dependence of the dielectric permittivity of the sample #2 in the magnetic
field. The spectra were measured in the external magnetic field B applied either perpendicular or parallel
to the electric field Eω. Electric field with frequency 105 kHz was always applied perpendicularly to the
plane of the half-disc sample.
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The low-frequency permittivity anisotropy is also evident from the data in Fig. 3.20. Here, the per-
mittivity was measured for the electric field frequencies 1 Hz, 10 Hz, 100 Hz, 1 kHz, 10 kHz a 100 kHz.
Obviously, the permittivity in both magnetic field orientations increases slightly with decreasing fre-
quency. This is probably due to the contribution of the conductivity to the permittivity. A weak noise
present in all curves (mainly between 2 T and 4.5 T) is caused by temperature instability in the vicinity
of the sample. The temperature more or less oscillated during the whole measurement within the interval
0.3 − 0.4 K. One can conclude that in the magnetic field above 2 T the anisotropy of permittivity is not
visible (in contrast to dependences in the right side of the Fig. 1.11). A small difference between red
and black curves is probably due to a measurement error. However, the anisotropy is undoubtedly regis-
tered in the magnetic field weaker than 2 T. The slope of the permittivity increase is apparently different
for both magnetic field orientations. The newly measured data thus refines the ideas based on the data
in Fig. 1.11.

Figure 3.20: Magnetic field dependence of the sample #2 permittivity measured at 1 Hz, 10 Hz, 100 Hz,
1 kHz, 10 kHz and 100 kHz. During the measurement, temperature varied within the interval 0.3−0.4 K.
Small bumps seen above 2 T are caused by small temperature fluctuations.

The measured data indicates the anisotropy of the permittivity below 2 T caused by the demagne-
tizing field of the sample, which influences real magnetic field in the sample. 2 T roughly corresponds
to the strength of the field in which the magnetization reaches its maximum, respectively slowly saturate
itself (see Fig. 1.12). After the magnetization saturation, the spin correlation function reaches its maxi-
mum and thus the permittivity is saturated according to equation (1.24). In addition, the strength of the
magnetic field required for saturation of the permittivity is different in both directions. According to re-
sults captured in Fig. 3.20, the saturation magnetic field is larger in the B direction perpendicular to the
sample plane. This exactly corresponds to the prediction given by the demagnetizing field of the sample.
If we approximate our half-disc-shaped sample as a very flattened ellipsoid, then we know (see section
1.7) that the elements of demagnetization factor of such a body fulfill Nx = Ny � 0 and Nz � 1. Thus,
the demagnetizing field is unambiguously the largest in the direction perpendicular to the plane of the
sample (z direction), and therefore the inner magnetic field of the sample is most weakened for Eω ‖ B.
Therefore, the saturation of the sample magnetization (and thus saturation of the permittivity) occurs



64 CHAPTER 3. MEASUREMENT RESULTS

at the 50 % higher magnetic field for Eω ‖ B than for Eω ⊥ B.

It means, that the anisotropy of permittivity in the weak magnetic fields is only apparent. If we have
a sample of irregular shape, then in different orientations of the external magnetic field, the magnetic
field strength (and also magnetization) inside the sample may not be the same in all cases. Since the
permittivity of EuTiO3 below TN = 5.3 K is strongly dependent on the magnetic field strength inside
the sample, it may seem to be anisotropic with respect to the orientation of the external magnetic field.
The demagnetizing field as an explanation of the permittivity anisotropy is also supported by the fact that
we do not observe anisotropy of a thin disk sample in the THz field. In these experiments, the magnetic
field is always applied in the plane of the thin sample, where all the directions are equivalent in terms
of the demagnetization factor (Nx = Ny � 0).

3.6 Sample magnetization

As it was explained, the probable candidate for explanation of the EuTiO3 ceramics permittivity
anisotropy and different critical saturation magnetic field is the phenomenon associated with the shape
of the samples themselves. The general principles of the demagnetizing field have already been outlined
in the section 1.7. The demagnetizing field is the stronger the higher is sample magnetization (see equa-
tion (1.18)). The EuTiO3 ceramics fulfill key requirements needed for the creation of the sufficiently
strong (and thus detectable) demagnetizing field. Firstly, Eu2+ ions carry an extremely large magnetic
moment of 7 µB. And secondly, although the AFM arrangement of EuTiO3 under TN = 5.3 K means to-
tal zero magnetization, the magnetic moments of Eu2+ ions can be oriented more or less parallel already
in the external magnetic field around 1 T (see Fig. 1.12).

We wanted to refine the approximate image of the demagnetizing field effect on the permittivity
of the EuTiO3 ceramics using the measured data. Therefore we resorted to the measurement of the
ceramics magnetization. In order to at least estimate the strength of the demagnetizing field, it was
necessary to measure the data on a sample that could be well approximated by a body whose demagne-
tization factor is analytically countable. Therefore, an elongated cuboid (1.5 × 1.5 × 5 mm) was cut out
of the sample #2 for the purposes of the magnetization experiment. It is then possible to substitute the
cuboid with an elongated ellipsoid of revolution (prolate spheroid) with the long axis in the z direction.
Its demagnetization factors are approximately equal to Nx = Ny �

1
2 and Nz � 0 (see section 1.7).

The measured magnetization data are shown in Fig. 3.21. First, let us note that we do not observe
any magnetic hysteresis and, moreover, magnetization depends on the applied magnetic field linearly
practically until its saturation. This is usual behaviour of antiferromagnetic materials. It can be seen
that the displayed dependencies correspond exactly to the permittivity data shown in Fig. 3.20. The rise
of the magnetization in the B ⊥ z direction is slower (in accordance with theory, where Nx = Ny �

1
2

and Nz � 0) than in the B ‖ z direction since the total magnetic field inside the sample in configuration
B ⊥ z is governed by the equations (1.22). In the B ‖ z direction, no demagnetizing field is created
and only the sample permeability determines the magnetic field strength inside the sample.

If the value of saturated magnetization is taken as 0.5 MA/m, then the demagnetizing field calculated
from the factor Nx = Ny �

1
2 is about 0.3 T. This is also the approximate difference of the external

magnetic fields B needed for the magnetization saturation in the B ‖ z and B ⊥ z orientation (see Fig.
3.21). Let us now consider the approximate saturated magnetization value 0.5 MA / m and assume that
the magnetization in the sample #2, which we used for the the low-frequency permittivity measurement,
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Figure 3.21: Magnetic field dependence of the sample #2 magnetization. The magnetization was mea-
sured in the external magnetic field B applied either perpendicular or parallel to the long dimension
(z direction) of the elongated cuboid.

is saturated at the same value. This sample can be approximated by a very flattened ellipsoid, which is
described by the demagnetization factor Nx = Ny � 0 and Nz � 1. Therefore, the demagnetizing field is
two times stronger in the z direction than in the previous case in the x or y direction. The demagnetizing
field of 0.6 T is again in accordance with the experiment in Fig. 3.20. The external magnetic fields
needed for permittivity saturation differ between the both field configurations just by this approximate
value. This implies the result, that the coarse approximation of our samples using ellipsoids is sufficient
to confirm the role of the demagnetizing field of the sample as the cause of the permittivity anisotropy
in the weak external magnetic field.

We conclude that the demagnetizing field of the ceramics themselves is the cause of the permittiv-
ity anisotropy in the low-frequency data. Firstly, it very well predicts weakening of the magnetic field
within the sample oriented perpendicularly to the sample plane. This is evidenced by the calculation
of a shift of the magnetic field strength that is needed to saturate the magnetization and thus the per-
mittivity of the sample. Secondly, it explains why anisotropy disappears in strong magnetic fields. This
is due to the fact, that from a certain magnetic field strength, the magnetization is saturated indepen-
dently of the orientation of the applied magnetic field relative to the sample. And thirdly, it is consistent
with the isotropy of the ceramics permittivity in the THz experiment. In fact, in this measurement, very
thin ceramics (with almost circular cross-section) is always exposed to the external magnetic field lying
in its plane. These directions are practically equivalent in terms of the demagnetization factors, and thus
the resulting demagnetizing field is almost the same in all these directions within the sample plane.
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Conclusion

This Master’s degree project deals with a possible permittivity anisotropy of the EuTiO3 ceramics
with respect to a mutual orientation of electric and external magnetic field. The first challenge in ex-
periment is the preparation of the EuTiO3 ceramics itself. From the physically-chemical point of view,
the proces, that would guarantee the production of high-quality, dense and insulating ceramics, is not
known yet. Over the last three years of work, the EuTiO3 ceramics preparation process has been greatly
improved. Now we have very dense (significantly over 90 %) ceramics in which an undesirable conduc-
tivity has been reduced even by several orders of magnitude. As a result, the spectra of the low-frequency
permittivity, which are only little burdened by the conductivity contribution, could be obtained. Despite
this significant advancement, the quality of the EuTiO3 ceramics is still very sensitive to every step of the
preparation proces. The individual ceramics may thus slightly differ (e.g. in the absolute values of the
permittivity spectra), although they were prepared according to an almost identical scenario. At present,
we are (mainly due to effort of Dr. M. Kachlík from CEITEC Brno) perhaps close to the maximum
quality of the EuTiO3 ceramics. It is true, that they are still more conductive than single crystals, but this
is due to the nature of the ceramics themselves as they contain grain boundaries and defects within the
individual grains that support the conductivity of the ceramic samples.

In addition to the conductivity of the ceramics, their structure was also examined. Using an optical
microscope, the average grain size was estimated to be about 50 µm and the isotropic character of our
ceramics (i.e. their non-texturated structure) was confirmed by X-ray diffraction. Thus, the presence
of anisotropy as an intrinsic property of the EuTiO3 ceramics could be rejected, and it was clear that
the possible anisotropy of the permittivity is actually caused by the application of the external magnetic
field. Then we could proceed to the main goals of this work, namely to the observation of the permittiv-
ity anisotropy in the terahertz and radio-frequency region and to the subsequent anisotropy justification.
In particular, three possible explanations of the permittivity anisotropy with respect to the mutual orien-
tation of the electric and magnetic field have been theoretically investigated. These explanations were
sample magnetostriction, morphic effects and the demagnetizing field of the sample.

The permittivity of the EuTiO3 ceramics was experimentally determined by the infrared reflection
spectroscopy, terahertz time-domain transmission spectroscopy and the radio-frequency dielectric spec-
troscopy. The dielectric spectroscopy measurements were performed in frequency range 1 Hz-1 MHz,
temperature range 0.3 − 297 K and in the external static magnetic field up to 15 T (either perpendicular
or parallel to the electric field). In the terahertz and infrared region, experiments were performed within
the temperature interval 2 − 300 K and 7 − 300 K, respectively. In addition, terahertz experiments were
also realized in the external magnetic field up to 7 T. This field was also either parallel or perpendicular
to the electric component of the linearly polarized terahertz pulse. Furthermore, the magnetostriction
of the ceramics (in magnetic field up to 9 T and at low temperatures down to 2 K) was investigated
by means of the capacitive dilatometry. Also the magnetization dependence of the cuboid-shaped ce-
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ramics on the external magnetic field was determined in two significant directions of the magnetic field
considering the dimensions of the cuboid-shaped sample.

Although the temperature dependences of the low-frequency permittivity of the EuTiO3 ceramics
(in the external magnetic field) behave similarly to the magnetostrictive dilatation of this ceramics,
there is no causality between them. Both quantities depend on the spin correlation function indepen-
dently. It appears, that the magnetostriction cannot directly influence the radio-frequency permittivity
of the EuTiO3 ceramics, since the magnetostriction is three orders of magnitude weaker than the per-
mittivity anisotropy. Similarly, even morphic effects do not cause permittivity anisotropy, as in our
experimental arrangement they cannot in principle affect the properties of the isotropic ceramic samples.
Significant attention is therefore devoted to the demagnetizing field of our EuTiO3 ceramics.

The measurement results in the THz region revealed an unexpected magnon contribution to the com-
plex refractive index of our ceramics. This contribution was observed only for the external magnetic field
parallel to the THz pulse electric field. In order to obtain information about the permittivity of the ce-
ramics from the measured refractive index, it was necessary to fit the measured data with one magnon
and six phonon oscillators. The fit revealed the rise of the magnon frequency with increasing external
magnetic field strength. After the fitting of all the refractive index spectra we can declare that we do
not observe the permittivity anisotropy in the THz range. However, a seemingly negative result supports
the theory of the demagnetizing field. In fact, a thin sample of a circular cross section was used for THz
experiments and the magnetic field was always applied in the direction lying in the plane of the sample.
In terms of the demagnetizing field, these directions are equivalent, so the anisotropy of the permittivity
cannot be expected.

Conversely, measurement results of the low-frequency permittivity clearly show the presence of the
permittivity anisotropy in magnetic field up to 2 T (above 2 T anisotropy disappears). The magnetic field
was applied either in a direction perpendicular or parallel to the half-disc-shaped sample plane. In or-
der to approximately quantify the effect of the demagnetizing field, the magnetization of an enlongated
cuboid sample was measured. This time was the magnetic field applied in the perpendicular and parallel
direction to the long dimension of the cuboid sample. The magnetization dependences on the external
magnetic field coincide with the the low-frequency permittivity dependences. Furthermore, the maxi-
mal demagnetizing field of our ceramics was calculated from the measured value of saturated magne-
tization (the calculation was simplified using analytical results for a very flattened and very elongated
ellipsoid). The calculations give surprisingly accurate demagnetizing field strengths for both samples,
namely the cuboid one (0.3 T) and the half-disc sample (0.6 T). These numbers correspond to the mea-
sured data very well. The demagnetizing field thus reduces the internal magnetic field of the sample
when the external magnetic field is applied in short direction of the sample (i.e. for the disc perpedicu-
larly to the sample plane).

All the experimental results (and calculations) mark the demagnetizing field as the cause of the per-
mittivity anisotropy in the external magnetic field up to 2 T. In a number of materials, the demagnetizing
field has only weak or even negligible influence. The EuTiO3 is specific due to the large magnetic
moments that are carried by Eu2+ ions, which are bound by a very weak exchange interaction. Thus,
the magnetization of the EuTiO3 ceramics increases sharply in the external magnetic field, resulting
in the strong demagnetizing field depending on the sample shape and direction of the sample magne-
tization. The apparent permittivity anisotropy fades away when the demagnetizing field is overcome
by a sufficiently strong external magnetic field.
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[47] P. Kužel, H. Němec, F. Kadlec, and C. Kadlec: Optics Express 15 (2010) 15338.

[48] J. Petzelt, P. Kužel et al.: Ferroelectrics 288 (2003) 169-185.
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