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Abstract

This PhD thesis focuses on thermodynamics of pure refrigerants and refrigerants mixtures
including mixtures of unlike fluids. The vapour-liquid equilibrium of these mixtures is studied
along with speed of sound in both phases. The thesis consists of two parts: the first part is
dedicated to design of a high accuracy speed of sound measurement apparatus which is used to
obtain unique thermodynamic data. The second part deals with prediction models in form of
equations of state. The research is driven by ongoing development of new refrigerant blends for
commercial applications and by future needs of the cooling and monitoring systems for particle
detectors at CERN.

The prediction of thermodynamic properties of fluid mixtures, especially mixtures of unlike
fluids (natural refrigerants + fluorocarbons) is a challenging task. Currently only complex
contribution methods can provide reasonable accuracy for new blends where no experimental
data exists. This work presents newly developed correlations for prediction of binary interaction
coefficient for SAFT-BACK model which has never been used for such mixtures. Three
SAFT models are scrutinized in terms of prediction of vapour liquid equilibrium and speed of
sound using extensive data sets for natural refrigerants, fluorocarbons and their mixtures. The
combination of the SAFT-BACK model with developed correlations creates prediction model
for new refrigerant blends that uses only few fitting parameters.



Abstrakt

Předkládaná doktorská práce je studií termodynamických vlastností čistých chladiv a směsí
chladiv včetně směsí nestejnorodých látek. Podrobně je studována rovnováha kapalina-pára a
rychlost zvuku v obou fázích těchto směsí. První část práce se zabývá návrhem zařízení pro
velmi přesné měření rychlosti zvuku, které je použito pro získání unikátních termodynamických
dat. Druhá část je věnována výpočtům rychlosti zvuku a rovnováhy kapalina-pára čistých látek i
směsí pomocí stavových rovnic. Hlavní motivací pro tento výzkum je současný vývoj nových
směsí chladiv v komerčním sektoru a potřeby chladicích a monitorovacích systémů částicových
detektorů v CERN v Ženevě.

Výpočty vlastností směsí různorodých látek (přírodní chladiva + fluorovaná chladiva) jsou
náročný úkol. Složité kontribuční modely jsou v současné době jedinou volbou pro přesné
výpočty směsí, ke kterým neexistují experimentální data. V rámci předkládané práce jsou
vyvinuty nové korelace pro odhad binárních interakčních koeficientů pro model SAFT-BACK,
který pro podobné směsi ještě nikdy nebyl použit. Tři SAFT modely jsou důkladně testovány na
experimentálních datech rovnováhy kapalina-pára a rychlosti zvuku v obou fázích přírodních
chladiv, fluorovaných chladiv a jejich směsí. Výsledkem spojení modelu SAFT-BACK s nově
vyvinutými korelacemi je predikční model pro výpočty nových směsí chladiv, který vyžaduje
jen malý počet parametrů.
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Chapter 1 Introduction

1 Introduction

All refrigerants were pure fluids in the past (R-11, R-22, carbon dioxide) but blends have been slowly
introduced along the way. Either to replace phased-out pure refrigerants that were no longer allowed due to
their high environmental impact (high Global Warming Potential GWP or Ozone Depletion Potential ODP).
Or to provide certain performance characteristics that could not be achieved with pure fluids. In either case,
the composition of refrigerant blends is carefully formulated to meet complex requirements on evaporation
and condensation temperatures, energy efficiency, miscibility with oils, low environmental impact and many
others.

Modern refrigerant blends are often mixtures of very different components (natural refrigerant, hydro-
fluorocarbons HFCs, hydrofluoroolefins HFOs etc.) in order to provide desired properties, namely the low
environmental impact. Modelling is always used before any experimental testing to formulate new blends or
to study effect of changes in composition on behaviour and cooling performance. Unfortunately, modelling
of such complex mixtures is a difficult task. Accurate models of the pure fluids coupled with appropriate
mixing rules are required along with large and accurate experimental data sets that are needed for model
fitting and model evaluations.

Apart from the fact that the speed of sound is needed to obtain the ideal gas heat capacity of the refrigerants
and that it plays important role during the development of the thermodynamic models, it can be also used for
fluid analysis. Relatively simple and inexpensive yet accurate instruments for speed of sound measurement
coupled with appropriate model can be used for online monitoring of blend composition. Such blend analysis
is useful in an experimental circuit during blend development and testing but it can be also employed to
monitor blend composition during cooling plant operation since the composition can change in time due to
leaks and/or wrong filling procedures.

1.1 Refrigerant blends

Zeotropic mixtures have different composition of vapour phase and liquid phase, Figure 1.1. The zeotropic
behaviour is called fractionation in the refrigeration industry. It is most pronounced when components of
highly different volatilities are combined in a blend. For simplicity, let’s consider a binary zeotropic blend.
The more volatile component, in other words the component with higher vapour pressure, will be prevalent
in the gas phase at a vapour-liquid equilibrium. The vapour phase of the equilibrium state will have therefore
different composition than the liquid. The difference in composition will be higher for components with
highly different volatilities (vapour pressures) as is shown in the Figure 1.1 where the blend B components
have a higher difference in vapour pressures.

The fractionation of zeotropic blends has following consequences for cooling system design:

• The fractionation precludes the zeotropic blends from use in systems where a pool boiling occurs, for
instance in flooded evaporators or in suction line heat exchangers;

• The boiling temperature is higher at the input of the evaporator and lower at the evaporator exit. This
effect is called evaporator glide, and it is caused by the different volatility and thus different rate of
boiling of the blend constituents.
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1.1. REFRIGERANT BLENDS

There are also consequences for cooling system operation:

• Only liquid phase of zeotropic fluid must be used to fill a cooling circuit. Either cylinders with a dip
tube must be used or the cylinder must be positioned upside down during the filling. This was not the
case in the past when only pure fluids were used as refrigerants and therefore mistakes can happen
especially when inexperienced personnel are working on such systems;

• If the cooling system develops a vapour leak (for instance from the liquid receiver or suction accu-
mulator, Figure 1.2) the composition of the blend can change in time affecting the performance and
efficiency.

Liquid

Vapor

Containers with binary blends 

Composition:
50% / 50%

Composition:
70% / 30%

Liquid

Vapor

Composition:
50% / 50%

Composition:
55% / 45%

A B

Figure 1.1: Illustration of fractionation of binary
mixture

Evaporator

Capillary

C
o
n
d

e
n
se

r

Compressor

Liquid
receiver

Suction
accumulator

70% / 30%

70% / 30%

50% / 50%

50% / 50%

Figure 1.2: Illustration of fractionation in a two-
phase cooling system

A typical example of strongly zeotropic mixtures are refrigerant blends designed to replace refrigerants
with GWP above 2500 which will be banned by the F-gas Directive 517/2014 in commercial applications
from year 2020. One of these fluids is the widely used nearly-azeotropic blend R-404a which is being
replaced by more ecologic variants R-452a, R-448a or R-449a which are strongly zeotropic.

The R-404a is a nearly azeotropic blend of 52wt% R-143a, 44wt% R-125 and 4wt% R-134a. At equilibrium
at 20°C the vapour composition is 51.6wt% R-143a, 45.8wt% R-125 and 2.6wt% R-134a which is very
close to the liquid phase composition. Due to such small fractionation the R-404a can be charged in vapour
state with only small change in R-134a concentration. The R-448a, for example, is a zeotropic blend of
26wt% R-32, 26wt% R-125, 21wt% R-134a, 7wt% R-1234ze and 20wt% R-1234yf. At equilibrium at 20°C
the vapour phase composition is 35.0% R-32, 30.0% R-125, 13.5% R-134a, 0.04% R-1234ze and 17.3%
R-1234yf. One can see that the new refrigerant is a complex mixture of different fluids with complicated
behaviour.

One example of refrigerant blends currently under development is mixture of carbon dioxide (R-744) and
small amount of ethane (R-170) or propane (R-290). An addition of natural refrigerant effectively lowers
the evaporation temperature and the freezing point ( carbon dioxide triple point is -56.6°C), [Nasruddin. &
Alhamid, 2011] and [Alhamid et al., 2013]. This would allow to use the blends for very low temperature
refrigeration instead of flammable pure ethane or propane and to avoid extremely environmentally unfriendly
R-23 which is still a common very low temperature refrigerant. Note that this binary blend is again a mixture
of unlike fluids: inert carbon dioxide and hydrocarbon.

3
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1.2 Importance of speed of sound in Thermodynamics

The speed of sound plays an important role in the thermodynamics, fluid mechanics and gas dynamics. It
tells us how fast a mechanical perturbation propagates in a substance. The first recorded attempt to measure
the speed of sound in air dates back to 1635 when Pierre Gassendi fired a cannon and recorded the time
elapsed between the muzzle flash and the sound. His effort led to a number around 447 meters per second. In
1864 Henro Regnault, French scientist and photographer, carried out more scientific experiment where the
human reaction time no longer played role. Henro used a recording device with a pen connected to a sound
sensitive diaphragm, chronograph with rotating paper cylinder and electric trigger circuit. The result was
speed of sound in air around 335 meters per second. In fact, Henro devised this experiment in his studies
of specific heat (ratio of heat capacities) of gases and he eventually measured speed of sound in five other
gases [Poncet & Dahlberg, 2011]. The speed of sound in water was measured in 1826 on Geneva Lake (Lac
Léman) during the famous experiment where a bell suspended under water from a boat was struck with a
hammer and a gunpowder was ignited at the same time providing a light signal for a second boat in a distance
to start a stopwatch. When the bell sound was heard with an underwater hearing device on the second boat
the elapsed time on stopwatch was noted down.

Isaac Newton derived equation for the speed of sound from a propagation of a pressure wave in his Principia.
Unfortunately, he incorrectly assumed that sound propagation is a isothermic process. The compression and
expansion of the air due to the propagating sound wave is too fast for any heat transfer to take place therefore
it is adiabatic process. The speed of sound calculated by Newton differed from experiments by more than
20% [Ampel & Uzzle, 1993].

Valuable thermodynamic properties such as the ideal heat capacity can be derived from measurements of
the speed of sound. In fact, the speed of sound measurements and molecular simulations are the only ways
to obtain the ideal gas heat capacity of complex molecules. The ideal gas heat capacities of all refrigerants
including nitrogen and carbon dioxide were obtained from speed of sound measurements.

Speed of sound data can be also used to obtain inter-molecular potential energy through virial equation of
state. The acoustic virial equation is used to derive coefficients of classical virial equation and the ideal gas
heat capacity ratio due to the fact that the speed of sound measurements can be carried out at extremely high
accuracy (below 0.01%) unlike, for instance density or heat capacity measurements.

Since relatively complex manipulations are needed to obtain the speed of sound from equations of states
the comparison of calculated speed of sound with precise measurements is often used as a benchmark in
testing and development of new equations of state. Both heat capacities (cp and cv) and derivative of pressure
(∂p∂ρ ) are needed in order to calculate the speed of sound which puts the equation of state to a tough test.

The experimental work in the field of speed of sound measurement is still very much alive and in the past
50 years new and highly precise methods have been developed and are widely used. It is the high accuracy
and relative simplicity of speed of sound measurement that are driving the interest.

1.3 Uses of speed of sound in refrigeration

Analysis of fluid mixtures based on the speed of sound has a long history. In the 1913 the German chemist
Fritz Haber invented a whistle that could be used to detect methane in mines [Stoltzenberg, 2004]. Lamps
were used to detect presence of methane at that time since the lamp flame created a mild corona in presence
of methane but this wasn’t very safe detection method for obvious reasons. The Fritz’s invention was taking
advantage of the fact that the speed of sound is higher in methane than in air (343.3 vs 445.4m.s−1 at
atmospheric pressure and 20◦C). Two whistles were first tuned with air to the same audible frequency so
that when later a small amount of methane changed the pitch of one of the whistles, noticeable beats were
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1.3. USES OF SPEED OF SOUND IN REFRIGERATION

produced. Levels from 1% of methane in air were indicated [Wikipedia, 2015]. Unfortunately, the whistle
wasn’t robust enough to be used in the harsh environment of mines.

Obviously, the same principle could be used to detect other possible air contaminants. Some gasses have
lower speed of sound than air, some higher (like the Methane or Helium) and some gases have only slightly
different speed of sound in air and they are therefore very hard to detect (carbon monoxide for example). The
speed of sound is tightly related with the molecular weight and density, very light or very heavy gases exhibit
large differences in speed of sound when compared to air. Such differences allow for very sensitive detection.
Figure 1.3 shows how some selected gases affects the speed of sound when mixed with air.

The same principle can be applied to liquids. The speed of sound in water solution has been studied
extensively. For instance, the speed of sound in water-sucrose solution or water-methanol mixtures is shown
in in Figure 1.4.

Many more advanced instruments have been developed for the determination of composition of binary mix-
tures since the “methane-whistle”, the oldest known instruments were even using vacuum tubes. Nowadays,
advanced speed of sound based analysers are commercially available both for gas and liquid phases.
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Figure 1.3: Illustration of impact of air contaminants on speed of sound
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Figure 1.4: Speed of sound in water-methanol solution[Meister, 2015]

Possible uses for acoustic analysis in a typical refrigeration circuit are outlined in Figure 1.5. The speed
of sound can be measured either in liquid or gas phase. The analyser number 1 in Figure 1.5 monitors
the ambient air inside the cooling plant housing or in the room where the plant is installed to detect leak
of a refrigerant from the system. The refrigerant sometimes leaks out of the system and sometimes air
gets inside the system. This can happen during maintenance, through pneumatically controlled valves and
pressure regulators that are driven by compressed air (dome loaded / piloted valves) or when the low pressure
suction side of the system operates below atmospheric pressure. This is the case in various low temperature
applications, for example with R-404a refrigerant and two stage reciprocal compressors. The air is then
present in the cooling system as non-condensable gas that elevates the condenser pressure and reduces the
system performance. These gases can be detected by the analyser number 2 at the top of the condenser. Some
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1.4. REFRIGERANT BLENDS AT CERN

portion of the air is dissolved in the refrigerant and it circulates with the refrigerant reducing the mass flow
through capillaries or other throttling devices. The humidity that enters the system with the air can react
with oil to form acid, fortunately this can be prevented by a filter-drier that can absorb water ingested in the
system. The refrigerant blend composition monitoring can be provided by the analysers 3 and 4 that operates
in liquid phase and vapour phase respectively. The number 3 can furthermore monitor the oil content in the
refrigerant.
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Figure 1.5: Internal and external leak detection

Any acoustic analyser can provide real time analysis of either liquid or gas phase if designed accordingly.
Two main principles of speed-of-sound measurement can be employed: the resonance or time-of-flight
method. In fact, the very common industrial ultrasonic flowmeters based on the ultrasound transition time
measurement (time-of-flight technique) measure also the speed of sound. Unfortunately, unlike the value of
the flow rate, the measured speed of sound is often unavailable to the user.

1.4 Refrigerant blends at CERN

The zeotropic mixtures of R-218 and R-116 are proposed as a replacement for pure R-218 that is currently in
use as a refrigerant in the evaporative cooling of the inner detector that is part of the ATLAS experiment
in the Large Hadron Collider at CERN [Bitadze, 2014]. The silicon particle detectors used in the ATLAS
Inner Detector decay under the radiation exposure in the Large Hadron Collider. The gradual decay increases
the electrical current passing through the detectors and consequently the dissipated heat. It turned out that
the actual level of accumulated radiation damage is higher than what was originally predicted by models.
Unfortunately, the damage will be increasing even faster when the Large Hadron Collider reaches higher
luminosity1. Addition of certain amount of R-116 (up to 30%) into the currently used R-218 refrigerant
would allow to keep the silicon particle detectors at lower temperatures almost without any modifications to
the cooling plant. The lower temperature would provide increased safety margins from thermal runaways
effectively extending the detectors lifespan.

1Collider luminosity is defined as the number of events detected (collisions) per area, see
https://en.wikipedia.org/wiki/Luminosity_(scattering_theory)
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The R-116+R-218 blends are strongly zeotropic and therefore thermodynamic models have to be used to
predict the composition of the saturated phases and the glide (temperature change) during isobaric evaporation.
A small experimental cooling plant (Figure 1.6) equipped with a speed-of-sound based gas analyser (Figure
1.7) was constructed as a proof-of-concept for the blends R-116+R-218. Various evaluations of the blends
performance including the evaporator temperature profile and heat transfer measurements have been carried
out. The online composition analysis provided by the speed-of-sound analyser proved to be invaluable help
for the blend preparation and testing [Bitadze, 2014].

The new inner detector cooling system called Thermosiphon (Figure 1.8) was designed to accommodate
either pure R-218 or the blends, [Battistin et al., 2015]. The speed-of-sound based analysers are integral part
of the system since they would be essential to control R-116+R-218 blend composition during operation
and maintenance. Half of the Thermosiphon circuit will operate below the atmospheric pressure to allow for
even lower evaporation temperature and therefore the air and humidity can contaminate the refrigerant and
deteriorate the cooling performance or even cause damage. For this reason, an unique purging system based
on the speed of sound analyser was designed to detect and purge the air from the Thermosiphon condenser,
Figures 1.9 and 1.10. The air is lighter than the refrigerant and it will accumulate on the top of the condenser.
As the air displaces the R-218 in the provided accumulation volume, the speed of sound changes and when a
threshold is reached the volume is released.

It turned out that the Thermosiphon condenser had a leak between the primary and secondary circuit just
before the first test of the Thermosiphon with ATLAS detector in 20172. Traces of the C6F14 fluid from

2Meeting at CERN Wednesday 11 Jan 2017, 15:00� 18:15 https://indico.cern.ch/event/595943
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the secondary circuit were found in the primary R-218 circuit during a routine gas chromatography test.
The contamination was low (0.04%) and the concentration was not increasing but there was a concern that
the leak could suddenly increase and contaminate the primary circuit during the test with ATLAS detector.
The first challenge was to predict the behaviour of the R-218+C6F14 zeotropic blend in such case as no
experimental data existed for such mixture. Unfortunately, the NIST REFPROP, which is the first choice for
prediction of thermodynamic behaviour of refrigerant blends, is not capable of working with such mixture. A
speed-of-sound based analyser was installed at the R-218 outlet of the condenser in order to detect increasing
C6F14 concentration and to provide early warning if the leak increased. A small amount of the fluid at the
condenser outlet was evaporated and the vapour passed through the analyser before it was recondensed in the
condenser. The prediction of the saturation properties of the R-218+C6F14 and the speed of sound for the
analyser were generated using the models and interaction coefficient correlation developed in this thesis3.

Figure 1.9: Degassing system for the Thermosiphon
condenser

Figure 1.10: Photo of degassing system installed on
the Thermosiphon condenser

1.5 Motivation

Refrigerant blends are formulated to mimic the thermodynamic behaviour of the phased-out fluids as close as
possible or to provide even better performance. Up to six components are sometimes blended to achieve
the desired properties. The modern blend components are often very different fluids and the resulting
thermodynamic behaviour is quite complex. The demand for reliable thermodynamic models, that can be
used for these complex blends, is high. Unfortunately, modelling properties of such mixtures is a challenging
task.

The thermodynamic models in form of equations of state are often evaluated by accuracy of the speed of
sound prediction. Since the calculation of the speed of sound requires partial derivatives of the equation of

3The matter was discussed at meetings at CERN, more information on CERN Indico pages: https://indico.cern.ch/event/588196/
and https://indico.cern.ch/event/595943
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state it is a thorough test. A speed-of-sound based fluid analysis carried out with a precise instrument together
with accurate prediction model can provide real-time blend composition analysis for the development and
tailoring of new blends and also for operation and maintenance of cooling systems utilizing such blends.

I was a member of a group developing cooling systems for particle physics and we needed to predict
properties of various mixtures of fluorocarbon refrigerants while there was no dedicated model or software
tool available. For instance, when I was working on Thermosiphon cooling system at CERN (4) we discovered
that the condenser used in the primary circuit had an internal leak and the fluid from the secondary circuit
(C6F14) was contaminating the primary circuit (R-218). It was decided that the most effective way of
monitoring the fluid contamination in real time was a speed-of-sound based analyser. I was facing a problem
of how to predict the saturation properties (saturated pressure and composition of phases in the condenser)
and the speed of sound in R-218+C6F14. The interaction coefficients for this mixture were not available and
the accuracy of the speed of sound prediction was thus unknown. Similar problem arose when we were trying
to detect the contamination of the primary R-218 by nitrogen (or air). Even the most common and extremely
universal tool for calculations of thermodynamic properties of refrigerants, the REFPROP developed by
NIST [Lemmon et al., 2018], cannot predict mixtures of R-218+C6F14 or R-218+nitrogen since it uses two
very different equations for these two particular fluids.

The prediction of properties of R-116+R-218 blends is another example where no experimental data or
proven mixture model are available. These blends are being developed as replacements for pure R-218, no
vapour-liquid equilibrium or speed of sound data were available for these blends and therefore the prediction
was done with estimated interaction coefficients. Although the accurate Short fundamental equation of state
developed by Lemmon and Spann [Lemmon & Span, 2006] implemented in NIST REFPROP can be used
for the pure fluids, the interaction coefficient are only estimated.

4https://edms.cern.ch/ui/file/1083852/1/Technical_Note_60kW_Thermosiphon.pdf ;
https://cds.cern.ch/journal/CERNBulletin/2013/48/News%20Articles/1629875
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Chapter 2 Prior art

2 Prior art

2.1 Thermodynamic models

2.1.1 Introduction

Primary interest of this work is in models of vapour-liquid equilibrium and the speed of sound that require
only few fluid-specific parameters and that can be applied to refrigerants and their blends including mixtures
of unlike fluids. In addition, the models must work well in both vapour and liquid phases. Models developed
specifically for a homogeneous family of fluids, hydrocarbons for example, exhibit large deviations when
used to model the behaviour of other types of fluids (e.g. fluorinated refrigerants).

The selection criteria for appropriate models were following:

• The models must predict the vapour-liquid equilibrium of mixtures i.e. saturated pressure and compo-
sition of phases of zeotropic mixtures at given temperature.

• The models must be able to predict the speed of sound in mixtures consisting of more than two
components. The models must be usable for both phases and also for saturation.

• It should be relatively simple to obtain the fitting parameters for the model, the model should be
flexible, i.e. it should be easily applicable to new fluids and mixtures.

2.1.2 Speed of sound

The small signal (linear) theory yields following equation for propagation of a sound wave:

w2 =
(
∂p

∂ρ

)
S

. (2.1)

In other words the square of the speed of sound w is equal to the partial derivative of pressure p with
respect to the density ρ at constant entropy S . The constant entropy signifies that the sound propagation is
adiabatic process. In ideal case, the sound propagation is accompanied by small changes in temperature (due
to compression and expansion of the gas) but no heat exchange takes place since those changes are too fast.
The equation can be transformed from adiabatic to isothermic using thermodynamic manipulations:

w2 = cp
cv

(
∂p

∂ρ

)
T

. (2.2)

The partial derivative of pressure with respect to the density at constant temperature is easier to work with
than the derivative in previous equation. It is apparent that the speed of sound depends on the heat capacities
cp and cv or to be more precise on the ratio of the heat capacities.

The simplest approach is to assume the ideal gas with constant heat capacities which are not function of
temperature cid0

p , cid0
v . Using ideal gas equation in the following form pM = ρRT , one can write:
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w2 =
cid0
p

cid0
v

RT

M
. (2.3)

This is a well-known equation for the speed of sound in the ideal gas. The cid0
p and cid0

v are related through
Mayer’s relation cid0

p − cid0
v = R and the cid0

p depends on the number of atoms in the gas molecule. The
number of atoms dictates the rotational and translational degrees of freedom of a molecule and the ideal gas
heat capacities are cid0

v = 2
3R,

3
2Ror 3R for monoatomic, diatomic or polyatomic gas respectively.

The real heat capacities are, however, functions of the temperature due to the contribution of vibrational
degrees of freedom. The statistical theory yields equation for the ideal gas heat capacity cidp = f(T ):

cidp
R

= crotp + ctransp + cvibp = 4 +
3∗ξ−3−nrot∑

i=1

bi

(
ai
T

)2 exp
(ai
T

)[
exp

(ai
T

)
− 1

]2 , (2.4)

where crotp , ctransp , cvibp are the contributions of rotational, translational and vibrational motions of the
molecule to the heat capacity, ξ is the number of atoms in a molecule and nrot is the number of rotational
degrees of freedom of the molecule. The term in the summation is also called Einstein equation and the
coefficients ai[K] are called vibrational temperatures.

2.1.3 Equations of state

Classical equations of state model the relation between intensive properties: pressure p, molar volume v or
density ρ and temperature T . The pressure explicit equations of state are usually in a form of:

• Power series in v

• Cubic equation

• Empirical form

The power series, for example virial equation of state, do not usually model the vapour-liquid transition. The
cubic equations of state are very popular for their simplicity and accuracy in pressure calculations adequate
for engineering purposes although they exhibit significant deviation in liquid density calculations. Empirical
equations can provide high accuracy but they require large number of fluid-specific parameters that must be
fitted to extensive experimental datasets.

Modern equations of state are in so called Helmholtz energy form. The dimensionless Helmholtz energy a
is expressed as function of temperature T and number density ρ. The pressure p, heat capacities cp, cv and
finally the speed of sound w can be then expressed through partial derivatives of Helmholtz energy as shown
in Equations 2.5 to 2.8:

p(T,ρ) = ρ2
(
∂a

∂ρ

)
T

, (2.5)

w =
√
cp
cv

(
∂p

∂ρ

)
T

, (2.6)
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cresv = −R

2T
(
∂aid

∂T

)
ρ

+ T 2
(
∂2ar

∂T 2

)
ρ

 , (2.7)

cp = cv +R

(
1 + ρ

(
∂ar

∂ρ

)
T

+ ρT
(
∂2ar

∂T∂ρ

))2

1 + 2ρ
(
∂ar

∂ρ

)
T

+ ρ2
(
∂2ar

∂ρ2

)
T

. (2.8)

The compressibility factor Z can be also obtained from Helmholtz energy:

Z = p

ρRT
= 1 + ρ

(
∂ar

∂ρ

)
T

. (2.9)

2.1.4 Empirical equations of state

Typical example of an empirical equation of state is the BWR (Benedict–Webb–Rubin) and mBWR (modified
Benedict–Webb–Rubin) equation. The BWR equation of state uses eight fitting parameters while the modified
version employs up to 32 fitting parameters. Empirical equations with that many parameters were often
used in past as reference equations of state for pure fluids (often for refrigerants: [Younglove & McLinden,
1994, Li et al., 1999] and many others). Elaborate fitting techniques were used to obtain optimal values of
the equation parameters. The resulting reference equation provide very good accuracy over wide range of
temperature and pressures for the given pure compound, the equation can represent experimental data with
deviation well below 1%. The Table 2.1 summarizes the accuracy of mBWR equation of state for several
compounds. Note, that the saturated pressure is often represented by an ancillary equation and not by the
mBWR equation of state therefore the accuracy is not shown for some of the fluids in the table.

Table 2.1: Average deviation of mBWR equation from experimental data
Fluid Source psat ρsat liquid ρsat vapour SoS liquid SoS vapour

[%] [%] [%] [%] [%]
R-123 [Younglove & McLinden, 1994] 0.06 0.04 0.18 1.1 0.004
R-134a [Huber & McLinden, 1992] 1.5 0.2 0.2 0.2-0.6
R-152a [Outcalt & McLinden, 1996] 0.043 0.004 0.62 0.07
R-11 [Defibaugh & Moldover, 1997] 0.2
R-22 [Defibaugh & Moldover, 1997] 0.1

R-134a [Defibaugh & Moldover, 1997] 0.05
R-141b [Defibaugh & Moldover, 1997] 0.05
R-143a [Defibaugh & Moldover, 1997] 0.05
R-152a [Defibaugh & Moldover, 1997] 0.25
R-218 [Defibaugh & Moldover, 1997] 0.05
R-32 [Defibaugh et al., 1994] 0.02
R-50 [Younglove & Ely, 1987] 0.2 0.3 2 0.5
R-170 [Younglove & Ely, 1987] 0.5 0.2 0.6 0.6
R-290 [Younglove & Ely, 1987] 0.1 0.04 0.5 1
R-600a [Younglove & Ely, 1987] 0.007 0.007 0.5 1
R-600 [Younglove & Ely, 1987] 0.05 0.4 1 2
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2.1.5 Virial equations of state

The acoustic virial equations of state, Equation 2.10, can be used to predict the speed of sound with high
accuracy. Unfortunately, this equation of state does not model the phase change and it is therefore usable only
for gases. Even though this is a major drawback, the virial equation is widely used to correlate experimental
speed of sound data and to derive the ideal gas (zero-density) heat capacity ratio γid = cp/cv, Equation 2.11.
Thanks to this, the acoustic virial coefficients are available for wide range of fluids in wide temperature ranges.
Only the second Ba and third Ca virial coefficients are used to correlate the data since the higher coefficients
would be obtained with large uncertainty and their contributions are negligible. The virial coefficients are
functions of temperature, see the second and third nitrogen virial coefficient plotted in Fig. 2.1. It should be
mentioned that apart from molecular simulations this is the only way of obtaining precise values of the ideal
gas heat capacity which is absolutely essential for most of thermodynamic calculations. Relatively large
amount of speed of sound data is needed to obtain the virial coefficients and the ideal gas heat capacity. The
data set has to contain data points on isotherms in order to be able to employ a fitting algorithm to obtain the
values of Ba(T ), Ca(T ), and γid(T ) as functions of temperature.

w2 = γid(T )
RT

M

(
1 +Ba(T )ρ+ Ca(T )ρ

2 ...
)

(2.10)

γid(T ) = 1
1−R/cidp(T )

(2.11)
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Figure 2.1: Acoustic virial coefficients of nitrogen [Estela-Uribe & Trusler, 2000, Ewing & Trusler, 1992]

The coefficients of the acoustic form of the virial equation of state are related to the coefficients of the
classical density form, Equation 2.12.

p = RT

v

(
1 +B(T )ρ+ C(T )ρ+ ....

)
(2.12)

The acoustic virial coefficients can be obtained from the classical ones through derivation with respect to
temperature as is shown for the second acoustic virial coefficient Ba in Equation 2.13.
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1
2Ba = B + PaT

(
dB

dT

)
+QaT

2
(
d2B

dT 2

)
(2.13)

where:

Pa = (γid − 1) , (2.14)

Qa =

(
γid − 1

)2

2 γig . (2.15)

It should be mentioned that unlike other equations of state, the virial equation can be directly derived from
statistical mechanics. The second, third, fourth, etc. virial coefficients represent the contributions of two-body,
three-body, etc. interactions. However, the virial expansion is usually truncated after the second or third
coefficient even in the classical density form.

It is possible to use combination rules in order to obtain virial coefficients for mixture. The combination
rules that can be employed are following:

M =
n∑
i=1

xiMi , (2.16)

c0
p

R
=

n∑
i=1

xi
c0
pi

R
, (2.17)

B =
n∑
i=1

n∑
j=1

xixjBij , (2.18)

C =
n∑
i=1

n∑
j=1

n∑
k=1

xixjxkCijk , (2.19)

where Bii and Ciii are virial coefficients of the pure component i and the Bij and Cijk (i 6= j 6= k) are the
cross coefficients. These coefficients are fluid specific, i.e. the coefficient is unique function of temperature
for each pair of fluids i and j. Only few of these coefficients are available in literature and they cannot be
omitted when reasonable accuracy is required. This is a significant limitation which renders the acoustic
virial equation of state impractical for prediction of the speed of sound in various gas mixtures.

2.1.6 Cubic equations

Cubic equations are based on the Van der Wallse equation of state published in 1873 and they are widely
used due to their simplicity and good performance. There is a vast list of various cubic equations of state
with multitude of modifications. The cubic equations of state provide good accuracy (often better than 1%)

15



2.1. THERMODYNAMIC MODELS

in terms of saturated pressure and vapour phase density but they fall short in predicting the PVT properties
near critical region and the liquid density. The cubic equations usually underpredict the liquid density by
approximately 10% but this deviation can reach up to 20% in some cases. Consequently, the prediction
accuracy of the speed of sound in those regions is also poor. Generally, cubic equation of state can be written
in following form:

p = RT

v − b̄
− a

v(v − b̄) + c(v − d)
, (2.20)

where p is pressure, T is temperature, v is molar volume and R is the universal gas constant. The
parameters ā, b and c can be fitted to vapour pressure data or they can be obtained from critical constraint by
setting ∂p

∂v = ∂2p
∂v2 = 0. Unfortunately, the ability of the cubic equations to predict the liquid density cannot

be improved by adjusting the values of the parameters since an improvement in the density prediction leads
to poor performance in the critical region [Twu et al., 2002].

Redlich and Kwong [Redlich & Kwong, 1949] modified the Van der Waalse equation (1949) of state into a
following form:

p = RT

v − b
− a√

T

1
v(v − b)

. (2.21)

The modification introduced temperature dependence of the parameter a. Subsequent cubic equations of
state brought more and more complicated functions for the parameter a, so called alpha functions.

Another notable successful cubic equation of state was proposed by [Soave, 1972]. The temperature-
dependent parameter ā can be expressed as alpha function multiplied by the value of the ā at the critical
point:

a = αac . (2.22)

The Soave alpha function has following form:

α =
(
1 +m

(
1−

√
Tr
))2

. (2.23)

The Tr is the reduced temperature and m is a coefficient fitted to vapour-pressures of light hydrocarbons:

m = 0.480 + 1.57ω − 0.176ω2, (2.24)

where ω is the acentric factor.
Another widely-used cubic equation of state is the Peng-Robinson (1976) equation, for details and

background on this equation of state see the recent publication dealing with cubic equations [Lopez-Echeverry
et al., 2017]. It was originally developed for petrochemical industry but it is nowadays often used also for
refrigerants. The pressure form of the Peng-Robinson equation of state is following:

p = RT

v − b
−

a(T )

v(v + b) + c(v − b)
, (2.25)
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where

α =
(
1 +m

(
1−

√
Tr
))2

, (2.26)

m = 0.37464 + 1.54226ω − 0.26992ω2 . (2.27)

The ā and b̄ can be obtained from the critical constrains:

a = 0.45724R2T 2
c

pc
, (2.28)

b = 0.07780RTc
pc

. (2.29)

Comparison of the Redlich-Kwong, Soave and Peng-Robinson alpha functions can be found in Figure
2.2. Many more complicated empirical alpha functions with additional fitting parameters are available in
literature. These complex functions are designed to better represent the saturated pressures of various fluids,
they can use multiple parameters which are fitted directly to the vapour pressure data of the fluid.

0 2 4 6 8 10
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1

2

3

4

α 

T
r

Redlich and Kwong
Soave
Peng−Robinson

Figure 2.2: Comparison of the alpha functions

Other modifications include Patel-Teja (1982) cubic equation of state, Equation 2.30. The Patel-Teja model
includes an additional parameter c, Equation 2.31. This parameter is obtained from so called apparent critical
compressibility factor ξc in Equation 2.32 (it is not equal to the true compressibility factor). Its value was
empirically correlated to acentric factor in order to improve liquid volumes accuracy, Equation 2.33.

p = RT

V − b
− a

V 2 +
(
b+ c

)
V − bc

(2.30)

c = Ωc

(
RTc
Pc

)
(2.31)

Ωc = 1− 3ξc (2.32)

ξc = 0.329032− 0.0767992ω + 0.0211947ω2 (2.33)

Accuracy of various cubic equations of state are summarized in Table 2.2 in the next section.
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2.1.7 Volume-translated cubic equation of state

The volume translation has been proposed in order to improve the accuracy of the cubic equation in predicting
the saturated liquid phase density. The translation is in fact a correction factor c̄ that shifts the predicted
volumes [Péneloux et al., 1982]. Volume-translated Peng-Robinson equation of state has following form:

p = RT

v + c− b
−

a(T )

(v + c)(v + c+ b) + c(v + c− b)
. (2.34)

The volume shift does not impact the saturated pressure and the impact on the saturated vapour density
is negligible since the correction is small when compared with the vapour phase volume. The simplest
correction factor is temperature-independent and it is equal to the difference between the calculated vcalc and
experimental vexp molar volume at reduced temperature Tr of 0.7:

c = vcalc − vexp|Tr=0.7 . (2.35)

The constant translation for hydrocarbons was correlated to the Rackett compressibility factor ZRA by
Peneloux [Péneloux et al., 1982] in following way:

c = 0.40768(0.29441− ZRA) . (2.36)

Peneloux demonstrated that the correction results in average deviation of 5% between the predicted
saturated liquid densities and the experimental values for hydrocarbons. Although this volume translation
gives good results for reduced temperature below 0.6, it fails for temperatures close to the critical point.
Many more sophisticated functions for the volume translation have been proposed since the first work by
Peneloux. These corrections are often function of reduced temperature or some arbitrary distance from
critical point. The most common approaches can be split into two groups:

• Correlations with fluid-specific fitting parameters, that have to be obtained by fitting techniques for
each fluid. For example [Tsai & Y, 1998].

• Volume translations that employ correlations fitted over extensive set of fluids where the fluid properties
such as the molecular weight, critical pressure, temperature and acentric factor are used as parameters.
For example [Hemptinne & Ungerer, 1995].

Unfortunately, some of the volume translations cause nonphysical behaviour like prediction of negative heat
capacities or crossing of isotherms but only few publications address this issue. I will focus on the second
category from the short list above, since this approach eliminates the need for fluid-specific parameters.

The translation functions are often designed so that the shift is defined by the difference between the
predicted critical volume vcalcc and experimental critical volume vexpc :

cc = vcalcc − vexpc . (2.37)

A Gaussian-like temperature-dependent function f(Tc) is then used to obtain the translation function c:

c = f(Tc) · cc . (2.38)
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Figure 2.3: Gaussian volume translations according to [Magoulas & Tassios, 1990] and [Ahlers & Gmehling,
2001]

The function f(Tc) has maximum equal to one at critical temperature Tr = 1. The correction is therefore
small far from critical point but equal to the critical volume shift cc at the critical point. Two examples of the
f − function from different translation correlation are showed in Figure 2.3. Other f − functions have
been also evaluated (parabolic, exponential) but they have not gained that much popularity.

Table 2.2: Average deviation of cubic equations from experimental data; EoS stands for equation of state,
SoS stands for Speed of Sound; Subscript sat stands for saturated

Fluid Source EoS* psat ρsat liquid ρsat vapour SoS liquid SoS vapour
[%] [%] [%] [%] [%]

R-1234yf [Coquelet et al., 2016] PT 0.5 4.3 0.9
R-744 [Coquelet et al., 2016] PT 3.0 4.4 3.9
R-134a [Coquelet et al., 2016] PT 3.6 3.3 4.6

R-1234yf [Coquelet et al., 2016] PR 0.9 3.9 0.8
R-744 [Coquelet et al., 2016] PR 1.4 4.3 2.1
R-134a [Coquelet et al., 2016] PR 1.7 4.6 1.0
R-50 [Salimi & Bahramian, 2014] PR average 28.6
R-170 [Salimi & Bahramian, 2014] PR average 14.7
R-290 [Salimi & Bahramian, 2014] PR average 61.2
R-744 [Dias, 2005] PR 0.46 2.97
R-14 [Dias, 2005] PR 1.32 9.5
R-116 [Dias, 2005] PR 0.31 6.11
R-218 [Dias, 2005] PR 1.68 7.81
C4F10 [Dias, 2005] PR 2.05 6.13
R-290 [Ye et al., 1992] RK 23.9
R-600 [Ye et al., 1992] RK 17.6
R-290 [Ye et al., 1992] PR 14.9
R-600 [Ye et al., 1992] PR 10.8
R-290 [Tsai & Y, 1998] VTPR 0.84 1.05
R-600 [Tsai & Y, 1998] VTPR 0.83 0.55
R-600a [Tsai & Y, 1998] VTPR 1.07 0.47

*PR - Peng Robinson, PT - Patel Teja, RK - Redlich and Kwong, VTPR - Volume Translated Peng Robinson

One has to be careful when using the volume-translated cubic equations of state. The volume shifts are
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often designed to improve the prediction of the saturated density but the equations of state have not been
tested in the one-phase regions where some nonphysical behaviour can be encountered. It is usually not
recommended to use the volume translated cubic equations above the critical point or in the dense fluid
region. Three selected correlation for the volume translation are discussed in section 6.2. Accuracy of
volume-translated cubic equations of state together with other types of cubic equations are summarized in
Table 2.2.

2.1.8 Helmholtz-energy equations of state

Modern equations of state are formulated in Helmholtz energy form as explicit functions of temperature and
density. Such equations are replacing the mBWR equation of state as the reference high-accuracy equation
of state for pure fluids. Models with up to 50 fitting parameters can represent the experimental density
measurement with accuracy of 0.1% over wide range of temperature and pressures, [Lemmon & Roland,
2006].

Good example of equation of state in the Helmholtz energy form is the Short fundamental equation of state
by Lemmon and Span [Lemmon & Roland, 2006]. This model uses 12 fitting parameters and it is optimized
for industrial use as it offers fast computations at expense of small loss of accuracy. The equation of state
itself is formulated in dimensionless Helmholtz energy α(τ,δ) = a(T,ρ)

RT as a function of reduced temperature
τ = Tc/T and reduced density δ = ρ/ρc . Two formulations are available; one for non-polar fluids (Equation
2.39) and one for polar fluids (Equation 2.40).

So called Multi-fluid models can combine equations of state in the Helmholtz energy form for different
pure fluids into a model that describes a mixture. Perhaps the best known representative of this approach is
the GERG (Groupe European de Recherches Gazires) model, which has been originally developed for natural
gas and it was the first application of the Multifluid approach [Kunz & European Gas Research Group, 2007].

αr(τ,δ) = n1δτ
0.25 + n2δτ

1.125 + n3δτ
1.5 + n4δ

2τ1.375 + n5δ
3τ0.25 + n6δ

7τ0.85

+ n7δ
2τ0.625exp(−ρ) + n8δ

5τ1.75exp(−ρ) + n9δτ
3.625exp(−ρ2)

+ n10δ
4τ3.625exp(−ρ2) + n11δ

3τ14.5exp(−ρ3) + n12δ
2τ0.625exp(−ρ) (2.39)

αr(τ,δ) = n1δτ
0.25 + n2δτ

1.125 + n3δτ
1.5 + n4δ

3τ0.25 + n5δ
7τ0.875 + n6δτ

2.375exp(−ρ)
+ n7δ

2τ2.0exp(−ρ) + n8δ
5τ2.125exp(−ρ) + n9δτ

3.5exp(−ρ2)
+ n10δτ

6.5exp(−ρ2) + n11δ
4τ4.75exp(−ρ2) + n12δ

2τ12.5exp(−ρ3) (2.40)

The model combines empirical equations of state explicit in the Helmholtz energy of natural gas compo-
nents such as methane, nitrogen, carbon dioxide, propane, water and others. The Equation 2.41 shows the
typical expression for the dimensionless Helmholtz energy α of a mixture. It is composed of the ideal gas
Helmholtz energy αid, the residual part αr0j and the mixture departure function αrij . The Fij is an adjustable
factor fitted to data for binary mixtures. Finally, the x is the vector of molar composition of the mixture. The
individual parts of the dimensionless Helmholtz energy are then expressed as sums of polynomial terms and
exponential expressions even though they can come from different models.

α(δ,τ,x) = αid(ρ,T,x) +
N∑
i=1

xiα
r
oj(δ,τ) +

N∑
i=1

N∑
j=i+1

xixjFijα
r
oj(δ,τ) (2.41)
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The speed of sound can be expressed using derivatives of the dimensionless Helmholtz energy:

w = RT +RT

2δ
(
∂αr

∂δ

)
τ

+ δ2
(
∂2αr

∂δ2

)
τ

−

[
1 + δ

(
∂αr

∂δ

)
τ

+ δτ
(
∂2αr

∂δ∂τ

)
τ

]2
τ2
[(

∂2αid

∂δ2

)
δ

+
(
∂2αr

∂δ2

)
δ

]
 . (2.42)

The resulting model is very accurate; the uncertainty of the speed-of-sound prediction at temperatures
above 270K is 0.2%. This level of accuracy is possible since each of the components can be represented by
highly accurate bespoke equation of state. These models are often reference equations of state fitted to various
thermodynamic properties (including caloric) with help of advanced fitting techniques. The uncertainty of
the Helmholtz equations of state in prediction of the saturation properties or speed of sound for various fluids
is listed in Table 2.3.

Table 2.3: Average deviation of Helmholtz equations of state from experimental data; SoS stands for Speed
of Sound; Subscript sat stands for saturated

Fluid Source psat ρsat liquid ρsat vapour SoS liquid SoS vapour
[%] [%] [%] [%] [%]

N. gas* * 2 0.2 0.4 2 1-2
Xe [Lemmon & Roland, 2006] 0.2 0.5 0.2 0.5 0.05
CO [Lemmon & Roland, 2006] 0.2 0.13

R-116 [Lemmon & Roland, 2006] 0.3 0.2 0.1 0.1
R-142b [Lemmon & Roland, 2006] 0.5 0.03 0.5 2 0.2
R-218 [Lemmon & Roland, 2006] 0.5 0.2 0.5 1 1
R-32 [Tillner-Roth & Yokozeki, 1997] 0.02 0.05 0.3 0.3-0.1 0.012

R-134a [Tillner-Roth & Baehr, 1994] 0.05 0.15 2 0.7 0.06
R-744 [Span & Wagner, 1996] 0.01 0.01 0.01 0.7
* [Kunz & European Gas Research Group, 2007] n-butane, isobutane, n-pentane, isopentane, n-hexane,

n-heptane, n-octane, oxygen and argon

2.1.9 Acoustic models

The speed-of-sound predictive model by Scalabrin, Marchi and Grigiante [Scalabrin et al., 2007] is an
interesting alternative to the models mentioned above. Although it is an acoustic model which cannot itself
predict the vapour liquid equilibrium, it could be used alongside a cubic equation of state. Such combination
would make sense if the acoustic model provides significantly better accuracy in speed of sound prediction
than the cubic equation. The model is based on the corresponding state principle and it requires three
fluid-specific parameters. The speed of sound is expressed as a sum of the ideal gas speed of sound wid and
the residual part wr. The residual term is following:

wR(T,p) = wR(Tr,Tc,pr,pc) = ζR(Tr,pr)

√
RTrTc
M

, (2.43)

where ζR is the Dimensionless residual speed of sound and κi is a scaling factor introduced in order to relate
the ζR to some reference fluid ζref :
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κ =
ζR(Tr,pr)

ζR(Tr,pr)|ref
. (2.44)

It turned out that the scaling parameter can be considered constant:

κ(Tr)|sat =κ(TrPr)|liq,vap = const. (2.45)

The final term for the residual contribution is evaluated as interpolation of two dimensionless speeds of
sound of two fluids:

ζR(Tr,pr,κ) = ζR1(Tr,pr) + κ− κ1
κ2 − κ1

[
ζR2(Tr,pr) − ζ

R
1(Tr,pr)

]
. (2.46)

The resulting speed of sound is then obtained by summation of the ideal and residual part:

w(T,Tc,p,pc,x) = wid(T,x) + ζR(T,Tc,p,pc,x)

√
RT

M
. (2.47)

The prediction accuracy of the model was tested on refrigerants R-11, R-22, R-123, R-134a, R-143a and
R-152a. The average deviation of the model was 0.32% in the vapour region and 1.5% in the liquid region.
Both numbers are roughly twice as high as the uncertainty of the multiparameter Helmholtz equations of
state mentioned in section 2.1.8. Summary of the accuracy can be found in Table 2.4.

The model can be easily used for mixtures with help of several mixing rules. The speed of sound of a
mixture is obtained from the residual dimensionless speed of sound ζRm :

wRm(TrTcm,,pr,pcm,x) = ζR
m( T

Tcm r
, p
pcm

)

√
RT

Mm
, (2.48)

where the subscript m denotes mixtures properties obtained from mixing rules which are listed in the
original paper.

Table 2.4: Average deviation of the acoustic models by Scalabrin, Marchi and Grigiante from experimental
data [Scalabrin et al., 2007]

Fluid Liquid Vapour Fluid Liquid Vapour
R-11 1.73 2.33 R-123 1.57 0.04
R-12 2.39 0.93 R-134a 0.57 0.12
R-22 2.40 0.7 R-143a 0.89 0.25
R-23 2.48 - R-152a 1.29 0.14
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2.1.10 SAFT equations of state

The SAFT (Statistical Associating Fluid Theory) models were developed by applying the perturbation theory
to the equations of state of a monomer fluid. The perturbations accounts for chain formation (monomer
chains), and additional terms can be added to account for association (hydrogen bonding) or polar molecules.
The equations of state are in the Helmholtz energy form.

The SAFT approach has become quite popular in the last two decades since it offers good accuracy for a
broad range of fluids; from simple organic or inorganic molecules to complex polymers. A great advantage of
these models is the small number of fitting parameters: three or four parameters are needed for a combination
of the monomer term with the chain perturbation or five to six parameters are used when the association term
is included. Only a small number of vapour pressure data points and saturated liquid density data points are
therefore needed in order to obtain the model parameters through a fitting procedure. A group contribution
methods have been developed for selected SAFT equations of state in order to estimate the model parameters
when no experimental data are available.

The idea behind the perturbation theory is following: the molecular pair potential energy u is divided into
the reference term u0 and the perturbation term up, Equation 2.49. The reference term is often a hard-sphere
fluid (repulsive forces) and the perturbation represents the attractive forces, this model was originally used by
Zwanzig [Zwanzig, 1954].

u(r) = u0
(r) + up(r) (2.49)

The thermodynamic models must respect associativity of fluids in order to accurately model many organic
molecules and also water, which is strongly affected by hydrogen bonding. The association forces (hydrogen
bonding, dipole-dipole interaction and lone-pairs of electrons) between molecules are strong and they result
in formation of clusters of molecules having strong impact on the thermodynamic behaviour.

The association can also be modeled using perturbation theory by adding a correction (perturbation) terms
to a reference non-associating fluid. One molecule can have number of different bonding sites which represent
different kinds of associations (hydrogen bonding, dipole-dipole interactions, lone-pairs of electrons...).

The simplest first order association perturbation theory assumes that there is no interaction between the
intramolecular bonds (bonding sites). A geometrical limitation allows only one molecule per one bonding
site. Molecules with one bonding site can create only dimers, molecules with two bonding sites can create
chains or rings and molecules with more bonding sites can create branched chains and other structures.
Chains of different length are present in a fluid, however, at equilibrium some average length of chains is
established. The number of monomers per chain m[−] depends on the strength of association.

The Wertheim’s perturbation theory (described for example in [Blas & Vega, 2001]) incorporates the
forces of association directly in the pair potential which therefore consists of the reference pair potential u0

and a sum of association forces between the association sites. The theory can be applied to the hard sphere,
square-well or Lennard-Jones segments since the reference part of the pair potential and the association
forces are treated separately.

The SAFT equations of state are in the Helmholtz energy form, the real gas Helmholtz energy a is
composed of several contributions, typically these contributions are:

ar = aseg + achain + aassoc . (2.50)

• ar is the residual Helmholtz energy defined as a− aig = ar

• aseg is the term that accounts for the hard sphere segment-segment interactions; aseg = f(m, ρ, T, σ, ε)
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• achain is the term that represents the covalent bonds between the segments that form the chains;
achain = f(m, ρ, d)

• aassoc is the term that describes the change of Helmholtz energy due to the site-site segment interactions
such as hydrogen bonding; aassoc = (ρ, T, d, εAB, κAB)

Table 2.5: Average deviation of SAFT equations of state from experimental data
Fluid Source EoS psat ρ liquid SoS liquid SoS vapour

[%] [%] [%] [%]
R-50 [Zhi-Yu et al., 2000] SAFTB 2.3
R-170 [Zhi-Yu et al., 2000] SAFTB 2.1
R-290 [Zhi-Yu et al., 2000] SAFTB 1.8
R-600 [Zhi-Yu et al., 2000] SAFTB 1.7
R-50 [Salimi & Bahramian, 2014] SAFTB average 2.3
R-170 [Salimi & Bahramian, 2014] SAFTB average 2.1
R-290 [Salimi & Bahramian, 2014] SAFTB average 1.8
R-50 [Llovell & Vega, 2006] SoftSAFT 2.49
R-290 [Llovell & Vega, 2006] SoftSAFT 4.09
R-50 [Lafitte et al., 2013] SAFT-VR Mie 0.63 0.78 1.29
R-170 [Lafitte et al., 2013] SAFT-VR Mie 0.25 0.83 1.84
R-290 [Lafitte et al., 2013] SAFT-VR Mie 0.14 0.73 2.42
R-744 [Lafitte et al., 2013] SAFT-VR Mie 0.4 1.18 10.7
C4F10 [Lafitte et al., 2013] SAFT-VR Mie 0.5 1.75 5.79
C45F12 [Lafitte et al., 2013] SAFT-VR Mie 0.22 0.78 2.9
C6H14 [Lafitte et al., 2013] PC-SAFT 1.03 0.64
C15H32 [Lafitte et al., 2013] PC-SAFT 2.26 0.77
C6H14 [Lafitte et al., 2013] Soft-SAFT 1.56 0.70
C15H32 [Lafitte et al., 2013] Soft-SAFT 1.96 2.90
C6H14 [Lafitte et al., 2013] SAFT-VR Mie 1.12 0.25
C15H32 [Lafitte et al., 2013] SAFT-VR Mie 1.76 0.60
R-744 [Dias, 2005] SoftSAFT 0.95 0.35
R-14 [Dias, 2005] SoftSAFT 14.31 1.06
R-116 [Dias, 2005] SoftSAFT 14.99 0.89
R-218 [Dias, 2005] SoftSAFT 18.59 1.39
C4F10 [Dias, 2005] SoftSAFT 14.41 0.77
R-744 [Diamantonis & Economou, 2018] SAFT 0.92 1.84 5.1
R-50 [Diamantonis & Economou, 2018] SAFT 0.58 1.82 0.1
R-728 [Diamantonis & Economou, 2018] SAFT 0.43 0.11 0.7
R-744 [Diamantonis & Economou, 2018] PC-SAFT 0.49 0.83 2.3
R-50 [Diamantonis & Economou, 2018] PC-SAFT 0.33 1.40 0.7
R-728 [Diamantonis & Economou, 2018] PC-SAFT 0.14 1.92 1.1

The model parameters include the intermolecular potential (σ, ε), the average length of the molecule chain
(m) and three parameters for the association term ( d, association energy εAB and volume κAB).
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Multitude of publications evaluating different SAFT equations of state in terms of modelling of vapour-
liquid equilibrium can be found in available literature. A number of publications have also dealt with
speed-of-sound prediction by various SAFT equations of state. Some comparisons with experimental speed-
of-sound data can also be found among evaluations of the prediction accuracy of various thermodynamic
properties in papers that present thorough studies of SAFT equations, for instance [Liang et al., 2012]. A
smaller number of papers deal only with the speed-of-sound predictions, for instance [Lafitte et al., 2013].

2.2 Binary interaction parameters

One or more additional model parameters are introduced in order to provide better accuracy when the
equations of state are used for mixtures. These parameters are called binary interaction parameters and they
are employed in the mixing and combination rules which transform the model parameters of pure fluids into
parameters of mixtures. The values of these binary interaction parameters are fitted to experimental data and
they are specific to a certain pair of fluids (binary mixture).

Usually only one parameter is employed but some more advance models can use two or three parameters to
improve accuracy. The parameter values can be either constant or temperature-dependent for higher accuracy
models. For instance, the simplest mixing and combination rules for the parameters ā and b̄ corresponding to
pure fluid i of the Peng-Robinson cubic equation of state can be following:

am =
∑
i

∑
j

xixjaij , (2.51)

bm =
∑
i

∑
j

xixjbij . (2.52)

aij =
√
aiajkij (2.53)

bij = 1
2(bi + bj) (2.54)

The mixture parameters am and bm are evaluated from the ai and bi parameters corresponding to each pure
fluid i in the mixture based on the vector of mole fractions x. The interaction parameter kij is used to adjust
value of aij which is assigned to each pair ij of fluid in a mixture, hence the binary interaction parameter.

The value of the interaction parameters is unity (or zero if used as aij = √aiaj (1− kij)) when no
experimental data are available and the model is used in purely predictive mode. Otherwise the values
are obtained by fitting (optimization) to vapour-liquid equilibrium data of binary mixtures consisting of
temperature, saturated pressure and composition of both phases. Not many data are usually available for
less-known mixtures therefore obtaining the values of the coefficient might prove difficult, this is especially
the case when one wants to analyze the behaviour of the interaction parameters as a function of temperature.
Unfortunately, these parameters have dramatic impact on the accuracy of the equations of state for calculation
of saturation properties of mixtures.
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Several methods for estimation of interaction parameters have been developed, the two main approaches
are:

• group contribution methods

• correlations

The several group contribution methods have been developed for selected equations of state. The principle of
the methods is that the interaction coefficient is composed of contributions from functional groups that can
be found in the interacting molecules. For instance, in (linear) fluorocarbons the functional groups can be :
CH3which are the extremities of the molecules and CH2 in the middle of the molecules, and the CH4 for
the lowest fluorocarbon R-14. The PPR78 is a predictive model that combines the Peng-Robinson equation
of state with predictive contribution method for the interaction coefficients [Jaubert & Mutelet, 2004]. The
model is aimed to predict the vapour-liquid equilibrium of hydrocarbons, some gases and also water, it is
not intended for refrigerants although few refrigerants were added to the predictive model in the extended
version of the model.

The correlations are based on relations between various properties (critical temperature, pressure etc.) and
the interaction coefficients. At the end both methods can overlap since complicated correlations are very
close to the simple contribution methods.

2.2.1 Correlations for estimation of interaction coefficients

The interaction coefficient kij of hydrocarbon mixtures can be estimated with correlation proposed by Chueh
and Prausnitz [Chueh & Prausnitz, 1967]:

kij = 1−

2
√
v

1/3
ci · v1/3

cj

v
1/3
ci − v

1/3
cj

n . (2.55)

Where vc is the critical volume and n is the number of components in the mixture.
Similar correlation was developed by Gao et al. [Gao et al., 1992] on experimental data of light hydrocar-

bons mixtures:

kij =

1−
2
√
T

1/2
ci · v1/2

cj

Tci − Tcj

Zcij , (2.56)

where Zcij is the average critical compressibility factor:

Zcij = Zci + Zcj
2 . (2.57)

Another correlation described in [Wong & Sandler, 1992] have following form:

kij = 1−
2
(
b− a

RT

)
ij

2
(
bii − aii

RT

)
ij

+ 2
(
bjj − ajj

RT

)
ij

. (2.58)

Note that the predicted coefficient kij is temperature-dependent. The aii and bii are simply the parameters
of the Peng Robinson equation of state.
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Unfortunately, most of the correlations were developed for hydrocarbons, only few correlations exist for
refrigerants and their usability for mixtures of unlike refrigerants is very limited.

All of the correlations above use fluid properties such as the critical volume and temperature and one could
think that they can be used for any fluid but this is not true. Such correlations provide reasonable results
only for the groups of fluids for which they were developed and even then, the results are not very good.
Correlations that use fluid-specific or type-specific constants to obtain the binary interaction coefficients
perform much better.

Relatively recent work [Fateen et al., 2013] proposed correlation in Equation 2.59. This correlation was
developed for mixtures of hydrocarbons and other fluids. The obtained interaction coefficient is function of
temperature and pressure.

k12 =1− 1
2
b2
b1

√
a1
a2
− 1

2
b1
b2

√
a2
a1

+ 1
2
b2RT√
a1a2

θ1

T θ2
r1P

θ3
r1

(2.59)

The parameters θ1,θ2 and θ3 are chosen based on the types of fluids involved (alkanes/alkenes, nitro-
gen/aromatics etc.).

Simple correlation that employs fluid-specific constants was developed for Peng-Robinson equation of
state and thirteen refrigerants by Chen et al. [Chen et al., 2008]. The fluid-specific constants k are used to
obtain the interaction coefficient kij by summation:

kij = ki + kj . (2.60)

One of the most universal correlations that was developed for Peng Robinson equation of state and various
mixtures of refrigerants can be found in [Zhang et al., 2016].

Fairly extensive set of binary blends including HFO, HFC, PFC and natural refrigerants was used to
develop the correlation. Each fluid was assigned the constant ki which is the contribution of component i to
kij . Second constant w̄i used in the correlation is the contribution coefficient of the component j mixing with
the component i, i.e., all other pure components mixing with the component i have the same contribution
coefficient wi. The binary interaction coefficient kij is then determined as the sum of the contribution
coefficient of each pure component times its contribution:

kij = w̄jki + w̄ikj . (2.61)

Another correlation in Equation 2.62 developed by Hu et al. [Hu et al., 2012] employs fluid-specific
coefficients but also fluid properties (acentric factor ω, critical pressure Pc and critical temperature Tc) , the
correlation was developed using 62 binary mixtures of 15 refrigerants including natural fluids.

kij =
(
ωjP

0.5
c,j

Tc,j

)
ki −

(
ωiP

0.5
c,i

Tc,i

)
ki with i < j (2.62)

The accuracy of the correlations is summarized in Table 2.6 and Figure 2.4, both are adopted from [Zhang
et al., 2016]. One can use these correlations to obtain interaction coefficient of binary mixtures of fluids
from the data set used to develop them. It is however not possible to use these correlations to predict
interaction coefficient of new fluids (for example newly developed HFO refrigerants such is the CF3I) since
the fluid-specific coefficients are not known.
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Figure 2.4: Comparison of universal correlation for interaction coefficients. The plot was adopted from
[Zhang et al., 2016]. Correlation references are: SPM [Chen et al., 2006], ODM [Chen et al.,
2008], MDM [Hu et al., 2012], ZGL [Zhang et al., 2016]

Table 2.6: Absolute average deviation of the correlated interaction coefficients. The table was adopted from
[Zhang et al., 2016]. Correlation references are: SPM [Chen et al., 2006], ODM [Chen et al.,
2008], MDM [Hu et al., 2012], ZGL [Zhang et al., 2016]

ZGL SPM ODM MDM
AAD [%] 0.0097 0.0341 0.0250 0.0210

An equation for prediction of the interaction coefficient for SAFT models can be derived from combination
rules and intermolecular pair potential, as explained in [Tihic et al., 2008]. The authors derived equation for
prediction of kij coefficient for sPC-SAFT model:

kij = 1−

27
(

(IiIj)1/2

Ii + Ij

)
(
σ3
iiσ

3
jj

)
(σii + σjj)6

 . (2.63)

where I is the ionisation potential and σ is the parameter of the model, refer to section 6.4 for detailed
description of the sPC-SAFT model.
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2.3 Speed of sound measurement and fluid analysis

The instrumentation developed at SLAC National Accelerator Laboratory in the United States was a prede-
cessor to the speed-of-sound analysers currently used at CERN. A sonar-like device with multiple sound
paths was developed for the Barrel Cherenkov Ring Imaging Detector (CRID) at SLAC in late eighties and
early nineties [Hallewell et al., 1986]. The CRID particle detector was based on detection of Cherenkov
radiation (photons) emitted when a subatomic particle transverses a radiator medium. The liquid C6F14 and
gaseous mixture of 70% C5F12 and N2 were used as radiators in the CRID detector. A sonar-like device was
used as an acoustic fluid mixture analyser to monitor the actual ratio of the C5F12 / N2 mixture.

In fact, there were two types of analysers:

• A combined analyser-flowmeter that monitored the mixture being injected into the CRID barrel.

• Six ultrasound analysers placed directly in the detector barrel in three different heights.

The analyser-flowmeter was providing a feedback to the gas handling system which was responsible for
preparation of the mixture for the detector. The speed of sound measured in the barrel was used to evaluate
the refractive index of the C5F12 / N2 mixture. Local amplifiers for transmitting and receiving ultrasound
transducers were located close to the transducers in remote locations in the barrel. ECL (Emitter-coupled
logic) signals were used between the readout electronics and the local modules. The time-of-flight of the
ultrasound between a transducer pair was measured using 4 MHz clock (timer), Figure 2.5.

Figure 2.5: Diagram of the electronics used in the SLAC CRID detector for sonar gas mixture analyser. The
diagram was adopted from [Hallewell et al., 1986]

Several simple thermodynamic models were tested to be used for the analysis along the sonars. Figure 2.6
shows comparison of these models to calibration data for C5F12 / N2 mixture. It is clear that the models
provide good accuracy for the pure components but very poor speed of sound prediction for the mixture.
This is an example how the modelling of speed of sound can be challenging. The sonars placed at multiple
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locations in the barrel revealed stratification of the mixture and indicated that the replacement of the pure N2
gas that was used for passivation and C5F12 recovery with the refractive mixture was very inefficient.

Figure 2.6: Investigation of the speed of sound in the C5F12/ N2 mixture carried out during the development
of the sonar analysers for SLAC CRID. The plot was adopted from [Hallewell et al., 1986]

Subsequent RICH detectors: DELPHI, COMPASS and LHCb RICH also employed refractive gas monitor-
ing systems based on ultrasound [Hallewell, 2011].

Other publications dealing with construction details and design proposal for speed-of-sound based mixture
analysers can be traced back many decades. I have compiled following list of noteworthy publications:

• [Kniazuk & Prediger, 1955] - “Sonic gas analyser for measuring respiratory gases”. A phase-shift
based instrument intended for measurement CO2 content in respiratory (exhaled) air is described.

• [Stott, 1957] - “Sonic Gas analyser for Measurement of CO2 in Expired Air”. A resonance based
apparatus for speed of sound measurement is presented and continuous tracking of CO2 during number
of respiration cycles is shown. Suitability of sonic analysers for anesthetic gases is pointed out.

• [Steele & Kniazuk, 1958] - “Sonic gas analysers and their industrial uses”. This publication discusses
general use of sonic analysers in industrial applications, it shows examples of detection sensitivity
of 20 different gases in air and elaborates on use of selective absorption to enhance the sensitivity
and functionality. It should be pointed out that even though author uses water jacked to maintain
the temperature of the gas in a measurement tube at 40°C, he does not elaborate on possibility of
measuring speed of sound at different temperatures. He mentions that the elevated temperature prevents
possible condensation inside the tube, however, he disregards the merit of having one component of
the analyzed gas mixture (water vapour) condensed which could simulate use of selective absorbent
and could provide more advanced analysis.

• [Garrett et al., 1981] - “Helium gas purity monitor for recovery systems”. Proposal and demonstration
use of resonance based instrument for helium purity measurement.

• [R. et al., 2005] - “Xenon measurement in breathing systems: a comparison of ultrasonic and thermal
conductivity methods”. Recent publication dealing with analysis of gas mixtures used for anesthesia.
A comparison of different methods for analysis of the mixtures was carried out and the advantages
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and disadvantages of the methods is discussed. The conclusion is that the acoustic analysis of the
mixtures is more precise than the tested instrument based on thermal conductivity. The disadvantage
of the acoustic method is that it is not gas specific as it assumes binary mixture of two gases if a third
gas is included the analysis cannot distinguish it. Author offers techniques (water trap, soda-lime to
eliminate CO2) to overcome this disadvantage.

Steven Garett published numerous papers and developed number of instruments together with his colleagues:
[Golden et al., 1998b], [Garrett, 2009], [Garrett, 2008] or [Golden et al., 1998a]. He presented use of his
instrument for detection of hydrogen and methane from metabolic processes of anaerobic bacteria [Horta &
Garrett, 2005].

Other publications from other authors that deal with construction or theoretical concept of speed-of-sound
based instruments include:

• [Valdes & Cadet, 1991] - “Ultrasonic Time-of-Flight Method for On-Line Quantitation of in Situ
Generated Arsine”. Composition monitoring system based on an ultrasonic flow cell is used to monitor
AsH2 +H2 and Ar +He mixtures that are utilized during semiconductor manufacturing.

• [Giacobbe, 1993] - “Precision measurement of acoustic velocities in pure gases and gas mixtures”.
A design of precise instrument for measurement of speed of sound. The instrument performance is
evaluated with 10 gases at two different temperatures. An accuracy from±0.15% to ±0.1% in case of
repeated measurements is concluded.

• [Joos et al., 1993] - “An ultrasonic sensor for the analysis of binary gas mixtures”. Authors discuss
in detail sensitivity of ratio determination for binary mixtures. Authors conclude that the developed
instrument is suited for use in fruit-storage halls and greenhouses where it can monitor the CO2 content
in local atmosphere.

• [Löfqvist et al., 2003] - “Speed of sound measurements in gas-mixtures at varying composition using
an ultrasonic gas flow meter with silicon based transducers”. An ultrasonic flow meter, perhaps some
commercially available type but it is not specified, is used to demonstrate measurement of the speed of
sound and subsequent determination of binary mixture composition of three mixtures.

• [Liu et al., 2015], [Kosterev et al., 2010] - Relatively unique construction of speed of sound sensor
is described. The sensor is intended as supplementary unit in a gas analyser on a principle of quartz-
enhanced photoacoustic spectroscopy, Figure 2.7. The speed of sound is determined from a phase shift
of continuous sine wave of variable frequency from 1 kHz to 50 kHz. The microphone that detects the
phase shift are located at the ends of a U-shaped tube with constant flow of gas. The sensor was tested
with number of gas mixtures and the results were compared to predictions. The standard deviation of
the measured errors was found to be < 1 on a range from 260m/s to 1010m/s.

One of the most in-depth publication is [Hallewell et al., 1986] called “A Sonar-Based Technique for the
Ratiometric Determination of Binary Gas Mixtures”. In this 49-pages long paper (including the annexes)
the theoretical background of sonic analyser, hardware construction and also experimental measurements
are covered. A study on speed of sound in pure components and mixtures with three different equations
of state (Ideal gas, Van der Waalse, BWR) is presented along with error analysis. The theoretical section
is accompanied by measurement of speed of sound in pure gases and following mixtures: Ne + He,
CH4 + C4H10, CH4 + C2H6, N2 + C4H10, and N2 + C5F12. The developed instrument was intended
to be used at Stanford Linear Accelerator Center (SLAC) in Cerenkov Ring Imaging Detector. It can be
incorporated into a control loop in the gas handling units to enable effective monitoring of the gases mixtures
that are essential for the detector operation.
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Figure 2.7: Speed of sound sensor with U-shaped tube [Liu et al., 2015]

The natural gas and petrochemical industry are well-known users of acoustic analysers. Often a standard
industrial ultrasonic flowmeters have secondary functions like molecular weight determination from the
speed of sound although standalone analysers can be found as well:

• [Ruffine & Trusler, 2009] - “Sound-Speed Sensor for Gas Pipeline Applications”. The paper present a
sensor designed especially for natural gas under pipeline conditions. It is in fact a robust spherical
resonator intended as alternative to chromatography and other costly and delicate instruments. The
paper states that even though speed of sound measurement alone can provide only limited information
about the gas it can still be used to assess the quality of natural gas in industrial environment. The
instrument can deliver data that show average deviation of about 0.02% and a maximum absolute
deviation of 0.06%.

• [Lansing, 2003] - “Principles of operation for ultrasonic gas flow meters”. This work is dedicated
to ultrasonic flowmeters for natural gas. The role of accuracy of speed of sound calculations in the
flowmeter diagnostics is pointed out. The flowmeter measurement can drift in time as a consequence
of pipe fouling, component malfunction or debris. Malfunction diagnostic by checks of the measured
speed of sound is proposed. The paper states that firstly, all the sound paths in the pipe should show the
same speed of sound. Secondly, that the measurement should be compared to highly precise calculation
in order to detect possible misbehaviour of the flowmeter.

• [Sandven et al., 2014] - “New Wireless IR Gas Detector for Safety Integrity Level 2 Applications Using
MEMS Technology”. It is a description of sensor for petroleum industry that has been extensively field
tested on off-shore platform, Figure 2.8. The sensor detects presence of hydrocarbons in the air using
combination of speed of sound measurement and infrared absorption. The speed of sound sensor is
used for the primary alert that “something has happened” and the IR sensor then confirms the presence
of hydrocarbons in the air. This is an example of sonic analyser being used as a leak detector.

Following publications represent some of the more unusual designs and applications for speed-of-sound
based sensors and analysers:

• [Farrelly et al., 1999] - “EARS – Environmental Acoustic Reconnaissance and Sounding: Significant
scientific aspects”. Proposal of acoustic instrument for the Mars Lander Mission. The instrument is
designed to obtain measurements of temperature, speed of sound and sound attenuation. There would
be number of operational modes for the evaluation of various quantities: Time of flight measurement,
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Figure 2.8: Wireless IR Gas Detector for Safety Integrity Level 2 [Sandven et al., 2014]

Time of flight measurement of burst of pulses, continuous wave and resonance mode. The obtained
data could be eventually used to evaluate viscosity, thermal conductivity and molecular relaxation time
of the atmosphere.

• [Huang et al., 2002] - “High precision, fast ultrasonic thermometer based on measurement of the
speed of sound in air”. A phase shift of a continuous wave is measured to obtain the speed of sound in
this device. the values are then used to evaluate the temperature of air. The claimed accuracy of this
non-contact rapid measurement is within 0.05◦C.

• [Olfert & Checkel, 2006] - “An ultrasonic sound speed sensor for measurement of EGR levels”. Very
interesting and unusual application in the combustion engine Exhaust Gas Recirculation. The EGR
system becomes clogged with sooth in time limiting the flow of the recirculated exhaust gases. The
proposed sensors would monitor the actual amount of the exhaust gases in the inlet manifold so that
the engine management can compensate for the fouling. One-cylinder engine running on natural gas
was used for demonstration. Authors conclude that it is possible to realize such sensor and use its
output for the engine management. The main limitation is the resistance and stability of the selected
ultrasonic sensors to high temperatures.

2.4 Commercially available instruments

Acoustic analysers are available also as commercial products. Although all ultrasonic gas and liquid
flowmeters work on principle of transit time measurement, it is not common (at least outside the petrochemical
industry) that they provide speed of sound measurement. Simply, there is no option to view the actual
measured speed of sound on the display or to analog output proportional to the measured speed of sound.
The flow speed of the gas or liquid is evaluated from the ultrasound transit times, i.e. the time needed for an
ultrasound to travel between the transducers, Figure 2.9. The reciprocal difference between the up-stream
tup and down-stream tdown transit time gives the flow speed v and the average of reciprocal transit times
gives the speed of sound w, Equation 2.64, the distance D between the transducers and the angle α have to
be known.

v = D

2sinα

(
1

tdown
− 1
tup

)
w = D

2

(
1

tdown
+ 1
tup

)
(2.64)

It is apparent that the measured values needed to evaluate the speed of sound ( tup and tdown ) are exactly
the same as the inputs for evaluation of the flow speed. It is therefore only up to the flowmeter designer
whether the speed of sound values will be available to the user alongside the flow measurements. Sometimes
it might be possible to access the speed of sound measurement under some kind of service menu or in service
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mode and read the value from a flowmeter display or via serial interface. Comparison of the measured speed
of sound value to predictions could be advantageous for diagnostic and troubleshooting especially when
fouling and deposits are suspected [Lansing, 2003].

Ultrasound
Transducer

Gas flow

Up

stream

D
ow

n

streamGas flow

D

α

Figure 2.9: Typical industrial time-of-flight measurement instrument

The General Electrics Panametrics GF868 represents a typical ultrasonic flowmeter for the petroleum
industry. It is intended for the flare gas (waste gas from refineries, chemical plants, natural gas processing
plants) and it uses the speed of sound to calculate the molecular weight and subsequently the mass flow.

Various other measurement cells can be purchased from retail or wholesale companies. The cells accom-
modate either time-of-flight or resonance-based speed of sound measurement.

• The TTP company from the United Kingdom recently announced the SonicSense [Campbel-Baker,
2018] measurement cell, Figure 2.10. The diameter of the cell is 24 mm and the depth is 18 mm,
projected price in volume production is between $5 and $10. The company foresees applications
in methane in air monitoring, anesthesia, respiratory monitoring and even in hydrogen-cars related
systems.

• Another example of an available ultrasound cell is the Compass Control Manufacturing Oxygen sensor
[Com, 2018e], Figure 2.11. As the name suggests it is a product that focuses on monitoring of oxygen
concentration in medical units. Although other applications such as acetylene/oxygen ratio monitoring
for welding and scuba gear equipment are suggested.

• The Inficon Composer Elite Gas Concentration Monitor is a high quality precision instrument for
monitoring of carrier-precursor binary mixtures, Figure 2.12. It targets the research and development
but also the production processes in semiconductor industry [Com, 2018b]. The suitability for mixtures
of Cp2Mg in N2 is emphasized. The instrument accommodates a resonance cell with precision
less than 0.1Hz. Such precision should translate, according to the manufacturer’s specifications,
to 0.00011 of TMIn (trimethylindium) in H2 . The analyzed gas mixture can be supplied to the
instrument at pressures from 0.26 to 1.3 bar and the cell can be maintained at temperatures up to 62◦C
with stability better than 0.01◦C.

• Another commercially available instrument is the Binary Gas Analyser BGA244 from Stanford
research system [Com, 2018a] at cost around $4000, Figure 2.13. Again, the resonance method is
employed with cylindrical cavity. The claimed speed of sound resolution and accuracy are 0.001m/s
and ±0.01 respectively. The heaters for the measurement cell are optional and have to be purchased
for additional price. Data for speed of sound prediction in 250 gases are pre-programmed and the user
can add new pure gases or pseudo mixtures. The performance of the analyser in terms of various gases
in air according to the data sheet is summarized in Table 2.7 . The relatively large error for nitrogen is
caused by the small difference in speed of sound between air and pure nitrogen.
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Figure 2.10: TTP’s SonicSense measurement cell
[Campbel-Baker, 2018]

Figure 2.11: Compass Control Manufacturing Oxy-
gen sensors [Com, 2018e]

Figure 2.12: Inficon Composer Elite Gas Concentra-
tion Monitor [Com, 2018b]

Figure 2.13: Binary Gas Analyser BGA244 [Com,
2018a]

Table 2.7: Performance of the BGA244 analyser. The table was adopted from [Com, 2018a]
Gas (mixed into air) Composition Error

Hydrogen ±0.04 %
Helium ±0.03 %
Methane ±0.09 %

Water ±0.11 %
Neon ±0.08 %

Nitrogen ±1.03 %
Ethane ±0.09 %
Oxygen ±0.31 %
Argon ±0.13 %

Carbon dioxide ±0.05 %
Propane ±0.03 %

1,1-Difluoroethane ±0.02 %
Tetrafluoromethane ±0.01 %
Sulfur hexafluoride ±0.01 %
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Instruments for laboratory and industrial speed of sound measurement in liquids are also available, namely
for paper, textile, petroleum, chemical, pharmaceutical and food industry. The instrument can be used for
concentration monitoring although it is also common that the purpose of the speed of sound measurement is
purely to evaluate the density of the fluid. The speed of sound of petroleum products, acid solutions and food
products (e.g. milk, oils) is of interest:

• Sound speed and density characterization of milk adulterated with melamine [Elvira et al., 2009]

• Speed of sound in solutions of sugars, pages 369 to 371 in [Kress-Rogers & Brimelow, 2001]

Even though modern models such as the SAFT equations of state introduced in previous sections are able to
model quite complex chemicals like sugars and their solutions [Ji et al., 2007], such organic molecules are
clearly out of the scope of this work. Following instruments can be used also for other applications outside
the food industry, in applications that are closer to the subject of this thesis:

• The Centec Sonatec [Com, 2018d] holds two piezoelectric transducers and determines the speed of
sound by means of time-of-flight measurement. It is suitable for measurements inside storage tanks or
in tubes with flow and it integrates also a temperature probe. The range of measurement is 400− 3000
m/s while the accuracy is ±0.05 m/s.

• Rhosonics ultrasonic analyser 8500 Series [Com, 2018c] determines the speed of sound in reflection or
transmission mode along with the temperature. The accuracy is ±0.1 m/s according to data sheet. The
device is suitable for acids and bases such are NaOH , KOH , NH4OH , H2SO4, TMAH , HCl,
HNO3 and also for mixtures with hydrocarbons: water in oil, water in glycol or for solvents and salts
KCl, NaCl.

• Mittal Enterprises UIFL-01 [Com, 2016] is an ultrasonic interferometer for liquids, Figure 2.14. It can
be used at single or multiple frequencies spanning from 1 to 12 MHz. and the required fluid sample
is at least 10ml. It uses typical construction with movable quartz plate (transducer) and micrometric
screw. The measurement cell can be maintained at constant temperature between −30◦C and +80◦C
by circulating fluid from a liquid bath thermostat. The measurement accuracy is not stated.

Figure 2.14: Mittal liquid interferometer [Com, 2016]
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Figure 2.15: Centec Sonatec [Com, 2018d] Figure 2.16: Rhosonics ultrasonic analyser 8500 Se-
ries [Com, 2018c]

2.5 Summary

The basic form of equations of state is used to calculate the pressure or Helmholtz energy from the temperature
and density. The pressure as well as any other thermodynamic property can be obtained from derivation of the
Helmholtz energy. The speed of sound requires derivative of pressure or Helmholtz energy including the heat
capacities which are itself derivatives of pressure or Helmholtz energy but they also include the ideal gas heat
capacity that needs to be evaluated experimentally. The prediction of saturated pressure and vapour density
and speed of sound can be carried out with relatively simple cubic equations of state at reasonable accuracy
of around 2%. The simple equation does not provide good accuracy neither for the liquid density nor for the
liquid speed of sound, the deviations from experimental data are around 10% in both cases. The complex
equations such as the BWR or modern Helmholtz energy equations of state which can provide accuracy better
than 1% are difficult to use especially for new fluids (large experimental data sets needed for complicated
fitting procedure). The SAFT approach sits in the middle, only few fluid-specific fitting constants are required
while the achieved accuracy is good even in liquid phase, the deviations are often close to 1%. But the results
differ for different fluids and different SAFT models. To achieve good accuracy for mixtures it is necessary
to use binary interaction coefficients which are seldomly available for unusual mixture. Good estimation
models are thus extremely useful. The section dedicated to speed-of-sound measuring instruments shows that
there is a multitude of applications described in scientific literature. Multiple instruments for industrial speed
of sound measurement exist namely in the food and petrochemical industry. To my knowledge, none of the
instruments are directly intended for refrigeration applications. In my opinion, the main limitation is lack of
reliable and speed of sound prediction models.
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Chapter 3 Speed of sound measurement

3 Speed of sound measurement

The great advantage of the speed of sound is that it can be measured with astounding accuracy relatively
easily. I will describe only the measurement methods that are utilized for high quality scientific or industrial
measurements. Following are the main speed of sound measurement principles that are the most common
and that can be encountered in many instruments and scientific publications:

• Time-of-flight, Sing around, Pulse-echo - methods based on sound propagation over a distance

• Resonance, Interferometry - methods based on resonance

There are also other methods such as phase shift measurement or dynamic light scattering, however, they are
rarely used for scientific or industrial purposes. The time-of-flight and pulse-echo methods are often used
for ultrasonic ranging i.e. distance measurement. In those applications the sound transmitting medium is
air or liquid (level measurement) and the distance is evaluated from known speed of sound and measured
time-of-flight.

Although the above listed measurement methods are based on different principles there is a common
limit to the achievable accuracy stemming from the purity of the analyzed fluid. For precise measurement
a correction of the results has to be made to account for the contaminants which are always present. A
chromatography analysis must be carried out to identify the real composition of the analyzed fluid. In any
case, thorough flush and evacuation of all the instrument piping and the measurement cell is a must.

3.1 Speed of sound measurement techniques

3.1.1 Resonance methods

The resonators offer the highest accuracy from all known measurement methods, the order of uncertainty of
the obtained speed of sound is as small as 10−5 ([Wilhelm & Letcher, 2010], [Goodwin et al., 2003] page
241). Various resonators are the instruments of choice for obtaining speed of sound values for thermodynamic
characterization of fluids. Other thermodynamic properties such as the ideal gas heat capacity or viscosity
can be then reliably derived thanks to the exceptional measurement accuracy.

The resonance of closed cavity filed with gas, Figure 3.1, is governed by the cavity geometry, thermo-
physical properties and the speed of sound of the gas. Two values can be obtained from the resonance
measurements :

• Resonance frequencies fi

• Resonance half-widths4fi

The resonance frequencies are used to determine the speed of sound and the resonance half-widths are related
to the viscosity, thermal conductivity and energy losses. A resonance quality can be characterized by ratio of
the resonance bandwidth relative to the center frequency called the quality factor , Equation 3.1. The lower is
the quality factor the more damped is the resonance.
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Figure 3.1: Resonance Figure 3.2: Wave guide construction [Gillis, 1994]

Qf = f

4f
(3.1)

The uncertainty of the obtained ideal gas heat capacity depends on the uncertainty of the molar mass and
mainly on contamination of the measured fluid [Wilhelm & Letcher, 2010]. In order to achieve the best
results for the speed of sound, the resonators are designed so that a narrow frequency-amplitude peaks are
obtained. The opposite approach is taken when the focus is on transport properties and the geometry of the
cavity is designed so that it produces wide peaks allowing for more precise determination of the haft-widths
[Assael et al., 2014]. Sound frequency of several kilohertz is used for gases, liquids are measured at several
megahertz. The diameter of the spherical cavity or the length of the cylindrical resonator is selected so that
convenient resonance frequencies at the lower modes are obtained. Common values are approximately 10
cm, such size ensures that the low-order resonance modes occur at audio frequencies.

The rest of this section will describe resonators and techniques for speed of sound measurement in gases
since the instrument developed in this work is intended for gases. The resonance cavity is filled with measured
vapour and equipped with two transducers, an acoustic emitter (loudspeaker) and microphone. Arrangement
with only one transducer is also possible especially for cylindrical resonators. In this case the transducer is
being excited and its admittance i.e. the driving current is measured instead of measuring the cavity response
with a microphone. The transducers have to be able to withstand the pressures and temperatures in the cavity
and they should be corrosion resistant and chemically inert. Although, wave guides (Figure 3.2) that connect
the cavity with external transducers can be used to keep the transducers at room temperature, atmospheric
pressure and to separated them from the measured gas. The heat dissipation of the transducers has to be
minimal and they have to allow for installation that disturbs the cavity surface as little as possible. Both the
loudspeaker and the microphone can be custom made elements.

The signal-to-noise ratio depends on the sensitivity of the transducers and it will generally suffer at low
and high pressures. A precise frequency generator is used to excite the loudspeaker. The excitation signal
might need high voltage DC bias or a large amplitude depending on what type of transducer is used.

The signal from the microphone is amplified and a band-pass filter can be used to eliminate unwanted
low and high frequency components. The amplitude and phase of the received signal is compared with the
excitation signal by a dedicated amplitude and phase detector or lock-in amplifier, Figure 3.3. The frequency
sweep is usually carried out in a few steps in a narrow range of frequencies around the resonance frequency.
Sweep back and forth should point out to possible temperature drifts.
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Figure 3.3: Typical arrangement for the resonance frequency measurement

Figure 3.4: Signal amplitudes recorded in CF4 at 250K and pressures of 1 and 0.05MPa. The plot was
adopted from [Ewing & Trusler, 1989a]

The resonator cavity is usually spherical although cylindrical [Younglove & Frederick, 1990] or annular
[Jarvis et al., 1996] cavities are sometimes used as well, Figure 3.5. Naturally, the highest quality surface
and geometric precision are desirable. While best measurement accuracy can be achieved with the spherical
resonators, the spherical cavity is difficult to manufacture and therefore expensive. The cylindrical resonators
are cheaper to manufacture, however, a sphere has better surface-to-volume ratio. The resonance in a
cylindrical cavity has lower quality factor due to the damping at the wall and the measurements are usually
carried out at few lower resonance modes, especially the longitudinal modes are of interest.

An annular geometry is used for fluids that exhibit high attenuation due to slow molecular thermal
relaxation and also for measurements close to the critical point. Annular resonator allows for measurement at
very low frequencies that would otherwise require large sphere diameters [Wilhelm & Letcher, 2010, page
207] and they are especially suitable for measurement at low pressures.

The speaker and the microphone are accommodated flush with the inner surface in order not to disturb
the geometry of the cavity and they should be as small all possible so that only small fraction of the cavity
surface is affected. The same applies to the gas port through which the resonator can be evacuated and filled
with the measured fluid. For the best result the gas port should be constructed as a needle valve so that the tip
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of the needle is flush with the inner surface when closed. The position of the acoustic transducers on the end
walls in the cylindrical resonator is not important for the longitudinal resonance modes. The transducers can
be both located on one end of the cylindrical cavity or they can be opposite to each other on both ends.

The resonator cavity shell is often made of aluminum, stainless steel, copper or bronze. High purity
material should be used so that the thermal expansion and the compressibility can be precisely accounted for.
In case of the spherical resonator the shell consists of two hemispheres and the transducers mounting holes
are most often drilled in the top hemisphere as shown the Figure 3.5.

For measurements at precisely defined temperature the resonator is accommodated inside a thermo-
stat/cryostat with liquid bath as shown in the Figure 3.5. Thermostat itself can be pressurized or the resonator
is placed in a pressure cell that is submerged in a bath, often low temperature silicon oil. The goal is to have
the same pressure inside and outside of the resonator so that resonator shell is not stressed and its radius
depends only on the temperature. A platinum or other precise thermometer is attached to the resonator shell
from outside.
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Figure 3.5: Cylindrical, spherical and annular resonator. The spherical resonator is inside a pressurized
thermostatic vessel to prevent geometry changes.

Only radial (breathing) modes are of interest for the cylindrical resonator. Therefore the indices of the
spherical cavity resonant modes l, m and n are reduced to n alone since the l = m = 0. The n = 1 is the
zero frequency radial mode. Measurement at one resonant mode is enough to obtain the speed of sound
although measurement at different resonant modes can reduce measurement errors and provide information
about the speed of sound dispersion.

An important source of measurement error is the thermal relaxation described in section 6.6 and so called
precondensation effect which occurs at temperatures and pressure close to saturation and it can cause the
measurement error up to few percent. The effect is more pronounced at low frequencies (2− 20kHz) and in
resonators with large surface-to-volume ratios [Mehl & Moldover, 1982]. The walls of the resonator cavity
can adsorb measured vapour and a layer of condensate appears on the machined surface even though pressure
and temperature during the measurement are not significantly approaching the saturation line. The pressure
and temperature fluctuation during the sound cycle will induce a mass transfer between the phases that results
in sound attenuation and sound speed dispersion.
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A first order acoustic model is usually used for the spherical resonators . The natural (observed) frequency
fn of the n− th radial mode is expressed as

fn = f0
n − i g̃0n . (3.2)

The imaginary part g̃ represents losses and it is related to the resonance half-widths that were explained in
the Figure 3.1. The equation can be expressed using perturbation terms (4f − i g)j :

fn = ν0nw

2πr +
∑
j

(4f − i g̃)j . (3.3)

Where the ν0nw
2πa is the unperturbed resonance frequency f0

n. The ν0n is tabulated eigenvalue corresponding
to the resonance mode, r is the sphere radius and w is the speed of sound. The diameter of the cavity has to
be known as a function of temperature and pressure, it can be either calculated using a model or obtained
from calibration carried out with a well-known gas. The perturbations (corrections) account for a shift in the
resonance frequency and contribute to the resonance half-width.

A model based solely on the unperturbed resonance frequency would provide measurement accuracy in the
order of 0.01% [Hess, 1989]. A resonance model that employs the perturbations can increase the accuracy
up to 0.0001% [Hess, 1989].

The most often used perturbations are:

1. Thermal boundary layer: For many gases the most important perturbation. The boundary condition of
the radial modes requires temperature to be continuous at the gas/wall interface. The sound propagation,
which is otherwise adiabatic process, becomes isothermal process at the wall, [Hess, 1989].

2. Bulk absorption and molecular relaxation: The correction terms incorporate viscous diffusivity and
vibrational-relaxation contribution to the bulk diffusivity [Trusler, 1984, page 179]. In case of
negligible sound speed dispersion this term influences only the resonance half-widths.

3. Openings in the resonator cavity wall for filling ports and transducers. The opening can be divided into
cylindrical (tube of certain diameter and length) and annular ( slits around the transducers).

4. Shell motion: The elastic response: (breathing) of the resonator spherical isotropic shell to an internal
acoustic mode. This perturbation contributes mainly to the resonance frequency shift [Trusler, 1984,
page 180]. The breathing frequency of the resonator is found experimentally with helium making use
of its very high speed of sound. Measured perturbations of the radial resonant frequency are compared
to frequencies far and close to the resonator shell breathing frequency [Boyes, 1992, page 12].

5. Geometric imperfection: The inner cavity is never an ideal sphere. An imperfection arises from the
machining and polishing process. Also the cavity is always assembled from two hemispheres therefore
it is not ideally symmetric due to a step at the hemispheres joint.

The thermal boundary layer correction can be calculated from Equation 3.4. The first term in the equation is
the loss at a plane surface, the second term accounts for the curvature of the actual resonator surface. The last,
third, term is the correction for the temperature jump effect that is a result of different thermal conductivity
of a gas near the wall.

(4f − i g) = − (1 + i) γ − 1
2a

√
Dtf0,n
π

+ i
(γ − 1)Dt

2πa2 + (γ − 1) f0,nla
a

(3.4)
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where γ is the ratio of heat capacities, Dt is the thermal diffusivity coefficient:

Dt = γM

ρCp
. (3.5)

and la is the accommodation length:

la = k

p

√
πMT

2R
(2− h) /h
Cv/R+ 1/2 . (3.6)

where p is the pressure, k is the thermal conductivity andM is the molar mass. The thermal accommodation
coefficient h spans from 0 to 1. It is a ratio of energy actually transported over the vapour-solid interface and
energy that would be transported over the interface if all molecules were in thermal equilibrium. The values
of the coefficient are 0.91 for an aluminum resonator and 1 for a stainless steel resonator of diameter 40 and
45mm respectively [Boyes, 1992].

A simple equation can be used for the cylindrical resonator provided only longitudinal resonance modes
are considered:

w = 2Lf
n

n = 1, 2, 3... . (3.7)

The n corresponds to the resonant mode and L is the resonator length. The speed of sound w obtained
from the Equation 3.7 can be corrected for various effects in similar way as described above for the spherical
resonator:

wcorr = w

(1− δw) , (3.8)

δ = φ+ ϕ

2πf . (3.9)

The correction coefficient δ is composed of two components [Younglove & Frederick, 1990]:

• φ is the attenuation coefficient for the wall losses:

φ = 1
r.w


(
µ

ρ

)0.5
+ (γ − 1)

(
k

e.Cp

)0.5
 (πf)0.5 . (3.10)

• ϕ is accounting for the energy loss at the end walls of the cylinder:

ϕ = 1
L.u

(γ − 1)
(

k

e.Cp

)0.5

(πf)0.5 . (3.11)

Where µ is the viscosity, γ is the ratio of heat capacities, k is the thermal conductivity, ρ is the density, r is
the cylinder radius and L is the cylinder length (L is a function of the temperature and also pressure).
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3.1.2 Interferometric method

The interferometric method was widely used for laboratory measurement in the past. It is still used even
today in a simple table-top instrument for determination of the sound speed in liquids like vegetable oils
and subsequent evaluation of compressibility β=1/ρw2 , [Pankaj & Bhatt, 2010] and [Voleisiene & Voleisis,
2008].

The principle and instrumentation is similar to a cylindrical resonator, the difference being that with the
interferometer the excitation frequency is fixed and the geometry (length) of the measurement cell varies
instead. The excitation frequency can have few discrete values for more advanced measurements. The fixed
excitation frequency allows for efficient use of a piezoelectric plates as transducers. The plates are selected
so that they can be used at their first resonant modes usually between 1 and 20MHz. Two or one transducer
arrangement can be used the same way as in the above mentioned cylindrical resonators.

Some means of precise mechanical positioning and measurement such as micrometric screw or optical
interferometer have to be used in order to be able to change the length of the measurement cell. This moving
parts are clearly a big disadvantage which disqualifies the method from practical applications outside a
laboratory. Nowadays, when even cheap electronic components can provide very precise time measurement
and advanced signal processing this method has fallen out of favor.

Identical sources of errors as for the above described resonators can be identified when the interferometer
is used for gases. Namely the precondensation can cause significant error when the measurement is carried
out close to saturation state.

Transducer

Piston

Bearing

Precision
screw

L

Measurement cavity

Figure 3.6: Interferometer for speed of sound measurement

The example of an acoustic gas interferometer is shown in Figure 3.6. A piston is positioned with a setting
screw inside a cylinder with a crystal transducer on the opposite side to the piston. This transducer is excited
with a frequency signal while its admittance is measured to detect the resonance.

The speed of sound w is determined from the excitation frequency f and the measured wavelength λ:

w = λf . (3.12)

The adiabatic compressibility β is an important property, it can be evaluated provided the density is known:

β = 1
w2ρ

. (3.13)

This equation is other form of the sound velocity equation:

w2 =
(
∂p

∂ρ

)
s

= 1
βρ

. (3.14)
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Where p is the pressure and the acoustic impedance Z is then

Z = ρw . (3.15)

When the viscosity µ is known the ultrasonic attenuation αa is calculated as

αa
f2 = 8π2µ

3ρw2 . (3.16)

Lastly the equation for the relaxation time τ̂ which is the time for transfer of energy from translation to
vibration:

τ̂ = 4µ
3ρc2 . (3.17)

3.1.3 Time of flight

The time-of-flight method is very suitable for liquids and somewhat less for gases. The reason being the high
energy losses on the gas-transducer interface that make it more difficult to obtain fast response and good
quality signal from the transducers. One the other hand, the method has four significant advantages:

1. The measurement principle is robust, no delicate components are required.

2. Required instrumentation is simple and cheap.

3. The speed of sound is measured in a real time.

4. It can be combined with flow measurement.

Amplifier

Amplifier

Transmitted 
signal

Received
signal

Transducer

Wall

Transmitted 
signal

Received
signal

Transmitting
Transducer

Receiving
Transducer

AmplifierAmplifier

Pulse-Echo technique

Pitch-Catch technique

Figure 3.7: Time-of-flight measurement principles

The advantages of the time-of-flight method are exploited in industrial applications where it is widely
used. The pulse-echo technique, Figure 3.7, is used for thickness measurements of solid materials, level
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measurement and distance measurement. The pitch-catch technique is used for liquid and gas flowmeters
and composition sensors. Section 2 provides an overview of various sensors and commercially available
instruments many of which are based on time of flight methods.

A typical measurement set-up consist of a cylindrical measurement cell with ultrasonic transducer at the
ends, Figure 3.8. A short acoustic burst (signal A) is transmitted from one transducer and received (signal B)
by the other one. The time it takes for the sound to propagate from one to the other side is precisely measured.
The speed of sound is obtained immediately by dividing the travelled distance between the transducers by
the measured time of flight. The typical transmitted and received signals are shown in Figure 3.9. The
transmitted burst of pulses (on the left) is short and with high amplitude followed by a short period of ringing
of the transmitting transducer. The received pulses (on the right) have smaller amplitude and the detection of
the first received pulse might be difficult at small signal to noise ratios.

Measurement
start
signal

A B

A

B

Time of flight

Transmitted 
signal

Time

Voltage

Received 
signal

Measurement cell

MicrophoneSpeaker

Amplifier

Signal 
source

Trigger

Amplifier

Timer

Time of flight

Figure 3.8: Pitch-catch speed of sound measurement

The “Sing around” technique was popular before precise time measurement with fast microcontrollers
became available for custom applications. A short burst of sound pulses is transmitted on one side of
measurement cell when a receiving circuitry detects a signal on the other side of the cell, Figure 3.10. This
means that the sound bursts are transmitted repeatedly at frequency proportional to the speed of sound in
the measurement tube. The faster the speed of sound the more often is the signal generator triggered by the
receiving circuitry.

3.2 Instrumentation for speed of sound measurement

Various types of acoustic transducers are used in all the speed-of-sound measurement methods discussed
in the previous section. Generally, the same transducer can be used to convert electric signal to sound
(transmitting transducers) and sound to electric signal (receiving transducer). There is a large selection of
commercially available transducers that have been designed for general or very specific applications. In most
cases the operation frequency is in ultrasound region between 20 kHz and several megahertz. The physical
size spans from large and very powerful ultrasonic transducers that are used for cleaning to miniature arrays
of hundreds of transducers for ultrasound imaging. Typical power output of ultrasonic transducers for ranging
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Figure 3.9: Example of the acoustic signals in liquid. The figure was adopted from [Lopes et al., 2014]

Measurement cell

MicrophoneSpeaker

Amplifier

Signal 
source

Trigger

Amplifier

Counter

Frequency

Figure 3.10: Sing around measurement principle

application, flow or speed of sound measurement is approximately 1W/cm2.
There is an extensive research focusing on ultrasound transducers for defectoscopy and medical applica-

tions. Some portion of the results from this field are applicable also to the transducers for thermodynamic
measurements. However, the defectoscopy is focusing on measurements in solid phase and the medical
applications are predominantly using phase array imaging method.

The temperature and pressure range of operation and possibly corrosive or chemically reactive atmosphere
are unique conditions that are not found in many different fields where the acoustic transducers are being
used and developed. In other words, the environmental conditions the transducers can be exposed to
in the acoustic analysers can be very harsh. Very little information can be found about performance of
commercial transducers and their components outside usual conditions that are defined by atmospheric
pressure, temperature from 0 to +50◦C and air or water environment. Tests at elevated pressure in particular,
that would be so important for the acoustic analysers, are conducted very rarely.

The transducers suitable for thermodynamic measurements, Figure 3.11, are based on following principles:

• Piezoelectric

• Electrostatic (capacitive), MEMS
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The main component of piezoelectric transducers is a piezoelectric material, quartz or piezo ceramics. Such
material responds to an electrical field with mechanical strain (deformation). The piezo elements for acoustic
applications have usually one or few significant resonance frequencies with very high quality factors. The
usable frequency range spans from tens of kilohertz to hundreds of megahertz. The ceramic piezoelectric
transducers have relatively low sensitivity on acceptance. Due to this the piezo transducers are more suitable
for liquids than gases where more energy is coupled from the fluid. The fact that the piezo transducers
perform best at discrete (resonant) frequencies predetermines their use for interferometric and time-of-flight
measurements methods. The disadvantages of piezo ceramics such as the high acoustic impedance and
narrow bandwidth can be improved by piezo composites and PVDF (ferroelectric polymer polyvinylidene
fluoride), which are combination of ceramics with passive layers or spheres of polymers or epoxy resins.
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Dielectric 
layer
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Electrodes
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Metal shell

Piezoceramic
disk

Electrostatic Piezoelectric

Electrodes

Metalized 
layer Front surface

Matching layer

PVDF 
film

PVDF

Front surface

Electrodes

Figure 3.11: Types of acoustic transducers

The capacitive or electrostatic transducers are composed of a thin membrane and a solid metal back plate,
Figure 3.11, the membrane moves when electric charge is applied. The back plate is made of metal with a
grooved pattern that improves the sensitivity and frequency response. The electrostatic transducers are used
only for gases, they have wide bandwidth and high sensitivity on acceptance due to the thin membranes but
they also require high voltage to operate.

The MEMS (Micro Electro Mechanical Systems) transducers are micromachined elements of very small
dimensions. The micromachined ultrasound arrays are used for medical ultrasound applications. The MEMS
microphones found its way to thin mobile phones, laptops and hearing aids.

Summary of the transducers properties can be found in Table 3.1.

Table 3.1: Ultrasonic transducers properties. The table was adopted from [Kazakov, 2008]

Capacitive
Piezoceramic

(with matching layer)
Composite

(kit of layers)
PVDF

Sensitivity on
acceptance

mV/Ðà 2 1 0.1 0.4

Frequency range kHz 200 500 500 200
Freq. band % 30 2 30 30

Temperatures (màõ) °C 80 >100 >100 80
Stability to

environment
- low high high low

Stability - moderate low moderate high

54



3.3. SOUND TRANSMISSION LOSSES

3.3 Sound transmission losses

Time-of-flight and pulse-echo measurement in gases are very demanding on the transducers, namely on the
piezo transducers. The energy transfer between the fluid and solid piezoceramic transducer is poor especially
at high frequencies due to large difference in the specific acoustic impedance1 of the solid transducer and
air which results in high reflection loses. The capacitive transducers with thin membranes have the smallest
transmission loses hence they are very efficient for application with gases. The solid piezocermic crystals
exhibit very high transmission loses and they are most suitable for applications with liquids while the flexible
PVDF materials are somewhere in the middle.

Assuming a longitudinal sound wave, the reflection loss on a boundary of two materials under 90◦
incidence angle (sound arriving perpendicularly to the boundary) can be calculated with following equation:

R = Ir
It

=
(
Z2 − Z1
Z2 + Z1

)2
. (3.18)

Where R is the reflection coefficient, it represents the ratio of reflected wave intensity Ir to the transmitted
wave intensity It , Z is the acoustic impedance of the material. Subscript 1 corresponds to the material in
which the signal originates and index 2 is the material that creates the boundary.

Consequently the transmission coefficient is equal to

τ = It
Ir

= 1−R = 4 Z2Z1

(Z2 + Z1)2 . (3.19)

In order to express the transmission coefficient in decibels one has to take is decadic logarithm and multiply
it by 10. The acoustic impedance is a product of the density ρ and acoustic velocity w:

Z = ρ.w . (3.20)

The specific acoustic impedance is an intensive2 material properties while the acoustic impedance depends
on the material, geometry and frequency.

Boundary

Transmitted wave

Z1 Z2

ρ1,u1 ρ2,u2

I

Ir

It
Incident wave

Reflected wave

Figure 3.12: Reflection loss on a boundary

It is apparent from the Equation 3.19 that the highest transmission loses will be encountered when the
sound travels from low acoustic impedance to a medium with high impedance. Gases have the lowest
acoustic impedance, metals have very high impedance and liquids and some plastics are in between. Acoustic
impedance of some selected materials can be found in Table 3.2.

1“Acoustic impedance and specific acoustic impedance are measures of the opposition that a system presents to the acoustic flow
resulting of an acoustic pressure applied to the system. The SI unit of acoustic impedance is the Pascal second per cubic meter
(P a · s/m3) or the Rayl per square meter (rayl/m2), while that units of specific acoustic impedance are Pascal second per
meter (P a · s/m) or the rayl.” [Wikipedia, 2015]

2An intensive property does not depend on the volume of a substance
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Table 3.2: Acoustic impedance. The table was adopted from [Mea, 2018b]

Gas
Acoustic

impedance
[kg.m−2s−1103]

Liquid
Acoustic

impedance
[kg.m−2s−1103]

Material
(solid)

Acoustic
impedance

[kg.m−2s−1103]
Air 0.4286 Water 1483 Polyethylene 1760

Ammonia 0.320
Fluorinert

FC-40
1860 Mylar 3000

Argon 0.569 C6F14 860 Alumina 40600
Carbon
dioxide

0.512 Gasoline 1000
Piezo

ceramics
3000

Methane 0.308
Oil -

castor
1430 PVDF 3900

The metal-gas boundary causes major losses since it reflects large portion of the sound passing through. For
example, the acoustic impedance of aluminium is 40600 kg.m−2s−1103 and that of air is 0.43 kg.m−2s−1103,
using Equation 3.18 one can calculate the reflection loss for this combination:

R =
(0.43− 40600

0.43 + 40600

)2
= 0.99996 . (3.21)

It is apparent that almost all the sound energy is reflected and only very little is transmitted through. The
metal-liquid boundary causes less significant loss to the transmitted sound signal. The acoustic impedance of
water is 1483 kg.m−2s−1103 and the resulting transmission coefficient is then

R =
(0.43− 1483

0.43 + 1483

)2
= 0.86401 . (3.22)

In other words, more than 86% of the signal is reflected and 14% passes through, this is much better
result than for the air. The severe loss on the solid-gas boundary can be improved by adding one or several
interfacing layers of a material with lower acoustic impedance. The so called matching layers located between
the high impedance material of the piezo ceramics transducers and the gas are often composed of plastic
material, aerogel or silicon rubber with lower acoustic impedance ([Kommareddy, 2003], [Alvarez-Arenas,
2013] and [Stosel, 2004]). Part of the incidence sound is reflected back on the boundary and the reflected
wave interacts with the the incident one, Figure 3.13. The resulting interference can have intensifying of
weakening effect depending on the phase. The transmission coefficient of a plate Tp is thus function not only
of the acoustic impedance but also of the thickness of the layer Dp [Kommareddy, 2003]:

Tp = 1√
1 + 1

4(Z1
Z2
− Z2

Z1
)2sin2 2πDp

λ

. (3.23)

The plate transmission coefficient is high when the thickness is equal to 1/4λ, 3/4λ, 5/4λ etc. where λ is
the wave length of the incidence wave. Matching layers of 1/4λ thickness are common. A major drawback
is immediately apparent, the matching layer limits the transducer bandwidth.
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Figure 3.13: Reflection losses in transducer with matching layer

3.3.1 Piezoelectric transducers

The piezo transducers can be based on ceramic or polymers. Commonly used ceramics include Lead Zirconate-
Titanite, Barium Titanate and some others. The polymeric materials are porous polymeric ferroelectret films,
often made of polypropylene, polyvinylidene fluoride and some other. PVDF is a ferroelectric polymer
polyvinylidene fluoride that is used for construction of piezoelectric transducers. Conveniently, only a
low to moderate driving voltage is necessary to excite the piezo ceramic transducer. Ferroelectricity is a
property of materials that have a permanent electric polarization and have a piezoelectric response. The
PVDF transducers require higher driving voltage than the ceramic ones. The PVDF material is usually in a
form a flexible film or sheet that exhibit piezoelectric effect, in other words the film deforms when an electric
potential difference is applied. The thickness of the PVDF film spans from 9 µm to 1mm and the properties
of PVDF are stable up to 90◦C [Mea, 2018a]. Another advantages are relative chemical inertness, mechanical
strength and low acoustic impedance which ensures high sensitivity. The PVDF ultrasonic transducers have
relatively flat frequency response when compared to piezo ceramics, however, some PVDF materials can
have pressure sensitive resonant frequency [Álvarez Arenas, 2014].

The piezo transducers can be excited by square wave in simple applications although harmonics are
introduced to the sound this way. This is not a problem for time-of-flight measurement. A sine wave
excitation have to be used for some transducers to minimize harmonics that may excite the overtone mode
(vibration at multiples of the resonant frequency). The piezo ultrasonic transmitters for ranging and other
acoustic application typically dissipates 200mW RMS . Typical driving circuit capable of transmitting any
kind of signal (square, sine, sawtooth ...) consists of two bridged operational amplifiers with higher driving
current capability, Figure 3.14. The bridge arrangement helps to excite the piezo transducer with signal of
sufficient amplitude even when only a low voltage is available. In case of unipolar construction, shown in
the Figure 3.14, both electrodes of the transducer are at the same potential which is not equal to the ground
(GND) when idle. This offset of the amplifiers outputs is called virtual ground and it is usually set to V CC/2
by setting the divider resistor R6, R7 and R1, R2 to the same values. When a positive signal is introduced to
the input of bridge amplifier, the IC1 acts as an inverting amplifier and sets its output proportionally below
the offset and the IC2 sets its output proportionally above the offset through the feedback resistor R4. The
excitation amplitude is therefore effectively doubled.

Receiving piezo transducers have a high impedance therefore they require an amplifier with very high
input impedance. Either a JFET3 transistor or operational amplifier can be used to convert the piezo charge
to voltage. When dropped or upon impact, the piezo crystal can generate voltages that can be dangerous for
sensitive JFET circuitry therefore a protection consisting of two anti-parallel clamping diodes connected
in parallel with the transducers is recommended. In some cases, especially when long cables are used, a

3Junction field effect transistor
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Figure 3.14: Typical driver for piezo transducers

simple JFET charge pre-amplifier is integrated into the transducer case or located nearby to increase the
signal-to-noise ratio. There are many application lists and technical notes from semiconductor and transducer
manufactures that deal with amplifiers and circuitry for interfacing piezo elements, for example [Mea,
2006, Karki, 2000]. The charge amplifier constructed with operational amplifier is a common front end for
various sensors based on piezo elements with frequency range up to hundreds of kilohertz. For frequencies
above one megahertz the voltage amplifier if preferred. The high frequency limit (cut of frequency) of the
voltage amplifier is given only by the resistor and capacitor in the amplifier feedback while the high frequency
limit of the charge amplifier is dictated by the capacitance of the transducer and connecting cable [Karki,
2000]. For the low frequency cut-off the situation is inverse. The advantage of the charge amplifier is that
gain is not influenced by the capacitance of the transducer and connecting cable. The voltage amplifier is
therefore used only when it can be located very close to the transducer.

SIGNAL

GND

Voltage amplifier

SIGNAL

GND

Charge Amplifier

Figure 3.15: Amplifiers for piezo transducers

A simple model of the charge amplifier coupled via cable to a piezo transducer is shown in Figure 3.16.
The transducer is modeled as a piezo crystal SG with charge Q and a parallel capacitance C2. The cable is
represented by a capacitor C3 and resistor R2 while the charge amplifier is constructed with an operational
amplifier IC1 with open-loop gain A and parallel combination of capacitor C1 and resistor R1 in the feedback.

The output signal Uout can be expressed as:

Uout = − Q

C1
. (3.24)

Where the Q is the charge on the piezo element SG, the charge is a result of the pressure applied on the
element which has certain sensitivity specified in Coulombs per Pascal. The time constant of the charge
amplifier is τRC = R1 ·C1. The upper cut-off frequency is

fH = 1
2πR2 (C2 + C3) . (3.25)
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Figure 3.16: Charge amplifier for piezo transducers

Voltage amplifier is a typical non-inverting operational amplifier:

SG C2 C3

Transducer Cable Amplifier

SIGNAL

GND
R4 C1

R2 R1

R3

Figure 3.17: Voltage amplifier for piezo transducers

And the output voltage of such circuit is:

Uout = − Q

C2 + C3

(
1 + R1

R2

)
. (3.26)

The upper cut-off frequency fH is

fH = 1
2πR1C1

. (3.27)

The piezoelectric elements used in the transducers can have various shapes, most common are circular
discs but also strips and rings can be found in certain types of transducers. The discs have two main resonance
modes: the radial and thickness mode, Figure 3.18. The piezo disc is excited either by an electric field
applied on the disc electrodes or by a stress applied to the disc. The response in a form of a distortion (reverse
piezoelectric effect) or polarization (piezoelectric effect) is linear.

Radial mode Thickness mode

⌀D

t

Figure 3.18: Resonant modes of piezo disc

The piezo ceramic materials are characterized by a radial, axial (thickness) and longitudinal frequency
constants NR, NT and NL . The radial fR and thickness fT resonant frequencies of the disc can be then
evaluated from the dimensions of the element:
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fR = NR

/OD
. (3.28)

fT = NT

T
(3.29)

The thickness mode is the dominant resonance mode in acoustic applications while the radial modes that
can be encountered at lower frequencies are undesirable. Typical frequency characteristic of piezo disc is
shown in Figure 3.19. From the Equation 3.29 it is apparent, that the thinner the disc the higher the thickness
resonant frequency.
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Figure 3.19: Resonant plot of piezo transducer

3.3.2 Electrostatic transducers

Thanks to their high sensitivity the electrostatic or capacitive transducers are the preferred type in applications
with gases at frequencies up to one hundred kilohertz. They consist of a thin plastic diaphragm (polyvinyl
or polyester) with a metalized layer on one side acting as an electrode. A metal back-plate is behind the
non-metalized side of the diaphragm, Figure 3.21. A capacitor-like arrangement is thus created in the form
of metal electrodes - back-plate and metalized layer - with the dielectric material in the middle. Such
arrangement requires relatively high driving voltage when used as a speaker, and high bias voltage when
used as a microphone. One example of a simple high voltage driver is shown in Figure 3.20. Driving square
wave signal drives the transducers periodically to the ground by switching the transistor Q1. The circuit
is designed for time of flight measurements where a short burst of few pulses is used. The circuit can be
tuned so that the amplitude of the pulses in the burst decreases which can be advantageous for pulse-echo
applications. The condenser C3 which stores the high voltage for the burst is charged via the resistor R3. If
the resistance is high enough the charging rate is slow and the capacitor is being gradually discharged by
every pulse in the burst and the pause between the burst is used to recharge it. The pulses in the burst have
then decreasing amplitude as is shown on the right hand side of the Figure 3.20. The receiving circuit for
electrostatic transducers is fairly simple, a high voltage bias is provided via the resistor and a decoupling
capacitor or pulse transformer followed by a common voltage amplifier are used.

Unlike with the piezoelectric transducers, the resonance frequency of the electrostatic transducers is not
given by the diameter of the membrane. Instead, the back plates are either grooved, micromachined or etched
so that the membrane can vibrate on the back-plate surface pattern, Figure 3.22. A metal back-plate can have
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Figure 3.20: High voltage driver for electrostatic transducer

a circular v-groove pattern, so that the membrane can vibrate between the elevated rims of the v-groove,
[Rafiq & Wykes, 1991]. For higher resonant frequencies, just the “natural” roughness of the surface of the flat
metal back plate provides adequate pattern for the membrane resonance, Figure 3.21. This has been proved
by experiments which demonstrated that the depth of the grooves or the depth of the surface roughness have
no effect on the transducers resonance, Figure 3.22. It is the groove width or width of the “valleys” and
“hills” on the rough surface together with membrane thickness and the applied bias voltage that determine
the transducer resonant frequency, [Carr & Wykes, 1993]. The groove geometry has also an impact on
the transducer sensitivity and bandwidth. The change of charge ∆Q on the electrostatic transducer can be
calculated from the thickness of the air gap between the membrane and the plate L, change of the thickness
due to movement of the membrane ∆L, membrane surface area A, permittivity of free space ε0 and bias
voltage U [Hutchins & Neild, 2012]:

∆Q = −∆Lε0A
L2 U . (3.30)

Metal 
back plate

Dielectric 
layer

Metalized 
layer

Pitch Grooves

Membrane

Magnified "natural" 
metal surface

Figure 3.21: Construction of electrostatic transducer with different backing plates

For precise measurements in laboratory instruments, tailor-made transducers are sometimes used. A detail
drawing of a custom electrostatic transducer together with a J-FET pre-amplifier is shown in Figure 3.23. The
thin membrane is facing into the measurement chamber of a resonator and its metalized layer is electrically
connected to the cavity body (2). The electrode behind the membrane is connected to the feedthrough
connection (1) by a spring. The backplate is insulated from the body by a ceramic ring. An example of a
high precision J-FET input amplifier for a bespoke transducer used in a spherical resonator is shown in in
Figure 3.24.
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Figure 3.22: Resonant frequency of two electrostatic transducers with different back-plates [Carr & Wykes,
1993]

Figure 3.23: Custom made electrostatic transducer.
The figure was adopted from [Ewing &
Trusler, 1989b]

Figure 3.24: Input amplifier for electrostatic trans-
ducer used in spherical resonator. The
figure was adopted from [Perkins &
McLinden, 2015]
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4 Problem statement and goals

4.1 Problem statement

A universal thermodynamic model (not necessarily but likely an equation of state) that would combine
accurate prediction of the speed of sound and saturation properties of mixtures of unlike components across
wide range of conditions does not exist. The very accurate equations of state carefully developed for pure
fluid are available only for common fluids (including widely-used refrigerants). It takes a significant effort
and large experimental data sets to fit such equations to new or less-common fluids. Unfortunately, sufficient
data sets are seldomly available for such fluids. Universal models with few fluid-specific parameters (fitting
parameters) such as the cubic equation of state or SAFT model can be used relatively easily for many different
fluids although their accuracy varies widely. It is often the case that some models are applicable to blends of
fluids from one family (hydrocarbons, hydrofluorocarbons) but fail when used for fluids from other families.
At the same time the accuracy of many existing models in terms of prediction of speed of sound in both
phases and also under saturated conditions is largely unknown for many common fluids.

When using the equations of state for mixtures, another parameters called binary interaction coefficients
are needed to accurately predict saturation properties. For the most common mixtures (fluid pairs) and
common equations of state these parameters are usually known, either they have been obtained by fitting
experimental data or from molecular simulations. Since the values are unique for fluid pairs and the given
model, there are many combinations for which the parameters are unknown, either because there are no
experimental data or no one has ever fitted the parameters of the specific model (equation of state). Some
more or less universal methods exists to estimate the interaction coefficients for some equations of state but
the applications are often very limited and the accuracy is questionable.

4.2 Goals

In the previous sections I have outlined the scope and the motivation for this work. The problems addressed in
this thesis are concentrated around the speed of sound measurement and real application of the thermodynamic
modelling of cooling fluids used for particle detectors and high tech electronics cooling. The thesis consists
of the experimental and theoretical parts.

The goals of the experimental part are:

• to design an apparatus for high accuracy speed of sound measurement that can provide high accuracy
at lower complexity;

• to carry out speed of sound measurements in binary mixtures of R-116, R-218 and nitrogen since no
such data exist in available literature and the mentioned binary mixtures have direct applications in the
cooling systems of particle detectors.

The theoretical part includes modelling of vapour liquid equilibrium of pure fluid and various refrigerant
mixtures with emphasis on the accuracy of the speed of sound prediction, the specific goals are:

• to benchmark various thermodynamic models on representative sets of pure fluids and mixtures in
order to find the applicability range of the saturated properties and speed of sound predictions;
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• to develop new correlations for the prediction of binary interaction coefficients for mixtures of unlike
fluids with emphasis on fluorocarbons that will allow to work more accurately with blends for which
no experimental data or molecular simulation exist. The correlations shall be applicable to model
for which no group-contribution methods (that would allow the estimation of the binary interaction
coefficients) are available. The developed correlation will therefore be the only way for prediction of
the interaction coefficients for this model.
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5 Development of high accuracy
speed-of-sound measurement apparatus

I began the development of the apparatus together with the data acquisition in my Bachelor thesis [Doubek,
2012], I have continued the work in my Master’s thesis [Doubek, 2014] and this chapter describes the latest
development that lead to the current instrument that can be used for mixtures and that delivers accuracy close
to resonators as shown in chapter 5.8.

The goal from the very beginning was to develop an instrument for high-accuracy measurement of speed
of sound in gases over wide range of temperature and pressure. The time-of-flight measurement method
was selected for the measurement apparatus due to its relative simplicity and low cost. The developed setup
includes control system that allows for semi-automated measurement of the speed of sound along isochors
but also along isotherms due to a precise temperature control. The speed of sound data on isotherms are
essential for the derivation of ideal gas heat capacities.

The use of capacitive ultrasound transducers was inevitable due to their high sensitivity on acceptance.
Standard piezoelectric transducers were also tested but they have very low sensitivity, exhibit long ringing
and generally are not suitable for applications in gases where a high precision triggering on the received
signal is needed. Senscomp 600 transducers (previously made by Polaroid) were selected to be used from the
few available models. This type of transducers is most sensitive at 50 kHz although the frequency response
is fairly flat between 40 kHz and 100 kHz. The gold-plated membrane ensures good corrosion and chemical
resistance.

I have used the ELMB data acquisition system for temperature and pressure sensor readout together with
my custom made electronics which takes care of the actual speed of sound measurement. The SCADA
software running on dedicated computer is in charge of data visualization and archiving as well as temperature
regulation and other control functions.

5.1 Setup Overview

The new setup allows for preparation of binary mixtures directly inside the measurement cell. Two gas
cylinders provide the pure gases (mixture components) A and B, Figure 5.1. Since the setup is intended for
refrigerants the pressures inside the gas cylinders are not supposed to be very high and therefore pressure
regulators on the cylinders are not needed. Omitting the pressure regulator eliminates complicated purging
procedures to prevent gas contamination from air or other gases trapped inside the regulators. Since the
pressures inside the gas cylinders were expected to be different in each cylinder (mixing of two different
refrigerants at room temperature) there was a risk of contamination of the gas inside the cylinder at the lower
pressure due to wrong manipulation with valves in the setup. Two accumulators (coils of 1.5 meters of
12mm tubing) were provided for each gas to store some amount of the pure gas so that the gas cylinders
could be shut off with cylinder valves during the preparation of the mixtures. With this arrangement only
the gas inside the accumulator would be contaminated while the gas in the cylinder would remain intact.
The pressure inside each accumulator was monitored with a pressure sensor. The high precision Keller 33X
pressure sensor was used to monitor the pressure inside the measurement cell. The temperature inside the cell
was monitored by Pt1000 Class A sensors manufactured by IST Innovative Sensor. The rotary oil vacuum
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pump was used to evacuated the cell and both accumulators before the preparation of each mixture. The
three-way valve in front of the pump was used to shut-off the pump and to allow atmospheric air to break the
vacuum at the pump suction preventing the oil from the pump to be sucked inside the piping.
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Figure 5.1: Constructed measurement setup for mixtures

The temperature of the measurement cell was controlled by liquid bath chiller filled with glycol. The
glycol circulated through the double wall of the measurement cell. The ELMB data acquisition system
was connected to the computer via USB/CAN interface while the speed-of-sound measurement electronics
communicated via the serial port.

The WinCC SCADA environment running on the computer was executing custom scripts I had written
specifically for this application. The scripts provided data archivation in SQL-like database, data visualization
through various charts and graphical panels and temperature regulation of the chiller. The fine-tuned PI
regulation was needed to repeatedly achieve temperature precisely equal to the provided set point inside the
measurement cell despite changes in room temperature.

All the instrumentation was installed in a rack with the measurement cell mounted vertically to save space,
Figure 5.2. One can notice the thick insulation that is necessary for measurements at low temperature but the
proper insulation also helps to achieve better homogeneity of the temperature along the cell.

5.2 Mechanical design

The measurement cell is a stainless steel tube with flanges on both ends, Figure 5.3. The length of the cell is
560mm and the diameter is 120mm. The tube has two coaxial walls, the cooling/heating fluid circulates in
the space between the walls in order to maintain the gas inside the tube at the desired temperature (“cooling
jacket”). Each flange has two connection ports, one is realized as a12mm weld fitting and the second is
a 8mm welded tube stud. The fittings are used to connect the vacuum pumps, pressure sensor and for
gas release to decrease the pressure inside the cell. The tube studs welded to the middle of the flanges are
used to introduce the investigated gases. Needle valves are used to precisely gauge the amount of gas to
be added, the valves must be placed as close to the test cell as possible, see section 5.4 for more details. A
sealed electrical connector in each flange interconnects the data acquisition system with the sensors and the
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Figure 5.2: Constructed setup inside a rack

ultrasound transducers inside the tube. The flanges are sealed with indium seals which ensure leak tightness
even at very low temperatures.
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Figure 5.3: Measurement cell

5.3 Electronics

I started the development of the speed-of-sound measurement electronics in my Bachelor’s and Master’s
thesis, the first prototype was simple with one channel and single triggering. In this work I have continued
the development in pursuit of higher accuracy using more advanced design and high speed components. This
section is focused on description of the improvements to the triggering mechanism which the unique key
element that ensures the high accuracy of the time-of-flight measurement.
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The general block schematics of the electronics I have designed for the time-of-flight speed of sound
measurement are in Figure 5.4. The electronics is based on ATmega1248 microcontroller that is equipped
with two 16 bit counters clocked at 20MHz. Each counter has an input capture unit which is used to measure
timing of external events. The frequency of 20MHz provides time resolution of 50ns but due to delays in
the time input circuits the effective resolution is 100ns.

HV ~250V

Transducer 1

Amplifier

Driver

Switch
Comparator

Dual DAC

Ch. 1
Ch. 2

Comparator

Timer 1 capture input 

Timer 2 capture input

Transducer 2

Amplifier

Driver

TTL
Pulses

TTL
Pulses

Comparator

Comparator

Switch

Figure 5.4: Block diagram of measurement electronics

There are two identical analog channels, each for one of the transducers. The drivers that make the
transducers transmit a burst of ultrasound pulses are fairly simple. A high voltage FET transistor is driving
the bias voltage to the ground through current-limiting resistor. Since the current flowing through the
transistor is very low it is possible to drive the gate with TTL pulses directly from the microcontroller.
There is a separate high speed amplifier in the inverting configuration for each transducer. The drivers and
amplifiers are located on separate piggy board so that they can be replaced with different design during
testing and prototyping, this separate module for the analog channels is visible in Figure 5.5. The amplifiers
are decoupled with mica capacitors and protected with back to back diodes. The amplified signal from each
channel is then compared with two threshold levels generated by a DAC (Digital to Analog Converter). The
ultra high speed comparators AD8561 with 7ns delay were used for this purpose. All the amplifiers and
comparators are powered with symmetric supply ±5V .

Figure 5.5: Speed-of-sound measurement electronics

The selection of the input amplifier is important to achieve stability and minimum signal delays. The
common operational amplifiers are too slow, the signals delays are clearly visible in the measured times of
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flight. On the other hand, high speed operational amplifiers with too much bandwidth are noisy, unstable and
often very expensive. Most of the high speed amplifiers for special applications come in 8-pin DIP sockets.
After testing several high speed amplifiers, the most suitable one for this application seemed to be LT1220.
The amplifier gain was set to 100 and the DC blocking capacitor of 220 pF provided the optimal frequency
response.

In order to achieve the best signal-to noise ratio, the ultrasonic transducers were connected to the electronics
with high voltage shielded twisted pair cable with BNC connectors. Even though it was possible to reduce
the electric noise to very low levels when the transducers were disconnected, some noise was always present
when the transducers were connected. The frequency of the noise was approximately 50 kHz and after some
investigation it turned out that it was caused by vibration of the transducer membranes that were excited by
tiny vibration from the environment (people working around the setup, fluid flowing through the measurement
cell double wall, chiller fridge running nearby etc.). Unfortunately, this noise did not disapper even after
attempts to isolate the measurement cell from the table vibrations with dampening foam.

The level of this noise in comparison with the received 50 kHz ultrasound after amplification is shown in
Figure 5.6. Fortunatelly, with proper grounding and shielding the actual received ultrasound signal was clear
of any noise or superimposed signals even after amplification as can be seen in Figure 5.7. The triggering on
the first rising edge of a clear signal thus exhibited minimal jitter.

If only one threshold level is used for the triggering it must be set above the noise to prevent false triggers.
However, the higher the level the higher the delay between the moment when the ultrasound pulses arrive
(ultrasound transition time) to the transducer and when they are actually detected. If this delay was constant
under every measurement condition it would be eliminated by calibration. Unfortunately, it is not constant,
slight changes in the slope of the rising edge with pressure and density translate into significant timing errors.
For this reason, the two threshold levels are used. The first level is set just above zero while the other is set
relatively high. The first threshold does not clear the noise level but it does not matter since it is only the
crossing of the higher level that can trigger the time measurement. Every time the lower level is crossed a
time (counter state) is stored but no event is generated. Only when the higher level is crossed the last stored
value of the lower threshold crossing is used for the time-of-flight calculation.

It turned out that even the use of two threshold times cannot provide the desirable accuracy that would be
guaranteed under wide range of conditions (pressure, temperature, type of gas). By studying the variations
of the received signal under different conditions I have developed a correction that can be applied to the
measured transition time (low threshold) in order to increase the timing accuracy. Three crossing times
are recorded on the lower threshold level; first rising edge, first falling edge and second rising edge. These
three crossing times are used to obtain the tx and T values as shown in Figure 5.8 for the threshold level of
210mV .
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tx
T

Figure 5.8: Correction of triggering on first received rising edge

The correction ct is then calculated as follows:

ct =
(
T

2 − tx
)

. (5.1)

The Figure 5.8 shows corrections (red bold lines) for three different threshold levels (blue lines). Notice
how the correction for 70mV corresponds to the very beginning of the signal rising edge. The great advantage
of this approach is that only time measurements are needed. It is not necessary to measure the amplitude of
the signal which would significantly complicate the design of the electronics. The measured transit times
T , the resulting correction ct and the corrected transition time are showed in Table 5.1. The lines in the
table represent subsequent measurements in one-second intervals at stable conditions. The 70mV threshold
represents the typical value used for the measurements, one can see that the variations in the corrected transit
times are about 125ns. This shows that the correction, which is based on three time measurements, does not
introduce too much jitter into the resulting transit time.

Table 5.1: Corrected transition times for different threshold levels
T

[µs]
ct

[µs]
Ttime
[ms]

T
[µs]

ct
[µs]

Ttime
[ms]

T
[µs]

ct
[µs]

Ttime
[ms]

Threshold 423 mV Threshold 210 mV Threshold 70 mV
18.15 3.875 0.645575 21.05 1.925 0.645575 22.35 1.075 0.644775
18.20 4.350 0.645350 20.65 2.075 0.645825 22.35 1.075 0.644725
18.35 4.625 0.645625 20.40 2.200 0.645400 22.55 0.925 0.644675
18.50 4.650 0.645450 20.35 2.225 0.645925 22.40 1.050 0.644750
18.85 4.025 0.645625 20.85 2.125 0.64565 22.70 0.900 0.644650
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5.4 Design optimization for mixtures

The first attempts to measure the speed of sound in a mixture prepared inside the measurement cell provided
results quite far from the expected speed of sound. It took hours for the measured speed of sound to stabilize
even though the temperature and pressure were stable (since the pressure was stable the gradual change in
the speed of sound was not caused by a leaking valve). Whether the measured speed of sound was slowly
decreasing or increasing depended on the order of the mixture components injections. I have studied the
behaviour with R-218+N2 mixture.
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tion - injecting R-218

When nitrogen was injected inside the measurement cell filled with R-218 the speed of sound kept
decreasing during a whole day, Figure 5.9. When R-218 was injected into nitrogen the speed of sound kept
increasing, Figure 5.10. It was apparent that the two components were mixing very slowly by diffusion,
perhaps due to trapped volumes (virtual leaks) inside the measurement cell. Obviously, this has not been
observed with the pure gases that were measured before the mixtures. I have significantly reduced the length
of all the connection pipes for the pressure sensor, vacuum pump, safety relief valve and the mixing needle
valve so that all the valves were as close to the measurement cell as the insulation allowed. Further, I filled
the dead space of the threaded blind holes in the flanges with indium and removed all the unnecessary
insulation from the electric connections inside the measurement cell. The effect of reduced virtual leaks was
immediately apparent as the speed of sound stabilization time reduced from hours to seconds, Figure 5.11.

Another concern was the stratification of mixture components with large differences in molecular weights.
A test carried with mixture of 52 R-218 and 48% of R-116 with the measurement cell mounted vertically
did not reveal any changes in speed of sound even after more than 15 hours, Figure 5.12. Any subsequent
measurement did not reveal a possible stratification therefore it is possible to mount the measurement cell
vertically.
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5.5 Calibration and measurement procedure

The calibration was carried out before the actual measurement, the calibration is the same no matter if the
instrument is used for pure fluids or mixtures. The result of the calibration was a linear relationship of the
calibrated distance D and temperature T . Although a good insulation together with careful positioning of
the temperature sensors helped to minimized the impact of temperature variations along the ultrasound fly
path, the temperature distribution inside the measurement tube is not perfect since the cooling/heating fluid
exhibits a temperature gradient along the length of the tube (fluid inlet is on one side of the tube and outlet
is on other side) and the flanges do not have any fluid passages. The average of all the six sensors inside
the tube was used for the calibration and all the presented measurements. The slope of the obtained linear
relationship agreed with the coefficient of thermal expansion stainless steel (material of the measurement
tube) confirming that placement of the temperature sensors was chosen well as it represented the average
temperature distribution along the sound tube.

There was no clear correlation between the pressure and the distance D. Although the pressure has some
impact on the length of the tube it also affects the shape of the signal from the receiving transducer. The two
effects interact and mostly cancel each other in the range of pressures used for the calibration.

Nitrogen was used for the calibration since high purity samples are readily available and due to the fact
that the speed of sound in nitrogen can be calculated with very low uncertainty using equation of state
implemented in the NIST REFPROP [Lemmon et al., 2018],

In total, 281 data points were obtained for the calibration with nitrogen in the temperature range from
−22.1◦C to 51.5◦C and pressure range from 0.94 barabsolute to 2.7 barabsolute , Figure 5.13. The range of
the measured transition times was from 1.348 ms to 1.534 ms. The calibrated distance was calculated from
the speed of sound from NIST REFPROP for each data point separately and linear regression was used to
obtain the distance as a function of temperature, Equation 5.2. The uncertainty of the linear fit is ±0.4%.

D [m] =
{
T [°C] · 5.2226 · 10−6 + 0.4957

}
± 0.4%. (5.2)

5.6 Measurement uncertainty

The type A uncertainties uA of the measured pressure, temperature and speed of sound are listed in Table 5.2.
This uncertainty is a standard deviation of three hundred samples recorded by the ELMB data acquisition
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Figure 5.14: Calibrated distance D

system over an interval of five minutes. The type B uncertainties uB of the temperature and pressure
measurements correspond to the sensor calibration uncertainties taken from the data sheets.

Additional measurement error is introduced by the inhomogeneity of the temperature distribution inside
the 500mm-long tubular measurement cell. Six temperature sensors distributed along the sound path were
used in order to reduce this error as much as possible. The temperature distribution is homogeneous when
the measurements are carried out at the ambient temperature but the measurement error increases when the
temperature of the cell is increased or decreased since the cooling jacket is not perfectly symmetric and
the end flanges are not in contact with the cooling liquid. To account for the temperature inhomogeneity
the combined uncertainty of the temperature measurement was expanded by coverage factor of 3. The
pressure transducer 33X manufactured by Keller had a usable range of 0.3MPa and the type-B uncertainty
of the pressure is given by the full scale and reading uncertainty. The type-B uncertainty of the temperature
measurement comes from a calibration of the internal Pt1000 sensor which was carried out against the precise
Tinsley Pt25 thermometer.

The speed of sound is obtained from the calibrated distance, which is a function of temperature, and the
measured time of flight. The uncertainty of the calibrated distance is much higher than the uncertainty of
the time measurement despite the precise calibration procedure described in the previous section. The time
measurement itself is precise and fairly straightforward: a crystal provides the 24.000MHz for the counter
and the trigger delay can be evaluated with high precision due to the use of ultra-high 7ns speed amplifiers
and comparators. In contrast, there is a lot of sources of error that influence the calibrated distance and
even though some of them cancel themselves out the calibrated distance is the main source of uncertainty
that influences the resulting speed of sound. The type-B uncertainty of the speed of sound is thus given
predominantly by the uncertainty of the calibrated distance which is a result of a linear regression of the transit
times, measured at different temperatures in nitrogen, and the speed of sound predicted with uncertainty
of 0.005% using NIST REFPROP [Lemmon et al., 2018] . The coverage factor of two was used for the
expanded uncertainty U of the speed of sound to accommodate for a variation in slew rate of input amplifier.
The measurement uncertainties are summarized in Table 5.2

The composition of the prepared mixtures and the purity of the fluid are often the biggest sources of
error in the speed of sound data. The fluid purity was verified by chromatography which was carried out by
the producers before shipping, Table 5.3. The composition of the prepared mixtures was evaluated based
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Table 5.2: Measurement uncertainties
uA uB uC U

Temperature K 0.013 0.03 0.03 0.1
Pressure Pa 19 300 301

Speed of sound m/s 0.008 0.04 0.05 0.09
Composition % 0.15 0.15

on the mixing partial pressures that were corrected with compressibility factors. The uncertainty of the
mixture composition is thus combination of pressure measurement uncertainty and the uncertainty of the
compressibility factors.

A short fundamental equation of state developed by Lemmon and Span [Lemmon & Span, 2006] was
used to obtain the compressibility factors of R-116, R-218 and N2with uncertainty of 0.5. The composition
uncertainty is the same for both mixtures since very similar mixing procedure was used. Firstly, the evacuated
measurement cell was filled with the R-218 and then small amount of the second component (R-116 or
N2) was added. A correction has to be made since the partial pressure of the pure component that is filled
first is not equal its partial pressure in the mixture after the second component is added. This is due to the
compressibility being different from unity. The actual partial pressure of the first component in the mixture is
to the pressure after filling multiplied by the compressibility factor at the total pressure of the mixture.

Table 5.3: Purity of the fluids in cylinders that were used for measurement
Fluid Source Mass fraction purity Analysis method

C2F6(R-116) Air Liquide >99.99% Gas Chromatography
C3F8(R-218) Astor >99.99% Gas Chromatography

N2 Linde >99.99% Gas Chromatography

5.7 Measured data

New and unique data for mixture R-218+R-116 and R-218+N2 are reported here. These mixtures were
chosen since they are of high interest for the cooling applications at CERN as is discussed in first chapter 1,
the obtained data are used for model evaluation in the chapter 6. The measurement of the speed of sound
in the reference pure fluids R-218 and R-116 without the transit time corrections, uncertainty analysis and
comparison with similar data from literature was reported in my Master’s thesis [Doubek, 2014]. The
new comparison shows that with the correction, the developed apparatus is achieving accuracy close to the
spherical resonators which are the most precise speed-of-sound measurement instruments. The speed of
sound measured in the mixtures can be thus used for models evaluations.

The measurement of the mixtures was semi-automatic. Firstly, the measurement tube was evacuated and
flushed with a small amount of the prevalent mixture component in order to prevent contamination and
ensure purity of the investigated sample. The tube was then filled with the prevalent mixture component
and when the temperature inside the tube stabilized the pressure was noted down and the other component
was added. The final pressure of the mixture was noted down after the temperature stabilized again and an
automatic measurement procedure was started. The control algorithm was adjusting the temperature set point
of the liquid bath chiller and when a stable predefined temperature was achieved 300 readings of the speed
of sound, pressure and temperature were taken during 5-minute long interval. All the data points on one
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isochore across the whole temperature range were obtained during one measurement cycle. A pressure inside
the measurement tube was then decreased and the whole cycle was repeated.

I have obtained vapour-phase speed of sound for two mixtures: 5.6 molar R-116 in R-218 and a mixture
consisting of R-218 and 6.4 molar nitrogen. On average, more than 330 data points were measured for each
mixture. The pressure and temperature ranges of the acquired data sets are from 0.06MPa to 0.3MPa
(absolute), and from −22◦C to +52◦C as shown in Figures 5.15 and 5.16. The range of the acquired speed
of sound was from 102.5 to 144.8m � s−1. Each data point was acquired twice, once in a measurement cycle
with increasing temperature and then during a cycle with decreasing temperature. Fifteen isotherms were
obtained for each fluid. The standard deviation of the data point temperatures on each of the isotherms was
lower than 0.052 K. The Peng Robinson equation of state discussed in the chapter 6 was used to obtain
the vapour density ρ from the temperature and pressure values of each data point to illustrate the isochors
and density range of the measurement. The calculated vapour-phase density should be within 1 from a true
value based on comparison of the Peng Robinson equation of state prediction with existing vapour density
measurement of pure refrigerants under similar conditions.
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Figure 5.15: Speed of sound measured in mixture of R-218 and 5.6% R-116
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Figure 5.16: Speed of sound measured in mixture of R-218 and 6.4% N2
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As is customary, the measured data were correlated with the acoustic virial equation, Equation 2.10. The
zero-density heat capacity ratio γid0 was determined from a linear extrapolation of the measured speed
of sound to zero density and the value of the second acoustic virial coefficient Ba was obtained for each
isotherm. The results are listed in Table 5.4. The average deviation of the obtained fit is 0.008. The fitted
acoustic virial equation allows for interpolation between the measured data points since the fitted acoustic
virial coefficients Ba are smooth function of temperature, as can be seen in Figure 5.17.

Table 5.4: Second acoustic virial coefficients obtained from correlation of the measured data
T

[K]
Ba [1e6 ∗m3/mol]

R-218 R-116 5.6% R-218

94.4% R-116

93.6% R-218
6.4% N2

252.0 -1327.3 -606.67 -1292 -1203
262.0 -1206 -558.23 -1178 -1086
272.0 -1103.8 -515.18 -1079 -996
282.0 -1014.2 -476.14 -990 -916
292.0 -934.34 -440.73 -914 -847
302.0 -863.47 -408.81 -840 -777
312.0 -800.33 -379.79 -777 -718
322.0 -741.14 -351.99 -722 -664
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Figure 5.17: Acoustic virial coefficients obtained through regression of the experimental data
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5.8 Comparison of measured data

The new corrected data of the speed of sound in pure fluids were compared to several data sets from literature.
Hurly used cylindrical resonator in [Hurly, 1999] and [Hurly et al., 2003] while Jarvis used annular resonator
[Jarvis et al., 1996] to measure speed of sound in R-116. Data set obtained by [Vacek et al., 2013] with
previous, less precise, version of the presented apparatus is also included in the comparison. The R-116
speed of sound data points are shown in the top plot in Figure 5.18. The uncertainty of the speed of sound
measured with the cylindrical resonator is claimed to be 0.01% while the uncertainty for the annular resonator
is claimed to be 0.05%. The data set by [Hurly, 1999] is by far the most accurate, for this reason it was taken
as a reference for comparison with all other datasets. The bottom plot in the Figure 5.18 shows the deviation
wdiff between the speed of sound correlation wvirial of data by [Hurly, 1999] and the other data sets. The
deviation wdiff was calculated as follows:

wdiff [%] = wi − wvirial

wi
100 . (5.3)

The coefficients of the acoustic virial equation used to correlate the speed of sound data from the cylindrical
resonator in [Hurly, 1999] were fitted by the authors and the fit represents the original dataset with accuracy
better than 0.1%. The comparison shown in the Figure 5.18 reveals that the difference between the data
obtained with the cylindrical and annular resonator is very high considering the claimed uncertainties of
0.04% and 0.05% respectively. The average deviation of the speed of sound data from the cylindrical
resonator ([Hurly et al., 2003]) is 0.33% while the average deviation of the data from this work with the data
from the cylindrical resonator is 0.25%.
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Figure 5.18: Comparison of experimental data of speed of sound in gaseous R-116

A comparison of the speed of sound measured in R-218 is shown in Figure 5.19. The speed of sound
measured using the instrument described in this work was taken as a base line and two data sets obtained
with older and simpler time-of-flight instrument [Vacek et al., 2001, Vacek et al., 2013] were included in the
comparison. The correlation in form of the virial equation of state described in the section above was used
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to compare the data sets. It is clearly visible that the apparatus used by [Vacek et al., 2001] exhibits large
spread of the measured data.
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Figure 5.19: Comparison of experimental data of speed of sound in gaseous R-218
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Chapter 6 Thermodynamic Models

6 Thermodynamic Models

6.1 Peng-Robinson equation of state

I have included the Peng Robinson equation of state in the tested models since it is widely used and it can be
considered as the reference model. It exhibits the common drawback of cubic equations of state in that it
underestimates the liquid density by up to 10%. Nevertheless, the Peng-Robinson equation of state provides
good accuracy in the vapour region and good prediction of saturated pressure of pure fluids and mixtures.
The pressure-specific form of the equation of state is discussed in chapter 2.

Since I used the same framework of Helmholtz-energy partial derivatives for all the thermodynamic
models which are introduced in this section, I worked with the Helmholtz-energy form of the Peng-Robinson
equation of state, Equation 6.1, instead of the usual pressure-specific form.

ar

RT
= ln

( 1
1− bρ

)
− a

2
√

2RT
ln

1 +
(√

2 + 1
)
bρ

1−
(√

2− 1
)
bρ

 (6.1)

When the cubic equations are used for mixtures the am and bm coefficients have to be obtained using
simple Van der Waalse mixing rules:

am =
∑
i

∑
j

xixjaij , (6.2)

bm =
∑
i

∑
j

xixjbij , (6.3)

aij =
√
aiaj(1− kij) , (6.4)

bij = 1
2(bi + bj) . (6.5)

The Van der Waalse mixing rules are suitable only for mixtures of non-polar or slightly polar fluids. The
binary interaction parameter kij in Equation 6.4 is used to improve the vapour-liquid equilibrium prediction.
Some authors proposed composition-dependent mixing rules to improve the accuracy of prediction of the
vapour-liquid equilibrium of mixtures, temperature-dependent coefficients, rules for polar fluids [Iwai et al.,
1988] and also rules for associating fluids [Medeiros & Tellez-Arredondo, 2008]. I chose to use the simplest
rules since the more complicated mixing rules often provide better results for certain fluids but they are less
universal.
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6.2 Volume-translated Peng-Robinson equation of state

The volume translation technique for the cubic equations of state is introduced in chapter 2. I have included
the volume-translated Peng-Robinson equation of state in the tested models since it promises to overcome
the main drawback of the cubic equations while still keeping the model equations and derivatives relatively
simple. Unfortunately, the volume-translated models often exhibit over-crossing of isotherms at high
pressures rendering the models suitable only for modelling of phase-equilibrium but not for one-phase
regions. A simple mixing rule is used for the volume translation of a mixture:

cm =
n∑
i

xici . (6.6)

6.2.1 Volume translation by Magoulas and Tassios

This temperature-dependent volume translation represented by Equations 6.7 to 6.10 was developed for
n-alkanes by [Magoulas & Tassios, 1990]. The focus was on prediction of the saturated pressure, liquid
volume and enthalpy of vapourization. The volume translation provides improvement in prediction of the
saturated pressure especially at low pressures.

cc = RTc
Pc

(0.3074− Zc) (6.7)

co = RTc
Pc

(
−0.014471 + 0.067498ω − 0.084852ω2 + 0.067298ω3 − 0.017366ω4

)
(6.8)

β = −10.244700− 28.631200ω (6.9)

c = c0 + (cc − c0)e(β|1−Tr|) (6.10)

6.2.2 Volume translation by Ahlers and Gmehling

The Volume translation by Ahlers and Gmehling [Ahlers & Gmehling, 2001] (equations 6.11 to 6.17) was
developed on a dataset containing various fluids, from simple molecules like CO2 to complex molecules
including refrigerants. Average deviation of 2.47% was achieved with this correlation in prediction of the
saturated liquid density. However, the authors point out that the volume translation cannot be used in wider
pressure range due to the nonphysical over-crossing isotherms at high pressures. This is especially the case
for the critical isotherm and for large molecules where, in both cases, the volume translation (correction) is
the biggest.

c = C − 0.35cc
0.35 + (η|α− Tr|)γ

(6.11)
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cc = RTc
Pc

(0.3074− Zc) (6.12)

C = 0.252RTc
Pc

(−0.4024− 1.5448Zc) (6.13)

η = 26.966− 74.458Zc (6.14)

γ = 12.67− 107.21Zc + 246.78Z2
C (6.15)

m = 0.37464 + 1.54226ω − 0.26992ω2 (6.16)

α =
[
1 +m

(
1−

√
Tr
)]2

(6.17)

6.2.3 Volume translation by Lin and Duan

This third presented correlation for volume translation selected from broad variety of correlations available
in contemporary literature was developed on significantly larger data-set then the previous two. The data-set
includes, among others, 35 Halogenated hydrocarbons. The correlation achieved the average deviation of
1.37% between the predicted saturated liquid density and experimental data [Lin & Duan, 2005]. What
is more, the authors even tested the correlation on mixtures and achieved significant improvement over
the standard Peng-Robinson equation of state. The correlation represented by equations 6.18 to 6.21 was
developed as a function of critical parameters.

cc = RTc
Pc

(0.3074− Zc) (6.18)

γ = 0.1735− 2.8431e[−64.2184(0.3074−Zc)] (6.19)

β = −99.2558 + 301.6201Zc (6.20)

c = c0
[
γ + (1− γ)e(β|1−Tr|)

]
(6.21)
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6.3 SoftSAFT

The soft-SAFT model consists of a reference fluid with Lennard-Jones pair potential and a contribution term
that accounts for bonding in a chain-like molecules. I have selected the Lennard-Jones fluid model developed
by [Johnson et al., 1993] who fitted the 33 parameters of the mBWR (Modified Benedict-Webb-Rubin)
equation of state to molecular simulation data. The associativity (chain formation) is modeled by the first
order Wertheim’s theory [Blas & Vega, 2001]. The fluid-specific parameter m represents the average length
of the chains in the fluid. The soft-SAFT equation of state is in the Helmholtz energy form composed of
following terms:

ar

RT
= Ar

ncRT
= Ar

NkT
=
Aref

NkT
+ ACHAIN

NkT
= m

ALJ

NkT
+ ACHAIN

NkT
. (6.22)

The soft-SAFT model uses three fitting constants:

• σ characterizes the distance of zero potential

• ε characterizes the potential minimum

• m is the number of monomers per chain

ALJ =
8∑
i=1

aiρ
∗i

i
+

6∑
i=1

biGi (6.23)

The reference Lennard-Jones Helmholtz energy term ALJ , Equation 6.23, is based on the mBWR
equations. The coefficients ai, bi and Gi are given in Tables 6.1 and 6.2. The T ∗ and ρ∗ in coefficients
equations are the reduced temperature, Equation 6.24, and reduced pressure, Equation 6.25, and the kB is the
Boltzmann constant.

T ∗ = kBT

ε
(6.24)

ρ∗ = ρσ3 (6.25)

The contribution from chain formation of a mixture of n components is given by Equation 6.26. The xi is
the vector of mole fractions of the mixture components and gij is pair radial distribution function, Equation
6.27. The coefficients cijof the chain formation term can be found in Table 6.3. More information on the
radial distribution function can be found in my Master’s thesis [Doubek, 2014].

ACH = RT
n∑
i=1

xi(1−mi)ln
(
giiLJ

)
(6.26)

gLJ = f(σi) = 1 +
5∑
i=1

5∑
j=1

cij (ρ∗)i (T ∗)1−j (6.27)
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Table 6.1: SoftSAFT model coefficients ai and bi
i ai

1 x1T
∗ + x2

√
T ∗ + x3 + x4/T

∗ + x5/T
∗2

2 x6T
∗ + x7 + x8/T

∗ + x9/T
∗2

3 x10T
∗ + x11 + x12/T

∗

4 x13
5 x14/T

∗ + x15/T
∗2

6 x16/T
∗

7 x17/T
∗ + x18/T

∗2

8 x19/T
∗2

i bi

1 x20/T
∗2 + x21/T

∗3

2 x22/T
∗2 + x23/T

∗3

3 x24/T
∗2 + x25/T

∗3

4 x26/T
∗2 + x28/T

∗3

5 x28/T
∗2 + x29/T

∗3

6 x30/T
∗2 + x31/T

∗3 + x32/T
∗4

Table 6.2: SoftSAFT model coefficients Gi
i Gi

1 (1− F ) / (2γ)
2 −

(
Fρ∗2 − 2G1

)
/ (2γ)

3 −
(
Fρ∗4 − 2G2

)
/ (2γ)

4 −
(
Fρ∗6 − 2G3

)
/ (2γ)

5 −
(
Fρ∗8 − 2G4

)
/ (2γ)

6 −
(
Fρ∗10 − 2G5

)
/ (2γ)

F = exp(−γρ∗2)

Table 6.3: SoftSAFT model coefficients cij
i/j 1 2 3 4 5
1 0.493043466 2.152834989 -15.95568233 24.03599967 -8.643795851
2 -0.470319831 1.147164749 37.88982802 -84.66712149 39.64391411
3 5.032548624 -25.91539923 -18.86225131 107.6370738 -66.60264974
4 -7.363315043 51.55356534 -40.51936926 -38.79669265 44.6051392
5 2.90436073 -24.41881287 31.50018677 -5.336892037 -9.518344018
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Figure 6.1: First comparison of my implementation of SoftSAFT model to results from literature [Llovell &
Vega, 2006]
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Figure 6.2: Second comparison of my implementation of SoftSAFT model to results from literature [Llovell
& Vega, 2006]

I have validated my MATLAB code of the Soft-SAFT model against test data from literature [Llovell &
Vega, 2006], the results shown in the Figures 6.1 and 6.2 indicate that the model, including the derivatives
needed for the calculations of heat capacities, are implemented correctly.

Equations 6.28 to 6.30 represent the mixing and combination rules that I used for the soft-SAFT model.

m =
n∑
i=1

mixi (6.28)
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σ3
m =

n∑
i=1

n∑
j=1

xixjσ
3
ij (6.29)

εmσ
3
m =

n∑
i=1

n∑
j=1

xixjεijσ
3
ij (6.30)

Conventional (Lorentz-Berthold) combination rules with one binary interaction parameter kij were used
for the size and energy parameters:

σij = σii + σjj
2 , (6.31)

εij = (1− kij) (εiiεjj)1/2 . (6.32)

6.4 sPC-SAFT

The PC-SAFT equation of state was originally published by Gross and Sadowski [Gross & Sadowski, 2001].
The molecules are considered to be chains of spheres interacting with the square-well potential. The potential
is divided into a reference repulsive part and a perturbation part that accounts for the attractive interactions.
The hard-chain fluid is characterized by the sphere-segments diameter σ and by the average number of
segments in the chain m. The interaction between two chain-like molecules is considered to be the sum of the
whole interaction between individual atoms - spherical segments. The chain molecules are also considered
to be spherical, the first and second order perturbation terms are used to account for attractive interactions
between the chain molecules. A group contribution method has been developed for the sPC-SAFT equation
of state [Tihic et al., 2008]. The method provides a relatively good estimate of the fitting parameters namely
for polymer molecules.

The residual Helmholtz free energy Ar (Equation 6.33) consists of two terms: the hard-chain reference
part Ahc and the perturbation part Apert which is further split into the first and second order perturbations A1

and A2.

ar

RT
= Ar

nRT
= Ar

NkBT
=
Ahc

NkBT
+ Apert

NkBT
= Ahc

NkBT
+ A1
NkBT

+ A2
NkBT

(6.33)

The PC-SAFT model uses three fitting parameters:

• σ - characterizes the distance of zero potential

• ε - characterizes the potential minimum

• m - is the number of monomers per chain
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The terms in the Equation 6.33 have following forms:

Ahc
RT

=mη(4− 3η)
(1− η)2 − (m− 1) ln

(
1− 0.5η
(1− η)3

)
, (6.34)

A1
RT

= −2πρσ3m2
(
ε

kT

)
I1(m,η) , (6.35)

A2
RT

= −
πρσ3m3 ( ε

kT

)2
1 +m(8η − 2η2)/(1− η)4 − (m− 1) (20η−27η2+12η3−2η4)

(2−η)2(1−η)2

I2(m,η) , (6.36)

I1(η,m) =
6∑
i=0
ai(m).ηi , (6.37)

I2(η,m) =
6∑
i=0
bi(m).ηi . (6.38)

where η is the radial distribution function. A simplified version of the original PC-SAFT, [Solms et al.,
2006], has been used for all the calculation in this work. The simplified equation (sPC-SAFT) assumes
that the segment diameters di of different species are very similar, and that a simplified radial distribution
function η can therefore be employed in the chain term:

η =
(∑

i ximid
3
i∑

i ximi

)
. (6.39)

The universal constants ai0 and bi0 in equations 6.40 and 6.41 are tabulated and can be found in [Gross &
Sadowski, 2001].

a(m) =a0i + m− 1
m

a1i + m− 1
m

m− 2
m

a2i (6.40)

b(m) =b0i + m− 1
m

b1i + m− 1
m

m− 2
m

b2i (6.41)

The coefficients ai and bi are tabulated.
The Chen-Kreglewski segment diameter di is calculated followingly:

di = σi

[
1− 0.12exp

(−3εi
kT

)]
. (6.42)

The models equations including the second and first derivatives are quite complex, the implementation in
MATLAB language was therefore verified against PC-SAFT simulations from literature [Diamantonis &
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Figure 6.3: Comparison of my implementation of sPC-SAFT model to results from literature [Diamantonis
& Economou, 2011]

Economou, 2011]. Figure 6.3 shows that the model works correctly, including the derivatives for calculations
of heat capacities.

Conventional combination rules with one binary interaction parameter kij were used for the mixtures,
equations 6.43 and 6.44.

σij = σii + σjj
2 (6.43)

εij = (1− kij) (εiiεjj)1/2 (6.44)

Note that the term for the equations for the segment diameter di and packing fraction η already takes into
account the species in the mixture.

6.5 SAFT-BACK

The BACK (Boublik–Alder–Chen–Kreglewski) equation of state [Boublik, 2007] is an augmented van der
Waals equation of state. The equation of state was developed on a statistical description of non-spherical
convex molecules. It has been proven that BACK is quite suitable for simple non-associating fluids such as
methane, nitrogen, hydrogen and their mixtures. The BACK equation of state provides good prediction even
close to the critical point and in the supercritical region. The statistical association fluid theory was applied to
this equation to obtain a model for more complex molecules and associating fluids [Zhi-Yu et al., 2000]. As
a result, the molecule is modeled as a chain of hard convex body segments. The residual Helmholtz energy,
Equation 6.45, is divided into four parts: the hard convex body contribution Ahc, the chain formation term
Achain,hcb, the dispersion term Adis and the dispersion due to chain formation Achain,dis. The SAFT-BACK
model uses four fitting parameters:
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• α̃ - geometry of a hard convex body (nonsphericity)

• m - segment number

• u0 - segment dispersion parameter (energetic parameter)

• υ00 - segment volume parameter

ares

RT
= Ares

nRT
= Ares

NkBT
=
Ahcb

NkBT
+ Achain,hcb

NkBT
+ Adis

NkBT
+ Achain,dis

NkBT
(6.45)

The first term is the Helmholtz energy of a hard convex body as defined by Boublik [Boublik, 2007]:

Ahcb

NkBT
=m

[
α̃2

(1− η)2 −
α̃2 − 3α̃

1− η − (1− α̃2)ln (1− η − 3α̃)
]
. (6.46)

The m is the segment parameter number, η is the packing fraction and α is a parameter related to geometry
of hard a convex body. The packing factor is defined in following way:

η=
1
6πNAVmρd

3 . (6.47)

The segment diameter d is calculated using the model parameter u0 called the segment dispersion and σ
which is evaluated from another model parameter ν00 called segment volume parameter:

d=σ

[
1− 0.12exp

(
− 3u0

kBT

)]
, (6.48)

σ = 3

√
6 ν00

πNAV
. (6.49)

Next term is the contribution from the chain of hard convex bodies:

Ahcb

NkBT
= (1−m) lnghcb . (6.50)

where the ghcb is the mean radial distribution function:

ghcb(d) = 1
1− η + 3α (1 + α̃) η

(1− η)2 (1 + 3α̃)
+ 2α̃2η2

(1− η)3 (1 + 3α̃)
. (6.51)

The dispersion term comes from work of Aldler [Alder et al., 1972]:

Adis

NkBT
= m

∑
i

∑
j

Dij

(
u

kBT

)i( η√
2π/6

)j
. (6.52)
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Table 6.4: The D constants for SAFT-BACK model
D11 -8.8043 D21 2.9396 D27 -1535.3224
D12 4.164627 D22 -6.0865383 D28 1221.4261
D13 -48.203555 D23 40.137956 D29 -409.1053
D14 140.4362 D24 -76.230797 D31 -2.8225
D15 -195.23339 D25 -133.70055 D32 4.7600148
D16 113.515 D26 860.25349 D33 11.257177

The Dij are universal constants listed in 6.4 and u is the interaction energy:

u = u0
(

1 + e

kBT

)
. (6.53)

For small molecules m = 1 and e/kB = 1 otherwise e/kB = 10.0.
Finally, the dispersion term from chain formation has following form:

Achain,dis

NkBT
= m

λAchain,hcb

Ahcb

∑
i

∑
j

Dij

(
u

kBT

)i( η√
2π/6

)j
. (6.54)

The λ = 1.75 for non-polar fluids.
The implementation of the SAFT-BACK equation of state in MATLAB was tested against literature

simulations from [Maghari & Najafi, 2010] in order to validate the code. The comparison of heat capacities
in Figure 6.4 shows that the model works correctly.
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Figure 6.4: Comparison of my implementation of SAFT-Back model to results from literature [Maghari &
Najafi, 2010]

Mixing rules with one binary interaction parameter kij proposed by Hoda Tahani in [Tahani, 2011] were
adopted for the SAFT-BACK model in this work, equations 6.55 to 6.59.
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m =
n∑
i=1

mixi (6.55)

αm =
∑n
j=1 αimixi∑n
j=1mixi

(6.56)

(
uo
kB

)
m

=
n∑
i=1

n∑
j=1

xixjεij

(
uo
kB

)
ij

(6.57)

(
uo
kB

)
ij

=
√(

uo
kB

)
i

(
uo
kB

)
j

(1− kij) (6.58)

The mixing rule for the segment diameter is following:

dm =
(∑n

j=1 d
3
imixi∑n

j=1mixi

)1/3

, (6.59)

where di is the segment diameter d of mixture component i.

6.6 Speed of sound and molecular relaxation

The actual measured speed of sound in polyatomic gases is a function of frequency since the sound-wave
propagation is not purely isoentropic. The dispersion effects cause an increase in entropy and result in
sound absorption and speed of sound shift (dispersion). The so called molecular relaxation is characterized
by molecular relaxation time τ̂ and it causes the strongest speed of sound dispersion among the various
phenomena that affect the speed of sound. The sound absorption due to the molecular relaxation is highest
when the sound frequency ω = 2πf approaches the relaxation frequency (ωτ̂ = 1) and it is zero at low or
high frequencies, this enables the experimental investigation of the relaxation times. Note that the absorption
due to the molecular relaxation superimposes on the classical absorption (dissipation of sonic energy into
heat given by the Stokes-Kirchhoff relation) due to the viscosity and heat conduction. The sound intensity IL
in the distance L decreases from the source intensity I0 in following manner:

IL = I0e
−2αaL , (6.60)

where αa is the attenuation coefficient that consist of viscous and thermal contribution and it can be
evaluated from the viscosity, density, coefficient of thermal expansion, specific heats, speed of sound and
frequency. The equations of states discussed in section 2.1 give so called zero-frequency speed of sound
which is a speed of sound that would correspond to a sound wave with frequency of zero hertz. One can
imagine this values as an extrapolation of sound speed measured at various frequencies. The variation
between the zero-hertz frequency speed of sound and infinite-frequency speed of sound is usually around
10%.
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Figure 6.5: Sound speed dispersion

The propagation of sound through a gas is a translational motion of the gas molecules which results in
a varying density - sound wave propagation. The molecular relaxation is a phenomenon that is present in
polyatomic gases where the energy of the moving sound wave is transferred into the vibrational degrees
of freedom of gas molecules. This energy transfer results in the absorption of the sound waves and sound
speed dispersion. The speed of sound is affected since the vibrational degrees of freedom contribute to the
heat capacity, Equation 2.6. The frequency dependence of the heat capacities arises from the fact that at low
sound frequencies a thermal equilibrium can be established in the propagating sound wave while at high
frequencies the molecules do not have enough time to transfer the energy into the vibrational degrees of
freedom and to deactivate the vibrational mode by collisions with other molecules. It has been proven that
the vibrational degrees of freedom exhibit hundredfold slower energy exchange than the translational and
rotational degrees of freedom, [Dwyer, 1939]. The vibrational modes contribute to the heat capacities below
so called relaxation frequency which is a reciprocal value of relaxation time τ̂ . Even though molecules with
more vibrational modes have relaxation times corresponding to each of these modes, only one relaxation
time is usually observed experimentally, [Olson & Legvold, 1963]. For most gases the relaxation times τ̂ are
between 10−4and 10−8 seconds [Olson & Legvold, 1963]. It should be noted that at very high frequencies
(hundreds of megahertz) even the rotational degrees of freedom cannot follow the temperature fluctuations
and they don’t contribute to the specific heat of a gas [Henderson, 1963].

It is now apparent that at very low frequencies the heat capacity has value c0 and different value c∞can be
observed at very high frequencies. The vibrational mode does not contribute the to the heat capacity at high
frequency:
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cv∞ = cv0 − cv vib . (6.61)

The heat capacity can be expressed as a function of the complex frequency ω̂ :

cvω = cv∞ + cv vib
1 + iω̂τ̂

. (6.62)

In fact, there are multiple vibrational modes and each has a corresponding relaxation time τ̂i

cvω = cv∞ +
∑
i

cv vibi
1 + iω̂τ̂i

. (6.63)

However, as mentioned above only one relaxation time is usually observed experimentally. The real part
of the heat capacity is equal to

cvω = c2
vo + ω̂2τ̂2c2

v∞
cvo + ω̂2τ̂2cv∞

. (6.64)

The relations above apply to pure gas. Unfortunately, the processes in a mixture of relaxing gasses are
not fully understood. Several thorough investigations of the sound dispersion in moist air can be found
in scientific literature, for instance [Dean, 1979]. Number of models have been proposed to evaluate the
relaxation time and consequently the sound absorption and dispersion of a mixture ( for instance [Liu et al.,
2017] and [Zhang et al., 2014]). Many of this models are very complex and are out of the scope of this work,
which is focused es on easy-to-use reliable models. The simplest approach is to use following mixing rules
for binary mixture of relaxing (component A) and nonrelaxing gas:

cmixvω = cmixv∞ + xcAv vib
1 + iω̂τ̂A

. (6.65)

Where x is the mole fraction of the relaxing component A. In similar manner, the simplest approach leads
to the following term for the specific heat of mixture of two relaxing gases with one dominant relaxation
time:

cmixvω = cmixv∞ + xcAv vib
1 + iω̂τ̂A

+ (x− 1)cBv vib
1 + iω̂τ̂

. (6.66)

Fortunately, the dispersion effect due to the molecular relaxation can be avoided by carefully choosing the
sound frequency for the speed of sound measurements. A frequency sweep can be used to evaluate the sound
attenuation and if a peak is found a much higher or lower frequency can be used to measure the speed of
sound to avoid the dispersion region. A wide-range of frequencies from several kilohertz to one megahertz
can be used with the time-of-flight measurement methods.
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6.6.1 Relaxation times

The vibrational relaxation times increase with the temperature and decrease with pressure. The speed of
sound against frequency divided by pressure is used on the horizontal axis (units are then cycle per second-
atmosphere) and the square of sound velocity is plotted on the vertical axis of plots describing the relaxation
behaviour. The Landau-Teller relation can be used to express the relaxation time τ̂ as a function of pressure
p and temperature T :

τ̂ = K1
p
e

( K2
3√
T

)
, (6.67)

where K1and K2 are the fluid specific constants. The relaxation times are usually obtained experimentally
from an inflection in the sound absorption curve. Relaxation times τ̂ for selected fluids are listed in table
6.5, the relaxation frequency f = 1/τ̂ is also included since it gives better picture about the gas behaviour
for our purposes. As a reminder, the relaxation frequency corresponds to the sound absorption peak caused
by molecular relaxation. Most of the simple gases such as nitrogen (R-728) and oxygen exhibit very long
relaxation times. However, the CO2 (R-744) and methane (R-50) exhibit relaxation and strong ultrasound
absorption at very inconvenient frequencies. The sound dispersion with these two gases can be expected
when common measurement techniques are employed. One can see that most of the refrigerants have short
relaxation times and therefore the sound dispersion is not a concern with usual speed of sound measurement
techniques that work with ultrasound at few tens of kilohertz.
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Table 6.5: Relaxation times at atmospheric pressure

Gas
Temperature

[K]

Relaxation
time
[s]

Relaxation
frequency

[MHz/atm]
Source

R-50 299.15 1.36E-06 0.735 [Zhang et al., 2014]
R-50 293.9 1.42E-06 0.704 [Zhang et al., 2014]
R-50 300 1.30E-06 0.8 [Goodwin, 1998]
R-50 255 2.33E-06 0.4 [Goodwin, 1998]
R-50 350 7.80E-07 1.3 [Goodwin, 1998]
Cl2 296.2 4.69E-06 0.213 [Zhang et al., 2014]

R-744 296.15 5.01E-06 0.200 [Zhang et al., 2014]
R-744 298.15 4.90E-06 0.204 [Zhang et al., 2014]
R-170 296.4 1.39E-08 72 [Valley & Legvold, 1960]
R-170 298.15 1.79E-08 56 [Holmes et al., 1964]
R-170 297.15 1.39E-08 72 [Holmes et al., 1964]
R-170 303.15 1.50E-08 67 [Holmes et al., 1964]
R-600a 300 1.90E-09 526 [Goodwin, 1998]
R-728 297 5.80E+00 1.724E-07 [Zhang et al., 2014]
R-600 300 1.30E-09 769 [Goodwin, 1998]

O2 303.2 1.49E-02 6.711E-05 [Zhang et al., 2014]
C5H12 300 9.00E-08 11 [Goodwin, 1998]
R-290 303.15 1.56E-08 64 [Holmes et al., 1964]
R-1270 303.15 1.48E-08 68 [Holmes et al., 1964]
R-12 298 8.33E-08 12 [Boade & Legvold, 1965]

R-134a 270 9.00E-08 11 [Zhu et al., 1993]
R-134a 340 7.20E-08 14 [Zhu et al., 1993]
R-134a 233 5.50E-08 18 [Goodwin & Moldover, 1990]
R-14 298 8.20E-07 1.2 [Boade & Legvold, 1965]

R-152a 296.1 3.37E-09 297 [Valley & Legvold, 1960]
R-21 298 2.67E-08 37 [Boade & Legvold, 1965]
R-23 298 6.00E-07 1.7 [Boade & Legvold, 1965]
R-32 298 3.99E-08 25 [Boade & Legvold, 1965]

6.7 Vapour-liquid equilibrium

The calculation of vapour-liquid equilibrium of pure fluids requires to solve a system of three equations
which describes the coexistence of the two phases: the temperatures of the liquid phase T ′ and the vapour
phase T ′′ must be the same as well as the pressures p and chemical potentials µ of the liquid and vapour
phases:


T ′ = T ′′ = T

p′ = p′′ = p

µ′ = µ′′
. (6.68)
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The Gibbs’ phase rule dictates that there is one degree of freedom (independent variable) in the vapour-
liquid equilibrium of a pure fluid. For this reason, the set of equations 6.68 reduces to the equality of the
chemical potential and pressures of the two phases since the temperature is the independent variable i.e. the
input of the equations of state. In case of the a pure fluid, the chemical potential can be expressed as Gibbs
energy per atom:

µ = G

N
= a+ p

ρ
− T . (6.69)

An iterative algorithm is used to solve these equations by adjusting density estimates for the two phases ρ′

and ρ′′ in an attempt to minimize the difference in pressures abs(p′−p′′) and chemical potential abs(µ′−µ′′)
at fixed temperature T = T ′ = T ′′ .

The vapour-liquid equilibrium of mixtures is more complicated, the number of equations that need to be
satisfied depends on the number of components in the mixture i. The set of equations 6.70 represents equality
of the temperature, pressure and chemical potential of all the components in both phases.


T ′ = T ′′ = T

p′ = p′′ = p

µ′i = µ′′i

(6.70)

The Gibbs phase rule dictates that there are two degrees of freedom in the vapour-liquid equilibrium of a
binary mixture (mixture of two components). One can choose different combinations of the independent
variables (input parameters for the calculation):

• Temperature T and mole fraction of component i in the liquid phase x′i (bubble point pressure
calculations).

• Temperature T and mole fraction of component i in the vapour phase x′′i (dew-point pressure calcula-
tions).

• Pressure p and mole fraction of component i in the liquid phase x′i (bubble point temperature calcula-
tions).

• Pressure p and mole fraction of component i in the vapour phase x′′I (dew-point temperature calcula-
tions).

I chose a relatively unique approach to the solution of the binary mixtures vapour liquid equilibrium in that
my input variables are the temperature and pressure and the compositions of the phases are the unknowns to
be solved. The reason for choosing this approach is that in practice (i.e. refrigeration plant, industrial process
plant, etc.) the pressure and temperature are process parameters that can be easily measured while the exact
composition of the fluid is often unknown. To solve the equilibrium at the given pressure and temperature I
have implemented an algorithm described by [Privat et al., 2013]. It should be obvious, that this algorithm is
not suitable for mixtures where there are several solutions in terms of composition for the same combination
of temperature and pressure, i.e mixtures with azeotrope as shown in Figure 6.6. This can be overcome by
providing an appropriate initial guess for the solution iterative algorithm.

So called ϕ − ϕ approach is used when solving the phase equilibrium using an equation of state (as
opposed to γ − ϕ which employs activity coefficients for the liquid phase). The fugacity coefficient ϕ is
defined as ratio of the species fugacity in the mixture to the ideal gas reference state:
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Figure 6.6: Phase diagram of binary mixture with azeotrope

ϕ = φi
xiP

. (6.71)

The Volume-translated Peng-Robinson equation of state yields following expression for the fugacity of a
component in mixture (component-specific fugacity):

lnφi = bi
B

(Z + t̂− 1)− ln(Z + t̂−B)− A

2
√

2B

[
2
∑n
j xjaij

A
− bi
B

]
ln

Z + t̂+
(√

2 + 1
)
B

Z + t̂+
(√

2− 1
)
B

 ,

(6.72)

where

A = Pa

R2T 2 , (6.73)

B = Pb

RT
, (6.74)

ĉ = Pcm
RT

. (6.75)

Expression for the classical Peng-Robinson equation of state is obtained simply by setting the mixture
volume translation cm = 0.

Partial derivatives with respect to the composition have to be evaluated in order to obtain the fugacity of a
component in a mixture of the SAFT models:

lnφi = ∂

∂ni
[n · lnφ]T,P,nj . (6.76)

100



6.7. VAPOUR-LIQUID EQUILIBRIUM

Where n is the total number of moles, ni is the number of moles of the component i and nj is the number
of moles of other components j. Since the equations of SAFT models are quite complex, the partial derivation
with respect to composition are usually solved numerically: [Rand, 2004]:

lnφi = (1 + dxi)lnφ+dni − (1− dxi)lnφ−dni
2dxi

. (6.77)

I have used following expressions to obtain the component-specific fugacity from the SAFT equations of
state from partial derivative of Helmholtz energy with respect to the composition:

lnφi = µresi
kT
− lnZ , (6.78)

µresi
kT

= ares + (Z − 1) +
[
∂ares

∂xi

]
T,ρ,xj 6=i

−
∑

xk

[
∂ares

∂x

]
T,ρ,xk 6=j

. (6.79)

To solve the vapour-liquid equilibrium of a binary mixture using the ϕ−ϕ approach and with the pressure
P and temperature T as the input variables one has to solve following set of equations [Privat et al., 2013]:

{
x′1ϕ

′
1 = x′′1ϕ

′′
1

(1− x′1)ϕ′2 = (1− x′′1)ϕ′′2
. (6.80)

The fugacity coefficients ϕ are obtained from equations of state:

ϕ′i = ϕ(T,ρ′,x′
i) . (6.81)

The vapour and liquid phase densities ρ′′ and ρ′ are obtained from the known pressure and temperature for
a given composition in each step of the iterative algorithm:

P = P(T,ρ′,x′) = P(T,ρ′′,x′′) . (6.82)

The set of equations 6.80 can be rewritten in a matrix notation:

[
ϕ′1 −ϕ′′1
−ϕ′2 ϕ′′2

] [
x′1
x′′1

]
=
[

0
ϕ′′2 − ϕ′2

]
. (6.83)

This can be written in a matrix notation and we get a classical linear form:

[
A(x)

]
[x] =

[
B(x)

]
. (6.84)

A simple iteration algorithm can be employed to solve the linear form. Firstly, an initial guess of the
vector of vapour and liquid x1 compositions is used for the first iteration. Subsequent iterations update the
composition vector using following iteration scheme:
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[
xk+1

]
=
[
A(x)

]−1 [
B(x)

]
. (6.85)

The iterations are stopped when a convergence criterion is fulfilled:

δ =
[∣∣x′′1ϕ′′1 − x′1F ′1∣∣+ ∣∣(1− x′′1)ϕ′′2 − (1− x′1)F ′2∣∣] ≤ 10−5 . (6.86)

The important properties of the iteration algorithm for a solution of vapour-liquid equilibrium are:

• The algorithm is robust with respect the to initial guess of the composition vector. The iteration will
converge even with an initial guess far from the solution;

• The algorithm is relatively slow. It can take more than ten thousand iterations to converge when the
temperature is close to the critical temperature of the mixture;

• A trivial solution is reached when the temperature is above the critical temperature of the mixture.

The algorithm is also slow (it requires large number of iterations) when solving the equilibrium at temperature
above the critical point of some of the components. Trying to solve the equilibrium of a mixture above its
critical point will lead to unphysical results.
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7 Evaluations of models

7.1 Introduction

This thesis focuses on fluids that are used in cooling of particle physics experiments, this include fluorocarbons
and carbon dioxide. The higher fluorocarbons are used as heat transfer liquids (mono-phase coolants) in
radiation environments and so far only one suitable ecological friendly replacement called Novec 6491 have
been identified. The carbon dioxide can be used as refrigerant and also as heat transfer fluid but the design of
the pumping system is significantly more complex and expensive than for Novec or fluorocarbons liquids.
The carbon dioxide triple point is relatively high (-56°C) and it presents a limitation for the lowest achievable
evaporation temperature. Mixtures or R-744 with other fluids namely hydrocarbons are being tested to
improve certain properties and efficiency for cooling systems and heat pumps and to lower the minimum
evaporation temperature, for example [Sarkar & Bhattacharyya, 2009] or [Zhang et al., 2017]. The mixtures
of hydrocarbons with fluorocarbons are interesting for various applications spanning from solvent separation,
organic Rankine cycles and most importantly for mixed-gases Joule-Thomson refrigerators (for example
[Gong et al., 2004]).

7.2 Fluids

I have included following types of refrigerants in the evaluations of the thermodynamic models:

• Saturated fluorocarbons from CF4 (R-14) to C6F14

• Hydrocarbons from R-50 (ethane) to R-600 (nbutane)

• Nitrogen R-728

• Carbon dioxide R-744

• Heat transfer fluid Novec 649

Although fluorocarbons have very high GWP they are still used for special applications where more ecological
fluids cannot be used for some reasons. The fluorocarbons have applications as solvents in microelectronic
industry, as fire extinguishing gases, blood substitutes (!) and as refrigerants. Needles to say that they are
being replaced with more ecological fluids wherever possible. The saturated fluorocarbons are non-toxic,
odorless, inert and they do not conduct electricity. Their chemical formula is CnF2n+2, starting from CF4
(Tetrafluoromethane R-14), continuing through C2F6 (Hexafluoroethane R-116), C3F8 (Octafluoropropane
R-218) and so on. Since the fluorocarbons do not contain chlorine or bromine they have zero ozone depleting
potential. Their GWP is high, 12010 and 8690 for R-116 and R-218 respectively. The fluids up to C4F10 can
be considered refrigerants as they can be used in evaporative cooling circuits while the fluids with higher
carbon numbers are used as heat transfer liquids. The fluorocarbons can be found in numerous commercially
available refrigerant blends:

1Heat transfer fluid manufactured by 3M
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• R-508A: 39% R-23 and 61% R-116

• R-508B: 46% R-23 and 54% R-116

• R-403A: 5% R-290 75% R-22 and 20% R-218

• R-403B: 5% R-290 56% R-22 and 39% R-218

• R-412A: 10% R-22 5% R-218 and 25% R-142b

• R-413A: 9% R-218 88% R-134a 3% R-600a

• R-509A: 44% R-22 and 56% R-218

The C-F bond is very strong and notably it is the only bond in the fluorocarbon molecules. As a result the
molecules are radiation hard. This has two consequences; on one hand the molecules have extremely long
atmospheric life time, thousands of years, on the other hand they are suitable for uses in particle detectors as
cooling fluid or radiation gases. The strong bond prevents formation of acids and toxic products in the cooling
system even after long exposure to radiation. The R-218 proved to be a suitable refrigerant for multiple
evaporative cooling circuits that removes heat from particle detector installed in the Large Hadron Collider
at CERN, [Attree et al., 2008] and [Haug, 2005]. Thanks to the favorable saturated pressure the R-218 is
employed in oil-free cooling systems with water-cooled condensers capable of dealing with loads up to tens
of kilowatts at evaporation temperatures down to -32°C. I did not include fluorocarbons with carbon number
above six since they are not used as refrigerants nor as heat transfer fluids. The lowest saturated fluorocarbon
with carbon number 1 is R-14. The R-116, R-218 refrigerants have carbon number two and three respectively,
higher fluorocarbons are not assigned with refrigerant designation. Some higher fluorocarbons such is the
C6F14 are sometimes referred to by commercial name FC-722.

The saturated hydrocarbons (alkenes) CnH2n+2 are used as ecological refrigerants with very low GWP
(<26). Unfortunately, the flammability is limiting their use inside buildings and other closed spaces. But they
can be added in small amounts to other non flammable refrigerants in order to create blends with interesting
properties. One example is already mentioned low-temperature blend of carbon dioxide with small amount
of ethane that is currently being developed. The saturated hydrocarbons start with methane R-50 (carbon
number 1) and the series progresses with ethane R-170, propane R-290 and (n)butane R-600 and so on. I
have not included hydrocarbons with higher carbon numbers since the normal boiling point is getting too
high for refrigeration applications.

Nitrogen is rarely used as refrigerant outside cryogenic applications but it can be used in mixtures to model
behaviour of air-contaminated refrigerants. The speed of sound in mixtures of fluorocarbons with nitrogen
(R-728) are interesting since they can model air contamination of refrigerants and provide models for leak
detection systems utilizing speed of sound measurement.

The carbon dioxide is a popular ecological refrigerant with two significant limitations: firstly, critical
temperature is relatively low (31°C) which means that in hotter climates the refrigeration/air-conditioning
systems with R-744 must run in trans-critical mode. Secondly, the triple point of carbon dioxide relatively
high (-56°C). The carbon-dioxide molecule is very stable and it is thus radiation hard. Many new systems
designs utilizing the R-744 are emerging nowadays including slush circuits and oil-less systems.

The Novec 649 is a new low GWP (<2) fluoroketone heat transfer fluid with properties closely matching
the C6F14 fluorocarbon in every respect (density, viscosity etc.) but the molecules are quite different. The
fluid is relatively radiation hard and it is used in some new low-temperature cooling system for particle
detectors in order to replace the environmentally unfriendly C6F14 .

2The C6F14 is produced under this name by 3M
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The thermophysical properties of all the mentioned fluids can be found in Table 7.1. The C6F14 molecule
is the longest linear chain in the fluid set while the Novec is by far the most complex molecule as can be seen
in the table.

Table 7.1: Fluids included in this study
Fluid Formula M

[g/mol]
Tc
[K]

Pc
[MPa]

ρc
[mol/m3]

Accentric
factor

R-14 CF4 88.005 227.51 3.75 7109.4 0.1785
R-116 C2F6 138.01 293.03 3.048 4444.0 0.2566
R-218 C3F8 188.02 345.02 2.64 3340.0 0.3172
C4F10 C4F10 238.03 386.33 2.3234 2520.0 0.374
C5F12 C5F12 288.03 420.56 2.045 2116.0 0.423
C6F14 C6F14 338.04 448.77 1.868 1650.0 0.500
R-50 CH4 16.043 190.56 4.5992 10139.0 0.0114
R-170 CH3CH3 30.069 305.32 4.8722 6856.9 0.0995
R-290 CH3CH2CH3 44.096 369.89 4.2512 5000.0 0.152
R-600 CH3-2(CH2)-CH3 58.122 425.13 3.796 3922.8 0.201
R-728 N2 28.013 126.19 3.3958 11184.0 0.037
R-744 CO2 44.01 304.13 7.3773 10625.0 0.224

Novec 649 CF3CF2C(O)CF(CF3)2 316.04 441.81 1.869 2022.2 0.471

7.3 Model parameter fitting

Firstly, vapour-liquid equilibrium data of the pure fluids were used to obtain the SAFT model parameters
through multiparameter fitting. The same data were than used to evaluate the models. Somewhat unusually,
the saturated pressure p and density of saturated vapour and liquid (ρV and ρL respectively) were used in
the fitting procedure since the models were evaluated both in vapour and liquid region. Having the vapour
density with weight of 0.5 in the function to be minimized, Equation 7.1, stabilized the results and the models
then provided more balanced accuracy in both phases. The calculated properties from NIST REFPROP were
used for some fluids as can be seen in Table 7.2 since there were no reliable data of saturated vapour density
in convenient temperature range. The columns in the Table shows number of data points and maximum and
minimum reduced temperature Tr = T/Tc.

CF =
∑
n

∣∣∣∣∣p
exp
i − pcalci

pexpi

∣∣∣∣∣+∑
n

∣∣∣∣∣ρ
exp
Li − ρcalcLi

ρexpLi

∣∣∣∣∣+ 0.5
∑
n

∣∣∣∣∣ρ
exp
V i − ρcalcV i

ρexpV i

∣∣∣∣∣ (7.1)

Saturated vapour and liquid density data-points at the same temperatures were used as input data even
though it is not required by the fitting procedure. Although the selected thermodynamic models use only few
fitting parameters (three or four) six p− ρL − ρV data points were used for the fitting. The data points were
evenly spaced on the temperature range stated in Table 7.2. The simplex algorithm was used as it provided
more consistent results in comparison with the Levenberg-Marquardt algorithm for various number and
spacing of input data points. To avoid problems with the initial estimates the Latin hyper cube was used to
generate one hundred initial parameters sets in a wide range of the parameter values. The simplex algorithm
was then run for each of the initial parameters set and the best result was selected. The obtained SAFT
models parameters are listed in Table 7.3. The parameters of the Peng-Robinson and the Volume Translated
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Peng-Robinson models were calculated from the critical properties of the fluids which are listed in 7.1 (see
the model descriptions in chapter 6 for details).

Table 7.2: vapour-liquid equilibrium data sources

Fluid Source Datapoints
max Tr

[K]
min Tr

[K]
R-14 NIST REFPROP 14 1 0.53
R-116 NIST REFPROP 22 1 0.65
R-218 NIST REFPROP 29 1 0.61
C4F10 NIST REFPROP 18 1 0.6
C5F12 NIST REFPROP 20 1 0.57
C6F14 Equation by E.W. Lemmon* 22 1 0.56
R-50 [Friend et al., 1989] 17 0.99 0.48
R-170 [Younglove & Ely, 1987] 9 0.98 0.46
R-290 [Glos et al., 2004] 10 0.92 0.43
R-600 NIST REFPROP 12 0.99 0.47
R-728 [Jacobsen & Stewart, 1973] 30 0.98 0.53
R-744 NIST REFPROP 9 0.99 0.72

Novec 649 [McLinden et al., 2015] 21 1 0.57
* This equation was provided privately by E. Lemmon as preliminary fit for NIST REFPROP 8.0

Table 7.3: Fitted model parameters
Model sPC-SAFT SoftSAFT SAFT-BACK

m ε/kb σ m ε/kb σ m v00 u0/kb α

Fluid [−] [J] [Å] [−] [J] [Å] [−] [ml/mol] [K] [−]
R-14 2.260 120.0 3.090 2.210 123.2 3.170 1.280 18.00 231.0 1.030

R-116 2.830 139.9 3.300 2.810 144.5 3.350 1.480 24.26 311.7 1.050
R-218 3.330 153.8 3.440 3.190 162.9 3.500 1.620 29.24 381.2 1.090
C4F10 3.890 161.1 3.520 3.800 170.5 3.540 1.810 33.66 431.1 1.080
C5F12 4.550 165.4 3.530 4.480 176.2 3.530 2.040 36.07 479.1 1.090
C6F14 4.930 172.2 3.620 4.460 191.1 3.760 1.980 41.95 537.6 1.180
R-50 1.010 148.8 3.690 1.080 142.5 3.650 1.000 15.93 191.2 1.010

R-170 1.620 189.9 3.510 1.880 176.1 3.400 1.090 21.19 309.7 1.040
R-290 2.000 208.3 3.620 1.950 212.2 3.720 1.240 25.46 387.4 1.050
R-600 2.330 222.9 3.710 2.130 237.7 3.870 1.340 29.88 457.9 1.070
R-728 1.250 88.89 3.290 1.300 86.27 3.300 1.000 14.02 128.9 1.030
R-744 2.560 152.1 2.560 2.680 153.4 2.530 1.350 10.95 324.3 1.070

Novec 649 4.620 173.7 3.660 4.650 183.3 3.630 1.990 40.89 517.9 1.150
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7.4 Model evaluations - saturation properties of pure fluids

The models were compared against the vapour-liquid equilibrium data listed in the previous section. The
absolute average deviation in Equation 7.2 was used to evaluate the models, Q represents either the saturated
pressure, saturated vapour density or saturated liquid density. The algorithm for vapour liquid equilibrium
calculations is described in section 6.7.

AAD [%] =
∑
i

∣∣∣∣∣Q
exp
i −Qcalc

Qexpi

∣∣∣∣∣ 100 (7.2)

Firstly, I focused on the accuracy of the Volume Translated models. Only the saturated liquid density
is affected by the volume translation, the calculated saturated vapour density and saturated pressure are
practically unaffected and therefore almost identical to the Peng-Robinson equation of state. The comparison
in Table 7.4 reveals that the volume translation by Magoulas and Tassios is by far the most accurate. The
other two translations proved to be very inaccurate. The deviation of the saturated liquid density predicted
by the Magoulas and Tassios model is below 5%. As a consequence only this model was used in further
evaluations.

All of the translations do well with the common fluids such as carbon dioxide (R-744), nitrogen (R-728),
methane (R-50) etc. This is because these fluids were always included in the datasets used during the
development of the translations. The presented results indicate whether the translations can be used with
fluids outside of the development set since the saturated fluorocarbons were not in any of these datasets. One
should notice the poor results for the C6F14 and Novec 649 which are caused by large deviations from the
experimental data at low temperatures, below Tr = 0.7.

Table 7.4: Absolute average deviations of saturated liquid prediction - volume translated Peng-Robinson
equation of state

AAD [%]

Fluid
Magoulas and

Tassios
Lin and Duan

Ahlers and
Gmehling

R-14 3.943 1.791 2.698
R-116 4.403 0.728 0.991
R-218 5.223 1.07 1.452
C4F10 5.646 24.758 28.06
C5F12 5.041 24.749 2.868
C6F14 3.914 90.636 92.745
R-50 1.449 0.562 1.986
R-170 0.809 1.013 1.449
R-290 0.96 32.772 0.872
R-600 0.827 0.654 0.921
R-728 1.267 0.76 1.667
R-744 1.454 0.773 0.592

Novec 649 1.312 7.206 91.714
Average 3.038 13.473 16.49

The absolute average deviations of the saturated pressure and saturated vapour density in Tables 7.5 and
7.6 reveal that the simple Peng-Robinson cubic equation of state achieves very good accuracy in prediction

110



7.4. MODEL EVALUATIONS - SATURATION PROPERTIES OF PURE FLUIDS

of these properties. The accuracy is on par with the complicated SAFT modes, sometimes even better. This
is in line with what is known about the general behaviour of the different equations of state. The cubic
equations exhibit large deviations in liquid region. One can see in the Table 7.7 that the average deviation
of the Peng-Robinson equation is quite large, more than 6%. The volume translated Peng-Robinson model
which aims to improve the prediction of the liquid density provided better results with the average deviation
of 3.1%.

The Soft-SAFT model is the worst from the three tested SAFT models, especially the large deviation
in the prediction of saturated vapour density is striking. The results for R-116 and R-218 presented in my
Master’s thesis ([Doubek, 2014]) already indicated that the Soft-SAFT model is probably not a good choice
for the saturated fluorocarbons. It is surprising that the models exhibits large deviation in the saturated vapour
density prediction even for the hydrocarbons and carbon dioxide (R-744).

One advantage of the cubic equations over the SAFT models is that the cubic equations are generally more
accurate close to the critical point. The inaccuracy of the SAFT models in the critical region is clearly visible
in the evaluation plots in Annexes (section 9). There is one exception, however: the SAFT-BACK model is
very accurate even close to the critical point (Tr close to 1). In fact, the little-known SAFT-BACK model
outperforms even the well-known and accurate sPC-SAFT model, and it is the most accurate model in all the
presented evaluations so far.

Table 7.5: Absolute average deviations of saturated pressure prediction. PR stands for Peng-Robinson; VTPR
for Volume Translated Peng-Robinson - Magoulas and Tassios, sPC for Simplified PC-SAFT, SS
for SoftSAFT and SB for SAFT-BACK

AAD [%]
Fluid PR VTPR sPC SS SB
R-14 0.42 0.42 0.33 1.42 0.59

R-116 0.35 0.35 0.21 1.34 0.4
R-218 0.46 0.46 0.43 1.73 0.43
C4F10 0.66 0.66 1.09 2.32 0.62
C5F12 5.36 5.36 2.13 1.85 1.72
C6F14 6.34 - 2.32 2.89 0.89
R-50 0.64 0.64 1.3 1.04 0.73

R-170 0.91 0.91 1.29 6.5 1.48
R-290 1.86 1.86 1.56 1.27 2.2
R-600 0.96 0.96 0.36 1.75 0.47
R-728 0.73 0.73 1.52 0.93 1.24
R-744 0.48 0.48 1.53 0.77 0.72

Novec 649 1.49 1.49 1.34 2.39 0.7
Average 1.59 1.19 1.19 2.02 0.94
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Table 7.6: Absolute average deviations of saturated vapour density prediction
AAD [%]

Fluid PR VTPR sPC SS SB
R-14 2.18 2.07 3.41 7.61 2.04

R-116 1.7 1.91 2.61 7.32 1.69
R-218 1.52 1.37 3.44 9.03 1.63
C4F10 1.64 1.51 3.03 9.62 2.6
C5F12 7.08 7.47 3.98 8.42 2.91
C6F14 6.19 - 3.75 11.71 4.32
R-50 1.22 1.92 1.51 5.34 2.2

R-170 1.29 1.88 1.55 8.13 2.6
R-290 2.12 2.18 1.18 1.95 2.61
R-600 1.35 1.99 2.42 6.75 1.49
R-728 2.02 1.92 1.87 1.25 1.07
R-744 1.12 2.07 1.94 9.38 1.83

Novec 649 2.61 2.87 3.7 8.9 3.75
Average 2.46 2.43 2.65 7.34 2.36

Table 7.7: Absolute average deviations of saturated liquid density prediction
AAD [%]

Fluid PR VTPR sPC SS SB
R-14 8.12 3.94 2.4 4.36 2.28

R-116 6.15 4.40 1.85 3.63 1.77
R-218 5.97 5.22 2.49 3.94 0.78
C4F10 6.45 5.65 3.41 5.35 2.43
C5F12 4.77 5.04 2.32 4.66 4.01
C6F14 3.47 3.91 5.61 7.91 5.16
R-50 9.04 1.45 1.02 1.65 0.98

R-170 7.35 0.81 0.93 1.69 1.02
R-290 5.29 0.96 0.19 2.17 1.24
R-600 5.2 0.83 0.62 1.51 0.62
R-728 9.4 1.27 1.29 0.89 1.38
R-744 4.44 1.45 0.39 1.35 0.52

Novec 649 4.92 1.31 2.18 4.07 2.84
Average 6.2 3.04 1.9 3.32 1.93

7.5 Model evaluations - Speed of sound

The density evaluations presented in the previous section already indicate the performance of the models in
terms of the speed of sound prediction. If a model accurately predicts the saturated vapour density it is likely
that it will be accurate in prediction of the vapour-phase speed of sound. The accuracy of the models near the
critical point can indicate the model performance for the speed of sound above the critical point (nitrogen,
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carbon dioxide).
Every equation of state is evaluated in terms of prediction accuracy of saturation properties of common

fluids during the development and these evaluations are available in literature. The vapour-phase speed of
sound is sometimes included too since the experimental data are extremely accurate and the speed of sound
calculations require partial derivatives of the equations of state which reveals whether the model is consistent.
Most equations of state exhibit large deviations in the liquid phase speed of sound prediction and this might
be the reason why it is rarely included in the models evaluations. I have found numerous vapour phase
speed of sound experimental data (Table 7.9) and several liquid phase speed of sound data (Table 7.8) for
the presented evaluations. The vapour-phase speed (Tables 7.9 and 7.10) of sound also includes the data
obtained in the experimental part of this work. The vapour-phase speed of sound data gathered from literate
were obtained with resonators and the claimed uncertainties are well below 1%. The liquid phase speed of
sound was mostly obtained with pulse-echo techniques and the uncertainties differ greatly, on average the
uncertainty should be better than 3% (note that the liquid phase speed of sound is higher than the vapour
phase speed of sound). Some of the data sets in the Table 7.9 contain data-points in the vapour-region or in
gas region above the critical point or both as indicated by the ranges of reduced temperature and reduced
pressure in the table. The plots in the Annexes (section 9) show the data points in the (p-T) plot together with
the saturation curve and critical points so that one can immediately see what kind of data are in the data-set.

The data always consist of the temperature, pressure and speed of sound but the equations of state require
the temperature and density as an input for calculations. This means that an iterative algorithm had to be
used to find the density for a given pressure and temperature. A Newton search algorithm was employed, the
initial estimate for the vapour phase density was 1mol/m3 while the initial estimate for the liquid phase
density was derived from the Rackett equation which estimates the saturated liquid density based on critical
properties:

1/ρ =
( 1
ρc

)[
pc

TcρcR

](1−Tr)0.2857

. (7.3)

Table 7.8: Liquid speed of sound data sources

Fluid Source Datapoints
max Tr

[K]
min Tr

[K]
max pr
[MPa]

min pr
[MPa]

19 C5F12
[Kallepally &

Mallikharjuna, 1989]
1 0.71 0.71 0.05 0.05

20 C5F12 [Cochran et al., 1974] 5 0.6 0.55 0.05 0.05
21 C6F14 [Marsh et al., 2002] 6 0.71 0.65 0.06 0.055
22 C6F14 [Cusco & Trusler, 1995] 4 0.68 0.61 0.06 0.055
23 R-290 [Meier & Kabelac, 2012] 298 1.14 0.65 23.56 0.306
24 R-600 [Hawary & Meier, 2016] 197 1.01 0.47 4.64 0.066

25
Novec

649
[McLinden et al., 2015] 7 0.7 0.63 0.04 0.044
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Table 7.9: vapour speed of sound data sources

Fluid Source Datapoints
max Tr

[K]
min Tr

[K]
max pr
[MPa]

min pr
[MPa]

1 R-14 [Hurly, 1999] 81 1.87 1.32 0.4 0.027
2 R-14 [Ewing & Trusler, 1989] 59 1.32 0.77 0.27 0.021
3 R-116 This work 174 1.11 0.86 0.1 0.023
4 R-116 [Hurly et al., 2003] 171 1.62 0.72 0.49 0.033
5 R-218 [Vacek et al., 2001] 64 0.88 0.74 0.15 0.004
6 R-218 This work 180 0.94 0.73 0.11 0.024
7 C4F10 [Vacek et al., 2000] 26 0.78 0.66 0.04 0.004
8 R-50 [Goodwin, 1988] 47 1.84 1.34 1.56 0.01
9 R-50 [Friend et al., 1989] 140 2.1 0.63 2.17 0.022
10 R-50 [Younglove & Ely, 1987] 133 2.62 1.05 0.09 0.002

11 R-170
[Estrada-Alexanders &

Trusler, 1997]
187 1.47 0.72 2.15 0.003

12 R-290 [He et al., 2002] 24 0.87 0.79 0.16 0.048
13 R-290 [Trusler & Zarari, 1996] 68 1.01 0.61 0.2 0.002
14 R-728 [Gomes & Trusler, 1998] 68 2.77 1.98 8.86 0.029

15 R-728
[Estela-Uribe & Trusler,

2000]
58 3.17 1.35 0.42 0.007

16 R-728 [Boyes, 1992] 71 2.57 2.34 1.96 0.015
17 R-744 [Liu et al., 2014] 61 1.48 0.72 1.92 0.042

18
Novec

649
[McLinden et al., 2015] 75 1.13 0.74 0.93 0.029

The Table 7.10 reveals that all the models perform very well in in the vapour phase speed of sound
prediction, the average deviations are below 1%. Even the SoftSAFT model which did not perform well in
saturated vapour density prediction delivers average deviation below 1%. It means that the derivatives needed
to calculate the speed of sound are correct even though the saturated vapour density exhibits larger deviations.
The deviation of the data obtained in the experimental part of this work (datasets 3 and 6 in Tables 7.9 and
7.10) is comparable with the deviations of vapour-phase speed of sound data for other fluids in the table.
Since the other data were obtained with spherical resonators it is another confirmation that the developed
measurement technique is very accurate.

The liquid phase results in Table 7.11 indicate very poor accuracy of the Peng-Robinson equations of state
which is no surprise but the volume-translated model is even worse. The reason is that the translated models
are developed with strong focus on the saturated density and they can exhibit very strange behaviour in the
compressed liquid region. The SAFT-BACK model stands out in terms of prediction accuracy in the vapour
and liquid phases. It is already clear that the little known and rarely used SAFT-BACK model is clearly
superior to the other models in the presented tests. Especially the accuracy for C6F14 and Novec 649 where
all other models fail is impressive. It is true that the SAFT-BACK model has certain advantage in that it uses
four fluid-specific parameters unlike the other SAFT models which use only three.
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Table 7.10: Absolute average deviations of vapour speed of sound predictions. PR stands for Peng-Robinson;
VTPR for Volume Translated Peng-Robinson - Magoulas and Tassios, sPC for Simplified PC-
SAFT, SS for SoftSAFT and SB for SAFT-BACK

AAD [%]
Fluid PR VTPR sPC SS SB

1 R-14 0.34 0.11 0.37 0.36 0.2
2 R-14 0.41 1.12 0.26 0.41 0.05
3 R-116 0.42 0.37 0.37 0.1 0.14
4 R-116 0.49 0.39 0.54 0.69 0.14
5 R-218 0.59 0.49 0.58 0.83 0.57
6 R-218 0.38 0.15 0.33 0.46 0.13
7 C4F10 1.3 1.3 1.31 1.24 1.26
8 R-50 0.65 0.42 0.38 0.43 0.11
9 R-50 0.52 1 0.28 0.43 0.1
10 R-50 0.05 0.03 0.02 0.02 0.01
11 R-170 0.78 1.79 0.48 1.97 0.44
12 R-290 0.34 0.39 0.2 0.69 0.28
13 R-290 0.26 1.47 0.12 0.37 0.12
14 R-728 2.3 0.64 0.51 1.06 0.47
15 R-728 0.11 0.05 0.06 0.06 0.05
16 R-728 0.34 0.25 0.18 0.25 0.12
17 R-744 0.91 2.88 0.59 2.47 0.25
18 Novec 649 0.61 0.8 1.16 2.71 0.8

Average 0.56 0.73 0.40 0.70 0.28

Table 7.11: Absolute average deviations of liquid speed of sound predictions. PR stands for Peng-Robinson;
VTPR for Volume Translated Peng-Robinson - Magoulas and Tassios, sPC for Simplified PC-
SAFT, SS for SoftSAFT and SB for SAFT-BACK

AAD [%]
Fluid PR VTPR sPC SS SB

19 C5F12 29.55 28.73 16.97 13.92 0.94
20 C5F12 22.4 20.58 20.51 14.48 5.11
21 C6F14 25.38 25.88 16.42 13.45 2.85
22 C6F14 23.61 23.93 18.03 14.48 1.82
23 R-290 15.05 22.98 6.67 4.18 2.19
24 R-600 16.61 20.01 8.06 6.03 6.14
25 Novec 649 25.09 25.21 17.38 14.15 1.46

Average 10.20 10.99 6.70 5.56 1.45
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7.6 Mixtures

I gathered vapour-liquid equilibrium data of mixtures containing saturated fluorocarbons from available
literature, Table 7.12. The data contain the saturated pressure, temperature and composition of both liquid
(molar fractions xi) and vapour (molar fractions yi) phase. Unfortunately, I found only one data set of
fluorocarbon-fluorocarbon mixture (R-116+C6F14), the rest are mixtures of fluorocarbons with hydrocarbons,
nitrogen or carbon dioxide. The data sets were used to obtain the binary interaction coefficients k12 through
optimization. The function minimized during the optimization was following:

CF =
∑
n

∣∣∣∣∣x
exp
i − xcalci

xexpi

∣∣∣∣∣+∑
n

∣∣∣∣∣y
exp
i − ycalci

yexpi

∣∣∣∣∣. (7.4)

In other words, the optimization algorithm (Newton search in this case) was searching for the optimal
value of the interaction coefficient k12 in order to minimize the deviation of the calculated vapour (yi) and
liquid phase composition (xi) from the input experimental data. Somewhat unusual algorithm was used
to calculate the vapour-liquid equilibrium: the inputs to calculate the equilibrium were the pressure and
temperature while the algorithm was searching for the composition of the phases, detailed description can
be found in section 6.7. Although it is more common to use composition as one of the inputs, especially in
chemical process design, this work is focused on fluid analysis and identification where the composition is
the unknown. The optimal values of the binary interaction coefficients are listed in Table 7.13.

The average deviations of the vapour and liquid phase compositions for each evaluated mode can be
found in Table 7.14. The results are very similar, the sPC_SAFT exhibits the lowest deviation in the vapour
composition predicition while the SAFT-BACK exhibits the highest deviation but the differences are relatively
small for this kind of data.

116



7.6. MIXTURES

Table 7.12: Mixture vapour-liquid equilibrium data sources

Pair Fluid Fluid Source Datapoints
max T

[K]
min T

[K]
1 R-744 R-728 [Brown et al., 1989] 17 270 250
2 R-50 R-728 [Stryjek et al., 1974] 23 161 138
3 R-728 R-170 [Stryjek et al., 1974] 15 194 194
4 R-728 R-290 [Yucelen & Kidnay, 1999] 32 330 240
5 R-728 R-600 [Brown et al., 1989] 24 270 250
6 R-744 R-50 [Wei et al., 1995] 13 270 270
7 R-744 R-170 [Wei et al., 1995] 8 207 207
8 R-744 R-290 [Katsuyuki et al., 2009] 33 290 260
9 R-744 R-600 [Kalra et al., 1976] 10 283 283

10 R-728 C4F10 [Tshibangu, 2017] 11 333 333
11 R-744 R-116 [Valtz et al., 2007] 12 273 253
12 R-744 C6F14 [Tochigi et al., 2010] 12 303 303
13 R-170 R-50 [Wei et al., 1995] 25 250 230
14 R-50 R-290 [May et al., 2015] 8 244 244
15 R-50 R-600 [Sage et al., 1940] 42 328 294
16 R-170 R-600 [Mehra & Thodos, 1965] 13 394 366
17 R-600 R-290 [Yohei et al., 2005] 16 310 270
18 R-50 C4F10 [Tshibangu, 2017] 34 333 293
19 R-50 C6F14 [Tshibangu, 2017] 58 333 293
20 R-170 R-116 [Zhang et al., 2006] 14 253 193
21 R-170 R-218 [Tshibangu et al., 2013] 50 308 264
22 R-116 R-290 [Ramjugernath et al., 2009] 9 263 263
23 R-600 R-116 [Ramjugernath et al., 2017] 9 288 288
24 R-116 C6F14 [Bengesai et al., 2016] 98 313 273
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Table 7.13: Optimized binary interaction parameters
Pair Fluid Fluid PR VTPR sPC SS SB

1 R-744 R-728 1.02 0.99 1.05 1.04 1.11
2 R-50 R-728 0.95 0.95 0.98 0.97 0.98
3 R-728 R-170 0.99 0.83 0.99 1.01 1.03
4 R-728 R-290 0.93 0.86 0.95 0.96 1.13
5 R-728 R-600 0.90 0.82 0.93 0.93 1.21
6 R-744 R-50 0.91 0.89 0.99 0.92 0.99
7 R-744 R-170 0.87 0.87 0.95 0.88 0.90
8 R-744 R-290 0.88 0.87 0.95 0.87 0.89
9 R-744 R-600 0.88 0.97 0.95 0.85 0.96
10 R-728 C4F10 1.00 0.82 0.97 0.99 1.29
11 R-744 R-116 0.91 0.91 0.96 0.91 0.89
12 R-744 C6F14 0.98 0.94 0.99 0.90 0.97
13 R-170 R-50 0.99 0.97 1.00 1.00 1.06
14 R-50 R-290 0.88 0.93 0.91 0.92 1.00
15 R-50 R-600 0.74 1.43 0.83 0.79 0.97
16 R-170 R-600 0.96 0.95 0.98 0.99 1.01
17 R-600 R-290 1.00 0.99 1.00 1.00 1.00
18 R-50 C4F10 0.75 0.65 0.84 0.81 1.02
19 R-50 C6F14 0.87 0.67 0.90 0.86 1.23
20 R-170 R-116 0.87 0.87 0.92 0.90 0.89
21 R-170 R-218 0.89 0.89 0.93 0.93 0.92
22 R-116 R-290 0.86 0.88 0.92 0.92 0.88
23 R-600 R-116 0.85 0.85 0.92 0.90 0.92
24 R-116 C6F14 1.00 1.36 0.98 0.95 0.99
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Table 7.14: Evaluation of the mixture composition prediction
AAD [%]

Fluids PR VT sPC SS SB
1 2 x1 y1 x1 y1 x1 y1 x1 y1 x1 y1

1 R-744 R-728 0.49 0.71 1.22 1.22 0.45 0.56 0.46 3.89 0.14 1.19
2 R-50 R-728 1.38 1.09 0.73 0.73 0.67 0.86 1.92 6.98 0.38 0.45
3 R-728 R-170 2.41 2.94 6.31 6.31 4.09 3.88 3.71 5.92 9.23 4.1
4 R-728 R-290 0.4 0.65 0.98 0.98 0.45 1.04 0.62 1.87 0.3 1.22
5 R-728 R-600 0.19 0.11 0.3 0.3 0.21 0.07 0.22 0.44 0.14 0.14
6 R-744 R-50 0.37 0.78 0.82 0.82 1.25 0.94 1.04 4.18 1.64 0.92
7 R-744 R-170 0.88 1.21 0.7 0.7 0.63 0.52 1.11 2.92 0.64 0.89
8 R-744 R-290 0.5 1.21 0.97 0.97 0.89 0.89 1.06 2.43 2.12 1.02
9 R-744 R-600 1.22 0.66 1.43 1.43 0.82 0.51 2.73 1.27 7.44 1.35
10 R-728 C4F10 0.32 1.48 1.58 1.58 0.1 2.47 0.85 2.47 0.65 0.65
11 R-744 R-116 0.59 0.38 0.44 0.44 0.94 0.55 0.6 1.73 1.43 0.86
12 R-744 C6F14 0.86 0.6 0.61 0.61 0.31 0.7 1.2 1.31 6.68 0.83
13 R-170 R-50 0.24 0.44 0.82 0.82 0.47 0.66 1.21 2.48 2.04 1.78
14 R-50 R-290 16.19 0.56 0.55 0.55 20.3 0.64 15.63 0.64 13.17 0.92
15 R-50 R-600 3.49 26.24 26.56 26.56 2.71 23.84 3.97 28.05 3.16 22.66
16 R-170 R-600 1.09 1.8 2.22 2.22 0.55 0.95 0.34 5.2 0.77 0.77
17 R-600 R-290 1.06 0.74 0.9 0.9 0.86 0.85 0.81 0.83 1 0.75
18 R-50 C4F10 2.86 7.8 9.49 9.49 2.85 7 4.38 10.43 4.64 5.17
19 R-50 C6F14 0.38 1.92 1.88 1.88 0.53 1.82 0.5 1.87 1.07 2.04
20 R-170 R-116 2.12 0.76 1.2 1.2 2.05 1.63 6.09 3.14 6.68 4.56
21 R-170 R-218 1.26 1.13 1.47 1.47 0.79 0.66 0.86 1.06 2.14 2.88
22 R-116 R-290 2.15 1.68 2.12 2.12 2.05 1.12 4.83 2.38 2.57 1.29
23 R-600 R-116 1.34 0.87 0.67 0.67 1.18 0.82 1.38 1.55 4.16 1.25
24 R-116 C6F14 6.27 9.53 2.39 2.39 2.07 2.54 4.25 2.17 7.6 0.78

Average 2 2.72 2.77 2.77 1.97 2.31 2.49 3.97 3.32 2.44

7.7 Correlations of binary interaction coefficients

There are several papers dealing with the Peng-Robinson, sPC-SAFT and Soft-SAFT equations of state
that focus on mixtures relatively close to the mixtures studied in this work although in most cases higher
fluorocarbons and alkanes are involved. There is a thorough work [Qian et al., 2017] dealing with accurate
prediction models that consist of Peng-Robinson equation of state coupled with model for prediction of
binary interaction coefficients. The use of sPC-SAFT model for mixtures of higher alkenes and carbon
dioxide is studied in [Ma et al., 2015] . Several papers are dealing with Soft-SAFT model and higher alkenes
and perfluorocarbons [Varanda et al., 2008, Dias et al., 2006, Dias et al., 2004]. To my knowledge there is no
publication that would evaluate the SAFT-BACK model for similar mixtures or publication which would
provide correlation or other approach for interaction coefficient prediction for this model. The Figure 7.1
shows that the interaction coefficients for the SAFT-BACK model have different values for some of the
mixtures than the other models. Thus not it is not possible to use the correlations developed for other SAFT
models. For this reason I have developed three correlations that can be used to estimate the binary interaction
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parameters of the SAFT-BACK model for certain mixtures.
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Figure 7.1: Correlated interaction coefficients k12

Firstly I divided the fluids from section 7.6 into three groups, Table 7.15. The first group contains saturated
fluorocarbons, the second group contains hydrocarbons and finally the third group contains nitrogen and
carbon dioxide. The lowest fluorocarbon R-14 and lowest hydrocarbon R-50 were not separated into their
own groups although one might argue that they behave differently in mixtures due to the shape of the
molecules which is closer to a sphere in contrast to the higher fluorocarbon molecules which are linear chains.
Having separate groups for R-50 and R-14 would likely increase the accuracy of the correlations but the
correlations would be less universal.

By studying the existing correlations described in chapter 2, I came to a conclusion that the interaction
coefficient should be correlated using fluid properties such as the molecular weight or critical temperature
and group-specific constants in order for the correlation to have prediction ability. The correlation should
also be consistent, meaning that the coefficient of the same fluids should be unity or at least close to unity. I
have used an optimization algorithm to search for the optimal correlation from the possible equations 7.5 to
7.10. The equations contain group-specific constants a and b. The fluid property Y that were tested in the
correlation can be found in equations 7.11 to 7.15. The constants and fluid properties are always plugged into
the correlations so that Y1 > Y2

The optimization algorithm selected the best combination of equation and fluid property and found the
group-specific constants for the groups in Table 7.15. The results are in Table 7.16 and in Figures 7.2 to
7.4. The same equation is used for all three fluid groups combinations. The equation inherently gives the
interaction coefficients of 1 for the same fluids. The accentric factor is used as a fluid property for the mixture
of Group 1 + Group 2 and the Equation 7.15 is used as a fluid property for the other two group combinations.
One can compare the results in Figures 7.2 to 7.4 with the Figure 2.4 to see that the accuracy of the developed
correlations is similar to other universal correlations. The correlation can be used to estimate the interaction
coefficient of fluids from the same group, unfortunately very few data exist for the fluorocarbon+fluorocarbon
mixtures. The Group1+Group3 model is recommended for the fluorocarbon+fluorocarbon since it is likely to
be the most accurate due to the fact that it is not influenced by large number of “cross-group” interactions
like the Group1+Group2 model.
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Table 7.15: Fluid groups
Group 1

R-14 R-116 R-218 C4F10 C5F12 C6F14

Group2
R-50 R-170 R-290 R-600

Group 3
R-728 R-744

k12 = a1Y
b1

1 ± a2Y
b2

2 (7.5)

k12 =
(
a1 + Y b1

1

)
±
(
a2 + Y b2

2

)
(7.6)

k12 =
[(
a1Y

b1
1

)
/
(
a2Y

b2
2

)]b1+b2
(7.7)

k12 =
[(
a1Y

b1
1

)
/
(
a2Y

b2
2

)]
(7.8)

k12 =
[(
a1 + Y b1

1

)
/
(
a2 + Y b2

2

)]b1+b2
(7.9)

k12 =
(
a1 + Y b1

1

)
/
(
a2 + Y b2

2

)
(7.10)

Yi = ωi ; Mi ; Tci ; Pci ; ρci ; mi ; αi ; u0
i ; v00

i ; ϑ0
i (7.11)

Yi = ωi/Tci (7.12)

Yi = ωiPci (7.13)

Yi = ωiPci/Tci (7.14)

Yi = ωiP
0.5
ci /Tci (7.15)
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Table 7.16: Developed correlations for SAFT-BACK interaction coefficients
Mixture Group1+Group2 Group1+Group3 Group2+Group2

Correlation
[(
a1 + Y b1

1

)
/
(
a2 + Y b2

2

)]b1+b2

Property Yi = ωi Yi = ωiP
0.5
ci /Tci Yi = ωiP

0.5
ci /Tci

First group constant a1 2.8079 1.4008 -0.9836
First group constant b1 1.7085 0.3141 0.0067

Second group constant a2 2.1551 1.3729 -1.0592
Second group constant b2 0.0755 0.8598 0.1560
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Figure 7.2: Correlation of interaction coefficients kij for fluids from Group1 and Group2
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Figure 7.3: Correlation of interaction coefficients kij for fluids from Group1 and Group3
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Figure 7.4: Correlation of interaction coefficients kij for fluids from Group2 and Group3

7.8 Speed of sound in mixtures

I have measured speed of sound in mixtures of R-116+R-218 and R-218+R-728 in the experimental part of
this thesis. The binary interaction coefficients of these mixtures cannot be fitted directly to vapour liquid
equilibrium since no data are available. The correlation developed in previous section can be used to estimate
the interaction coefficient of the SAFT-BACK which performed the best in the previous evaluations. The
correlation Group1+Group3 from Table table 7.16 was used to obtain interaction coefficient for both the
mixtures:

kR116+R218 =

1.3729 +
{

0.2566 · 30480000.5

293.0300

}0.8598

1.3729 +
{

0.3172 · 26400000.5

345.02

}0.8598


0.8598+0.8598

. (7.16)

kR218+R728 =

1.3729 +
{

0.3172 · 26400000.5

345.02

}0.8598

1.4008 +
{

0.0372 · 33958000.5

126.1900

}0.3141


0.8598+0.3141

. (7.17)

The average deviation of the calculated and measured speed of sound with and without the correlated
interaction coefficient can be found in Table 7.17. The predicted interaction coefficient of the R-116+R-218
mixtures is close to unity which is to be expected since the fluid are very similar. The average deviation
between calculated and measured speed of sound of the R-218+R-728 (N2) mixture benefits from appropriate
interaction coefficient much more, the correlated coefficient k12 = 1.3 results in significant improvement
from 1.07% to 0.89%. The speed of sound deviation as function of reduced density are shown in Figures
figure 7.5 and figure 7.6.
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Table 7.17: Evaluation of SAFT-BACK model for prediction of speed of sound in mixtures measured in this
work

Mixture Without correlation Correlated
Fluid 1 Fluid 2 kij=1 AAD [%] kij AAD [%]
R-116 R-218 1.000 0.76 1.018 0.76
R-218 R-728 (N2) 1.000 1.073 1.300 0.89
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Figure 7.5: Evaluation of SAFT-BACK model for prediction of speed of sound in a mixture of R-116+R-218
measured in this work
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Figure 7.6: Evaluation of SAFT-BACK model for prediction of speed of sound in a mixture of R-218+R-728
(N2) measured in this work
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8 Summary and conclusions

8.1 Development of high accuracy speed-of-sound measurement
apparatus

The experimental part of this thesis presents the time-of-flight based instrument for speed of sound measure-
ment I have developed. The instrument was adopted for mixtures so that two gases can be mixed directly
inside the measurement chamber. A custom electronics I have designed and continuously improved is used
for the speed of sound measurement. I have implemented a new triggering technique which eliminates errors
in the transit time measurements to achieve the best accuracy. The comparison of the speed of sound I have
measured in pure R-116 and R-218 with the most accurate data from literature, which were measured with
extremely precise but expensive and difficult to build spherical resonators, indicated mutual deviation smaller
than 0.4%. Although only the extremely accurate data from spherical resonators can be used to safely derive
other thermodynamic properties such as the heat capacities, the deviation of 0.4% is smaller than deviations
between experimental data and the speed of sound calculated by commonly used equations of state for
refrigerants.

8.2 Evaluations of models

I have compiled numerous experimental data from literature in order to evaluate the selected thermodynamic
models for accuracy in terms of prediction of saturation properties and speed of sound in both phases. The
evaluation focused on fluorocarbons and their mixtures with unlike fluids including carbon dioxide (R-744)
that will be used in most of the new cooling applications at CERN. The evaluation of thermodynamic models
for speed of sound prediction demonstrated that the simple cubic equations such as the Peng-Robinson
equation of state can be used for the vapour-phase speed of sound prediction, for prediction of the saturated
pressure and phase compositions. A well-known fact that the cubic equations fail to predict the correct liquid
density and consequently the liquid speed of sound was confirmed. The volume translated Peng-Robinson
equation of state somewhat improves the accuracy for saturated liquid density prediction but otherwise is
very unreliable with large deviations in speed of sound prediction in both liquid and vapour regions. The
well-known sPC-SAFT proved to be a universal model with good accuracy in all the evaluated disciplines.
The Soft-SAFT model exhibited large deviation in the vapour density and cannot be recommended for
fluorocarbons. The little-known SAFT-BACK model was by far the best model with a small deviation below
2% even in the liquid region and close to the critical point where other models failed. The only discipline
where the model gave slightly worse results was the saturated vapour phase composition of mixtures. This is
because the predicted vapour phase composition of R-744+C6F14 and C6F14+R-116 mixtures deviate from
the experimental data (see figures in annexes). These deviations are most likely caused by the mixing and
combination rules. Unfortunately, there is no proposal for different mixing rules for this model. The next
step in the development of the very accurate universal model for speed of sound prediction in mixtures can
be thus development of better mixing rules for the SAFT-BACK model.

I have used the vapour-equilibrium data of mixtures containing saturated fluorocarbons, hydrocarbons,
nitrogen and carbon dioxide to obtain the binary interaction coefficients of the evaluated models. The
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obtained coefficients of the SAFT-BACK model are especially valuable since they have not been reported
in the available literature. Further, I have developed correlations for estimation of the binary interaction
coefficients for the SAFT-BACK model since there is no publications dealing with prediction of those
coefficients. The correlation was shown to provide significant improvement for the speed of sound prediction
for the R-218+R-728 mixture which was measured in the experimental part of the thesis. The correlation
also correctly predicts the interaction coefficient very close to unity for R-116+R-218 mixture since it is a
mixture of very similar fluids.

As a result, this work provides unique model parameters of 13 refrigerants for the very accurate but
little-known SAFT BACK model and binary interaction coefficients of 24 mixtures and 3 correlations that
can be used to predict the interaction coefficients for mixtures of saturated fluorocarbons, hydrocarbons,
nitrogen and carbon dioxide. Neither the fluid parameters for the saturated fluorocarbons nor any of the
binary interaction coefficients have been published in the available literature so far.

8.3 Applications

The developed instrument was used to obtain the speed of sound in R-116+R-218 and R-218+R-728 mixtures
over wide range of temperatures and pressures, the obtained data were published in Journal of Chemical
Engineering Data ([Doubek & Vacek, 2016b]) and in proceedings of the Proceedings of 13th International
Conference on Properties and Phase Equilibria for Products and Process Design ([Doubek & Vacek, 2016a])
and 24th IIR International Congress of Refrigeration ([Doubek & Vacek, 2015]). These mixtures are
interesting for the cooling systems currently used at CERN for particle detectors ([Battistin et al., 2015]). The
R-116+R-218 blend might be used as a replacement for pure R-218 in the refrigeration systems in order to
decrease evaporation temperatures to protect the particle detectors from thermal runaways as they accumulate
more and more radiation damage, [Bates et al., 2015] and . The R-218+R-728 mixture is interesting for leak
detection and modelling of performance of contaminated refrigerants. The nitrogen (R-728) can represent
air mixing with a refrigerant during operation of the cooling plant. In all cases, accurate speed-of-sound
measurements and prediction models provide valuable tool for online composition monitoring of refrigerant
blends and real-time leak and contamination detection. I have participated in several projects that benefited
from the speed-of-sound based analysis of refrigerants as is demonstrated in number of publications: The
measurement of R-116+R-218 heat transfer ([Doubek et al., 2017b] and [Doubek et al., 2017a]) benefited
from concentration monitoring based on speed of sound which was used to adjust the blend composition
in order to evaluate impact of the increasing R-116 level. The Thermosiphon cooling system at CERN is
currently using speed-of-sound based analyser I helped to develop to detect refrigerant contamination by
air ([Alhroob et al., 2017a], [Alhroob et al., 2015] and [Alhroob et al., 2017b]), the developed simulations
models can be used to further increase the detection accuracy.

The measurement apparatus and the simulation models presented in this work can also be used for
commercial refrigerants, especially for modern ecological blends or for monitoring and leak detection
systems in industrial refrigeration plants. I have described several such applications as a co-author of the
contribution presented on the IEEE SENSORS 2016 conference ([Doubek et al., 2016]).
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9 Annexes

The annexes include detailed plots comparing the evaluated models to experimental data. The differences
visible in the plots indicate accurcies of the models which were summarized in form of absolute average
deviations in the tables in chapter 7.

9.1 Vapour liquid equilibrium plots

The vapour liquid evaluations consisted of saturated pressure, liquid density and vapour density comparisons.
It is particularly interesting to see how the deviations between the models and the experimental data increases
in proximity of the critical point (Tr = 1).
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Figure 9.1: R-14 vapour-liquid equilibrium evaluation
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Figure 9.2: R-116 vapour-liquid equilibrium evaluation
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Figure 9.3: R-218 vapour-liquid equilibrium evaluation
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Figure 9.4: C4F10 vapour-liquid equilibrium evaluation
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Figure 9.5: C5F12 vapour-liquid equilibrium evaluation
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Figure 9.6: C6F14 vapour-liquid equilibrium evaluation
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Figure 9.7: R-50 vapour-liquid equilibrium evaluation
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Figure 9.8: R-170 vapour-liquid equilibrium evaluation
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Figure 9.9: R-290 vapour-liquid equilibrium evaluation
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Figure 9.10: R-600 vapour-liquid equilibrium evaluation
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Figure 9.11: R-728 vapour-liquid equilibrium evaluation

139



9.2. SPEED OF SOUND PLOTS

0.7 0.75 0.8 0.85 0.9 0.95 1
−2

0

2

4

P
re

ss
ur

e 
di

ff.
 [%

]

T
c
 [−]

R−744 (NIST REFPROP)

sPC−S Soft−S S−BACK PR. VTPR−MT

0.7 0.75 0.8 0.85 0.9 0.95 1
−50

0

50

D
en

si
ty

 d
iff

. [
%

]

T
c
 [−]

Vapor

0.7 0.75 0.8 0.85 0.9 0.95 1

−40

−20

0

D
en

si
ty

 d
iff

. [
%

]

T
c
 [−]

Liquid

Figure 9.12: R-744 vapour-liquid equilibrium evaluation
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Figure 9.13: Novec 649 vapour-liquid equilibrium evaluation

9.2 Speed of sound plots

The evaluation plots show the data points in temperature-pressure state space. The saturation curve with
critical point is shown in the plots in order to indicate the position of the data points with respect to the
saturation curve. The liquid speed of sound (data points above the saturation curve) and vapour speed of
sound were evaluated separately. The vapour speed speed of sound data can be further divided into data
below and above critical pressure and temperatures. The deviations of the models from the experimental
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speed of sound are plotted as function of reduced density. The combination of the pressure-temperature plot
and the density-deviation plot provides comprehensive overview of the input data used for the evaluation.

9.2.1 vapour phase
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Figure 9.15: Speed of sound evaluation No2: R-14
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Figure 9.16: Speed of sound evaluation No3: R-116
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Figure 9.17: Speed of sound evaluation No4: R-116
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Figure 9.18: Speed of sound evaluation No5: R-218
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Figure 9.19: Speed of sound evaluation No6: R-218
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Figure 9.20: Speed of sound evaluation No7: C4F10
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Figure 9.21: Speed of sound evaluation No8: R-50
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Figure 9.22: Speed of sound evaluation No9: R-50
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Figure 9.23: Speed of sound evaluation No10: R-50
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Figure 9.24: Speed of sound evaluation No11: R-170
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Figure 9.25: Speed of sound evaluation No12: R-290
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Figure 9.26: Speed of sound evaluation No13: R-290
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Figure 9.27: Speed of sound evaluation No14: R-728
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Figure 9.28: Speed of sound evaluation No15: R-728
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Figure 9.29: Speed of sound evaluation No16: R-728
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Figure 9.30: Speed of sound evaluation No17: R-744
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Figure 9.31: Speed of sound evaluation No18: Novec 649
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9.2.2 Liquid phase
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Figure 9.32: Speed of sound evaluation No19: C5F12
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Figure 9.33: Speed of sound evaluation No20: C5F12
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Figure 9.34: Speed of sound evaluation No21: C6F14
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Figure 9.35: Speed of sound evaluation No22: C6F14
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Figure 9.36: Speed of sound evaluation No23: R-290

150 200 250 300 350 400 450
0

5

10

15

20

P
re

ss
ur

e 
[M

P
a]

Temperature [K]

R−600 (Hawary and Meier 2016)

 

 

Data points Critical point Saturation curve

1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2
−200

−100

0

100

S
oS

 d
iff

. [
%

]

Rho
c
 [−]

 

 

sPC−S Soft−S S−BACK PR. VTPR−LD

Figure 9.37: Speed of sound evaluation No24: R-600
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Figure 9.38: Speed of sound evaluation No25: Novec 649

9.3 Mixtures

The accuracy of the modes in predicting the phase composition is show in common two-phase diagrams. Note
that the temperature and pressure were used as inputs to predict the vapour and liquid phase composition.
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Figure 9.39: Mixtures evaluation No1
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9.3. MIXTURES
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Figure 9.40: Mixtures evaluation No2
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Figure 9.41: Mixtures evaluation No3
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Figure 9.42: Mixtures evaluation No4
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Figure 9.43: Mixtures evaluation No5
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Figure 9.44: Mixtures evaluation No6
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Figure 9.45: Mixtures evaluation No7
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Figure 9.46: Mixtures evaluation No8
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Figure 9.47: Mixtures evaluation No9
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Figure 9.48: Mixtures evaluation No10
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Figure 9.49: Mixtures evaluation No11
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Figure 9.50: Mixtures evaluation No12
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Figure 9.51: Mixtures evaluation No13
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Figure 9.52: Mixtures evaluation No14
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Figure 9.53: Mixtures evaluation No15
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Figure 9.54: Mixtures evaluation No16
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Figure 9.55: Mixtures evaluation No17
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Figure 9.56: Mixtures evaluation No18
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Figure 9.57: Mixtures evaluation No19
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Figure 9.58: Mixtures evaluation No20
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Figure 9.59: Mixtures evaluation No21
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Figure 9.60: Mixtures evaluation No22
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Figure 9.61: Mixtures evaluation No23

0 0.2 0.4 0.6 0.8 1
R-116 fraction [-]

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

P
re

ss
u

re
 [

M
P

a]

C
6
F

14
+R-116 (Bengasai et al. 2016) : T=272.8K

Data

PR (k=0.997)

VTPR (k=1.361)

SB (k=0.990)

sPC (k=0.978)

SS (k=0.951)

Figure 9.62: Mixtures evaluation No24
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