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Abstract

This thesis is focused on a modulation design for emerging Wireless Network Coding (WNC) relaying
strategy respecting various practical and theoretical conditions. Our work concerns three main topics.

The first topic is a constellation design for WNC in a simple AWGN 2-Way Relay Channel (2-WRC).
The constellation design for WNC is generally challenging and sparsely investigated since the error per-
formance of WNC processing at the relay (asymptotically determined by the minimal distance) does not
depend only on a particular modulation alphabet but also on anetwork coding function used by the relay.
Among other findings, we reveal the important property thatthe constellations taken from a common
lattice which are indexed in a suitable way(indices form an arithmetic progression along each lattice
dimension)has the minimal distance equal to the minimal distance as in the point-to-point channel(the
important condition is that the modulo-sum network coding function is used by the relay). Based on this
result, we have designed the constellations with the maximal possible minimal distance. The optimality of
the proposed constellations are supported by error performance simulations as well as mutual information
(Alphabet-Constrained Capacity (ACC)) curves.

The second topic targets a unique phenomenon of WNC in a wireless 2-WRC with perfect channel
state information at the receiver – a new type of fading denoted as arelative-fading. Its name is derived by
the fact that the relative-fading appears when a ratio of thechannel gains is close to certain critical values
no matter what are the actual values of the channel gains. Thewell-known relay processing method (using
popular 4QAM) eliminates the relative-fading by the extended-cardinality network coding adaptation
(the cardinality extension is undesirable since it introduces redundancy decreasing the data rates). We
design and proposespecial constellations (e.g. 4HEX constellation) suitable for this method where the
relative-fading is eliminated without the use of extended-cardinality adaptation. As an alternative way
how to combat the relative-fading, we introduceconstellations immune to the relative-fading without any
adaptationdenoted as Uniformly Most Powerful (UMP). We identify some important features of the
UMP systems like a) the use of bit-wise XOR network coding function is necessary but not a sufficient
condition for the UMP condition, b) any orthogonal and bi-orthogonal alphabet is UMP and c) generally
only multi-dimensional constellations can be UMP. We optimise naturally multi-dimensional modulations
such as Frequency Shift Keying (FSK) and full-response Continuous Phase Modulation (CPM) to yield
UMP alphabets. The found UMP alphabets provide considerable gains in a Rayleigh/Rice fading 2-WRC,
although they require always more bandwidth than in the point-to-point case. They serve mainly as a
performance benchmark identifying the schemes which perform close to the utmost UMP case but do not
require more bandwidth. In the next chapter, we use robust non-linear optimisation tools to design general
multi-dimensional UMP constellations with the highest possible minimal distance for given available
bandwidth. It turns out that the UMP condition cannot be apparently fulfilled when the constellation
spectral-efficiency is higher than 1[bits/dimension]. Therefore, we propose a different type of alphabets
called weak UMP which possess an unlimited spectral-efficiency but fulfil the UMP condition only for
parameter ratios with absolute value equal to 1. This implies robustness to the Rician-type of fading.

The third topic is focused on the widely unexplored area ofthe extension of WNC to more complic-
ated network topologies. We show that it is feasible to achieve additional considerable capacity gains in a
3-terminal 1-relay network with the carefully optimised multiple-access stage. We propose the ASK mod-
ulation, the modulo-sum network coding function and theπ/3 constellation prerotation for this scenario.
It keeps the same minimal distance as in the point-to-point case providing the highest ACC performance
among the other modulation, coding and prerotation types.
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Chapter 1

Preface

1.1 Goals of the Thesis

The thesis “Design of modulations for wireless (physical-layer) network coding” is primarily submitted
as a partial fulfilment of the requirements for the PhD degree. It summarizes my up-to-date research
activities as a PhD candidate at the Faculty of Electrical Engineering, the Czech Technical University in
Prague. There are two major goals of the thesis. Particularly, the thesis is intended to

1. introducecurrent state-of-the-art of WNC strategy supported by a detailed and actual list of
references. We tried to support the introduction by sufficient number ofbasic examples and illus-
trations to explain the most important parts also to the readers not working in the field.

2. Present our original contributions and map them to the current state-of-the-art of WNC research.

1.2 Thesis Content

The thesis is divided into two parts corresponding to the goals of the thesis.
The first part is focused on the introduction to WNC serving also as a comprehensive source of

references. We briefly introduce a historical background ofcommunication development and describe the
current-state-of-the-art in communication research today with an emphasis to the invention of network
coding and wireless network coding. We write the introduction w.r.t. the thesis assignment:modulation
design for WNC. The majority of our proposed solutions are supported by publication records which are
integrated to the presented current-state-of-the-art. The first part is intended to be written for the broad
audience not necessarily working in the field.

The second part consisting of six chapters is a summary of ouroriginal contributions related to the
WNC research. The work was published mainly in [1, 2, 3, 4, 5, 6]. We keep individual chapters as a de-
tailed stand alone text each describing a single result. Therefore, the chapters sometimes contain overlaps
such as our notation conventions and system model descriptions. We believe that this is a more easily ac-
cessible way how to present the contributions than a single huge chapter with all the contributions mixed
together (however without the redundant overlaps). Certainly, we have cleaned up the text to minimizes
the amount of redundancy and we have synchronised the systemdescriptions and used notations.

In particular, the third chapter deals with a constellation, indexing and network coding function design
for WNC in a simple AWGN 2-WRC. The fourth chapter uses the properties discovered in the preceding
chapter and based on them it designs a suitable modulations for the adaptive WNC method eliminating
the effect of the relative-fading. The next two chapters aredevoted to the design of multi-dimensional
modulations immune to the relative-fading without any formof adaptation. The impact of relative-fading
in diversity relaying system is studied in the next chapter.The eighth chapter targets generalisation
of WNC into a more complex 3-terminal 1-relay network topology for which we present an optimised
constellation, network coding function and linear precoding. We conclude our work in the last chapter
where potential directions for the future research and possible practical implementations are discussed.

21



1.2 Thesis Content Chapter 1 Preface

22



Part I

Introduction: Wireless
(Physical-Layer) Network Coding
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The first part of our thesis is focused on the introduction to WNC supported by a rich list of recom-
mended references. At the beginning, we briefly introduce our general view of the historical background
of communication development. Thereafter, we shortly describe the current-state-of-the-art of commu-
nication research (at least the related parts and these which seems to be the most promising and popular
today). A special attention is given to the invention of network coding because it is the cornerstone of
the aimed WNC strategy. The last section is solely intended to the WNC strategy. Particularly, we write
the introduction w.r.t. the problems we dealt with:a modulation design for WNC. The majority of our
proposed solutions are supported by publication records and these are integrated to the current-state-of-
the-art.

The introduction is intended to be written for the broad audience not necessary working in the field.
We try to avoid too detailed descriptions as well as mathematical details, rather we illustrate some im-
portant features by several basic examples. The essential details are introduced in the latter part dealing
solely with our contributions.
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Chapter 2

Introduction to Wireless Network
Coding

2.1 Historical Background: Mature Point-to-Point Communication

2.1.1 Beginning of Modern Communication Theory

People perpetually wish to communicate between each other.In the history of communication, the value
of information exchange triggered development of various information transmission techniques over vari-
ous physical medium, depending on what technology was available at that time. Even the antique civil-
isations used sophisticated signalling based on light and/or sound medium. It has been more a century
since the first radio pioneers started to utilise electromagnetic waves to transmit information. Theory of
modern communication began to form by important personalities such as G. Marconi, N. Tesla, A. G.
Bell and many others. Substantial progress and the real bornof modern communication theory is deeply
related to the origin of information theory. Information theory is based on outstanding pioneering work
of C. Shannon utilising key ideas of the personalities of that time like H. Nyquist and R. Hartley. Inform-
ation theory introduced a new way to look at communication, it brought solid mathematical formalism
(probabilistic description) and it provides many answers to the fundamental communication problems.

2.1.2 Impact of Information Theory

Although information theory does not consider some important practical assumptions (like e.g. delay
induced by communication and system complexity), it influences communication theory at the most.
Particularly, it provides essential theoretical limits like thechannel capacity(the maximal reliable in-
formation rate over a communication channel) and theentropyof an information source (the minimal rate
of an errorless source-compression) [7]. Surprisingly, it often shows how to achieve these fundamental
limits under practical constraints. It means that even if the results are purely theoretical with number
of unrealistic assumptions, it often shows the way how to proceed in solving. For instance, source and
channel separation theorem states (simply said) that source encoding and channel encoding can be theor-
etically designed separately without loosing any performance. This caused the origin of theory of source
and channel coding as separate research fields which greatlysimplifies its design. Success of inform-
ation theory is significantly supported by the fast grow of capabilities of electronic devices alleviating
the impact of system complexity (not treated by informationtheory). Communication theory as well as
information theory has undergone considerable development until today with plenty of key milestones.
It is interesting that often many of the milestones have completely changed and broken the long standing
and widely accepted believes.
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2.1.3 Road to the Capacity

One of the most fundamental milestones, if we restrict on PHYsical (PHY) layer development of com-
munication devices, is certainly the concept of reliable communication operating close to the capacity
rate over an Additive White Gaussian Noise (AWGN) channel. To be more specific, the channel codes
operating close to the capacity are well known since the firstpublication of Shannon’s work [8], but these
codes (denoted asrandom codes) presume unmanageably complex receiver processing. So thefunda-
mental task was rather to find a concept of capacity achievingcodes/systems with a reasonably complex
receiver processing. We refer our reader to very nice paper [9]. It has been more than a decade when it
turned out that the corner stone of the solution is based on the combination ofprobabilistic channel codes
(Low-Density Parity-Check (LDPC) codes/ turbo codes or other interleaved and concatenated codes) and
turbo-like decoding principles(iterative soft message-passing algorithms). These codesperform arbitrary
close to the capacity limit so we can say that the powerful scheme with implementable decoder processing
is known [10]. In the brief, we would like to mention some other importantsteps which we believe are
leading to why Point-to-Point (P2P) communication is considered as mature today.

2.1.4 Besides the Capacity Challenge

Discovery of Trellis Coded Modulation (TCM) was certainly an important step1 in the development of
practical near-the-limit-operating systems. Before TCM discovery, it was widely believed that a good
communication system is composed of the constellation withthe highest possible minimal Euclidean
distance with Gray-like bit-mapping and the channel code with the highest possible minimal Hamming
distance. Although this approach works nicely in the case ofbinary and 4-ary constellations, it worked
poorly for higher-cardinality constellations. The problem arises from the fact that Euclidean and Ham-
ming distance are nicely proportional as long as the cardinality is lower or equal to 4. In other cases,
a use of powerful channel codes with high minimal Hamming distance does not necessarily imply high
minimal Euclidean distance of the overall system. Information theory advices that a system using binary
constellations can operate near the capacity only at low Signal-to-Noise Ration (SNR), therefore, higher
cardinality constellations are required for medium-to-high SNR. It was the advent of TCM showing that
modulation and channel coding should be designed jointly asa single entity in order to provide the op-
timal implementable system for medium-to-high SNR.

Apart from the milestone of achieving capacity in AWGN channel for both low and high SNR, we
can find similarly fundamental breakthroughs in communication over awireless fading channel. Just
to specify some, there are e.g.space-time codingin Multiple-Input Multiple-Output (MIMO) systems,
adaptive strategies (generally a usage offeedback) or modulations and codes tailored for fading channel
as a Bit-Interleaved Coded Modulation (BICM). A very nice story of breaking a long standing widely-
accepted paradigm is hidden behind the discovery of space-time coding. Before MIMO, it was widely
believed that hostile conditions of wireless channel implysome redundancy (denoted asdiversity) which
needs to be provided to ensure certain performance quality.The diversity/redundancy then decreases ef-
fective information rate. It was space-time coding to demonstrate that the random fading phenomenon,
if appeared uncorrelated at each antenna of MIMO system, could be exploited to not only overcome the
hostile fading channel conditions but also to provide additional degrees of freedom which are easy to
turn into capacity gains. In other words, space-time codingcan provide diversity without sacrificing the
rate and potentially the rate can be even boosted (as long as the limit given by diversity-multiplexing
gain is fulfilled [11]). We must note, that in the case of random fading channel, a usage of Shannon’s
type definition of the capacity is not practical. Therefore,information theoreticians introduced a concept
of capacity outage and ergodic capacity to effectively capture the random behaviour of the fading chan-
nel [12]. BICM modulation in a fading channel can be considered as a counterpart to TCM in an AWGN
channel: BICM is a jointly optimised system of modulation, its bit-mapping and channel code in order
to a) be robust to harmful effects of wireless channel, b) operate close to the capacity with implement-
ably complex receiver processing. Outside of modulation and coding design, many progresses have

1The discovery of TCM as well as Continuous Phase Modulation (CPM) disproved the widely accepted opinion at that time that
in order to provide a coding gain some redundancy (e.g.parity bits) which sacrifice bandwidth needs to be provided.
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been done e.g. in ISI channel/wideband communication with frequency-selective fading. Here Ortho-
gonal Frequency Division Multiplexing (OFDM) currently seems to be an attractive solution completely
converting frequency-selective channel into a set of independent frequency-flat channels with relatively
simple equalizer and implementation demands.

2.1.5 Point-to-Point Communication is Becoming Mature

It is impossible to mention all key discoveries in communication theory. There are simply too many
of them and research is still active in these topics. In addition, they are attractive nowadays due to the
current demands and technology, but may not be attractive inthe future where maximal data rates might
not be as required as e.g. energy consumption or manufacturing costs. By emphasizing some research
highlights, we wanted to demonstrate that a lot is known about point-to-point communication (here,
we mean one-transciever-one-receiver communication potentially with multiple antennas) including both
information theoretical as well as practical knowledge. Wecannot say that research of point-to-point
communication is dead, because e.g. there is still a long standing open problem how to match information
theory and queuing theory in order to include a notion ofdelay. Some work has been done on delay-
constrained channel codes [13], but the theory is rather rudimentary and difficult to deal with. However,
delay-constrained communication is desirable and important from the practical point of view since it is
closely related2 to energy-constrained communication. In addition, impactand optimal usage of feedback
is widely unexplored even in point-to-point communication(except of singular cases assuming static
memoryless channel and time-varying finite-state channel). Besides delay-constraint communication and
feedback, there will be always challenging questions of system design with the best performance-to-
complexity (manufacturing costs) ratio [14]. Nevertheless, point-to-point communication is becoming a
mature technology and many fundamental goals have been already achieved.

2.2 Historical Background: Challenging Network Communication

2.2.1 Suboptimal Layered Architecture

Current communication networks are designed in a layered manner, i.e. every layer ensures different
tasks on which are build the upper-layers, e.g. the PHY layertypically provides modulation, channel
coding and synchronisation for the upper Multiple Access Channel (MAC) layer dealing with multiple
access coordination and interference. The aim of slicing architecture into layers is to alleviate complex
problem of network architecture design into less complex subtasks in the spirit of divide-and-conquer.
The layers are optimised separately with the aim that overall performance will be sub-optimally good
enough. The PHY layer ensures de facto point-to-point communication whereas the upper MAC layer
handles problems specific for network communication. This intuitive architecture division is not only
motivated by complexity reduction but also by the fact that network information theory does not provide
much insight into it. In fact, current network architectures are rather based on a good knowledge of
point-to-point communication theory. We simply do not knowthe optimal network structure potentially
requiring joint optimisation of all the layers at once. The approach of joint optimisation of several layers
is denoted as across-layer design. Although information theory provides only limited advices, we can
find singular cases where a cross-layer solution provides great performance gains such as e.g. successive-
decoding and interference cancellation or cooperative communication and relaying. It is in contrast e.g. to
the source-channel separation theorem for point-to-pointcommunication where the separate optimisation
of source coding and channel coding is under ideal conditions jointly optimal. Problems of cross-layer
optimisation are typically much more complicated than in the layered model and in practical situations
they need to be carried out in decentralised (distributed) manner for which theoretical tools ofconvex
optimisationandgame theoryare seen as very attractive today.

2This is due to the fact that the delay induced by channel coding is proportional to the codeword length. The overall energy
consumption equals to the transmitter’s power multiplied by the codeword length, thus it is proportional to the delay.
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Figure 2.1: Broadcast channel. SourceS transmits distinct data to distinct destinationsDA,DB, . . . ,DN.

Figure 2.2: Multiple access channel. Each sourceSA,SB, . . . ,SN transmit distinct data to a common
destinationD.

2.2.2 Notation Conventions for Network Topologies

Throughout this text, we use the following symbols to denotethe following network parts:

source node
destination node
relay node
both source & destination node
two connected nodes
information transmission flow

Further, we distinguish the several types of networks:

unicast network with a single source and a single destination
multiple unicast network with multiple source-destination pairs

multi-source network with multiple independent sources
multicast network with multiple destinations demanding all data fromall sources

unidirectional network with one-way communication
bidirectional network with two-way communication

2.2.3 Troubles of Network Information Theory

Knowledge of fundamental limits and hints how to achieve them is in Multipoint-to-Multipoint (M2M)
communication in completely opposite situation as in P2P communication. The majority of network in-
formation problems remain unsolved for decades [15]. Current state-of-the-art of network information
theory covers knowledge of the capacity region for point-to-multipoint network which is denoted as a
Broadcast Channel (BC) depicted in Fig.2.1. The capacity region of BC is well understood on assump-
tion of static and degraded channel. Also a topology of multipoint-to-point network denoted as a MAC,
illustrated in Fig.2.2, possess known capacity region. Both BC and MAC is well explored assuming
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Figure 2.3: Relay channel. SourceS transmits data to destinationD with a help of relayR.

Figure 2.4: Interference channel. SourceSA transmits toDA and sourceSB transmits toDB. Both com-
munication pairs introduce interference for each other viacross-talk channels.

AWGN channel, wireless fading channel and recently also MIMO channel. But for instance, just assum-
ing a simple three terminal single relay channel (the simplest M2M network) depicted in Fig.2.3 or four
terminal interference channel (Fig.2.4), the situation starts to be so complicated that very limited know-
ledge about the capacity region is available today. Usuallyonly lower- and upper-bounds stated a long
time ago are known. There has been a progress in derivingcapacity scaling laws, which characterize how
per-node capacity scales in asymptotically large networks[16]. However, these laws provide just one
equal-rate point of the capacity region. Similarly,interference alignmentcan achieve the capacity sum-
rate point in aK-user interference channel(depicted in Fig.2.5), but it does not achieve the full capacity
region [17]. Since the fundamental data rate regions of the simple relay channel or interference channel
have eluded researchers for so long, it is unlikely that we can obtain the capacity region for more general
networks, especially when practical constrains like network dynamicsandfeedbackare incorporated.

2.2.4 Cooperation and Relaying

Although the fundamental rate regions of multipoint-to-multipoint networks is widely unexplored re-
search area, there are many communication approaches whichprovide significant gains in compare to
current layered communication networks. One of the most important examples is a foundation ofco-
operationandrelaying, see book [18] and its references. The concept of relaying introduces relay nodes
which are solely intended to support communication. Relaysmay provide additional degrees of freedom
or diversity to boost the capacity or outage capacity and considering pathloss in the channel model, the

Figure 2.5:K-user interference channel. SourceSA transmits toDA, sourceSB transmits toDB and so on.
All communication pairs introduce interference for each other via cross-talk channels.
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relay significantly improves effective SNR. Here, we understand cooperation as a collective approach
where multiple terminals help each other to jointly accomplish their communication demands. For ex-
ample, multiple transmitters and/or receivers may cooperate to form avirtual MIMO system and jointly
obtain diversity-multiplexing gain [11]. Cooperating terminals may also jointly suppress harmfulimpact
of interference e.g. by distributedbeamformingapproach.

2.2.5 Network coding and Wireless Network Coding

Besides cooperation and relaying, there is a relatively newand very promising discovery of Network
Coding (NC) and its derivatives including Wireless NetworkCoding (WNC). Our thesis is focused on
WNC so the next sections will be devoted to NC and WNC in much greater detail. Here we state only
important features relevant to the historical background.The origin of NC as a new scientific field is based
on pioneering work [19] showing that routing is not always an optimal approach in the point- (multipoint)-
to-multipoint multicast wired network. We use the term multicasting to denote a scenario where every
destination require data from all sources of information. Considerable data rate gains are available if
intermediate nodes in the network (e.g. relays, routers) perform some form of data compression/coding
(denoted asnetwork coding) of the data to be further re-transmitted. NC reveals the potential of treating
network communication as a whole challenging problem (unlike conventional consideration of a network
as a set of P2P links).

WNC strategy performs basically equivalent operations like NC but at the PHY layer which addi-
tionally enables to harness carefully handled interference into the capacity gains. On the other side,
PHY processing brings several new challenges which needs tobe solved/understood e.g. how should
network coding like operations be done over non-finite field algebraic structure, impact ofwireless chan-
nel parametrisationandmodulation & code design for WNCwhich is considered in this thesis and our
work [1, 2, 3, 4, 5, 6]. In current wireless networks is interference induced by shared wireless medium
usually eliminated by taking additional orthogonal resources. It presents a considerable amount of re-
sources in dense networks and then the interference is becoming a major issue rather than effects of noise
or fading. The terminterference limited networksis often used. The potential of interference being bene-
ficial would be a similar breakthrough as e.g. that fading canboost the capacity when utilised by MIMO
system.

WNC is based on the tree core paradigms:

1. network coding (required to reach the max-flow min-cut bound),

2. utilisation of full potential ofwireless broadcast(not considering wireless medium as a P2P link),

3. interference harnessingphysical-layer processing(interference on ideal conditions is nothing else
than signal superposition and its linear structure can be potentially utilised).

Section2.3 is devoted to NC and its potential benefits in wireless networks and Sec.2.4 is devoted to
WNC.

2.2.6 Other Emerging and Promising Research Areas

Although we cannot guarantee how much promising are individual research fields, we may highlight
some of them currently very attractive in the research community. We have already mentioned research
areas of still unsolved problems of delay/energy-constrained communication, optimal use of feedback,
impact of network/data/channel dynamics, performance-to-complexity trade of in P2P scenario and dis-
tributed multi-user cooperation & relaying, NC & WNC, interference mitigation techniques in a M2M
scenario. We believe thatnetwork communication problemspossess enormous potential these days which
are now under intensive investigation. Even though, network information theory cannot provide desirable
fundamental limits in most of the cases, we see a great potential in direction to approximate [20] or find an
equivalent problem [21] rather than determine the exact capacity regions of wireless networks. Suitable
still-rather-theoretical tools for analysis complex network information theoretical problems are provided
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by theory of (nested)lattice codes[22], [23]3. The lattice codes prove to achieve the capacity in the P2P
network but unlike the Shannons’ random codes they contain astructure which in certain scenarios with
a more complex network topology provides even higher achievable rates than the random codes. The
ultimate solution in the search for the optimal network architecture will probably need to joint several
theoretical tools likegame theory, optimisation theory, queuing theoryandcontrol theory.

For current state-of-the-art of network information theory we recommend works [14], [15], [25]. An
interesting and newly emerging research branch is an application of communication engineering tools
now on medical or biological problems like application of information theory on DNA analysis.

3Although practical lattice codes which achieve the capacity under reasonable complexity constraints have been proposed in [24].
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2.3 Network Coding

In this section, we briefly focus on basics of NC. The reasons are following:

1. NC shares some essential features of our centre of interest – WNC strategy and

2. much more is known about NC both in the information theoretical way as well as in the prac-
tical way (network test-beds based on NC have already been built on which true gains have been
successfully measured).

For comprehensive reference literature, we recommend instant primer [26], introductory book [27] and
information theoretical analysis summarized in [28] [29]. A very well written historical perspective of
NC can be found in [30].

2.3.1 Non-optimality of Source-Separation Theorem in Communication Networks

Network coding seems to beone of the most important discoveriesof communication research in recent
times. This shows for example a number of citations of seminal work [19] written by R. Ahlswede,
N. Cai, R. Li and R. Yeung in 2000 which exceed 5000 today4. NC discovery can be considered as
an important milestone in the development of network communication theory because it has disproved
a widely believed paradigm of the optimality of asource-separation theoremin communication net-
works [30]. Loosely speaking, it means that if we combine the optimal solution for a single-source single
-destination network5 with the optimal solution for another source-destination pair, it will not be jointly
optimal for the network comprising the two sources and the two destinations (i.e. we cannot consider
sources separately without loosing any performance). As a consequence, it was widely believed that in-
formation quantity behaves as aphysical quantityi.e. as indivisible elementary particles of information.
Current networks are based on these principles. The information is routedthrough the network in astore-
and-forwardway, the intermediate nodes (relays, rooters) receive and without any change forward the
information.

It was the discovery of NC to show that this approach is not optimal and higher information rates are
achievable in certain cases if the intermediate nodes perform some form of compression of information
to be forwarded. This compression is denoted asnetwork coding. Network coded information than
represents a mix of information from multiple sources (the sources are not treated independently any
more).

2.3.2 Network Coding Achieves Max-Flow Min-Cut Bound

Pioneering work [19] shows that network coding solution achieves the mutual information upper-bound
given by the max-flow min-cut boundin a single-source multicast network. Therefore, it is an op-
timal solution w.r.t. maximal throughput since higher flow than the max-flow cannot be accommodated.
The max-flow min-cut bound determines maximal multicast flowthrough a single-sourcecombinational
packet networkwhere the combinational packet network is a network formed by unidirectional error-free
bit pipes with the rate 1[bit/channeluse]. Here, multicast communication denotes a situation where each
destination requires all data from all sources. The max-flowmin-cut bound is derived by application of
known results of graph theory on information flows. Given a combinational packet network, we may find
the minimal-cut (and thus the-maximal flow) by tools of graphtheory such as Ford-Fulkerson algorithm.
Here, a cut of a network has a graph theoretical meaning, i.e.it is a cut which separates the network into
two parts: into the one containing all sources and the other one containing all destinations. The value
of the cut is a number of interrupted vertices (if each is assumed to have a unit data rate). Paper [19]
concludes that in single-source multicast network is network coding an optimal solution and it achieves
the max-flow min-cut throughput.

4Taken from Google Scholar on 9.6.2013
5 The optimal solution in a network comprising a single sourceand a single destination is the data routing [27].
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2.3.3 Linear and Random Linear Network Coding

Discovery of network coding has triggered a tremendous interest of the research community. Soon follow-
ing work [31] proved that the max-flow min-cut bound in a single-source multicast network is achieved
even bylinear network coding.Linear network coding means that the network coding operations per-
formed by intermediate nodes are a linear combination of allincoming messages performed over some
finite field. The output of a network encoder is a packet containing the linear combination and the set
of used linear combination coefficients. Every final destination can decode all messages after receiving
sufficient number of linearly independent linear combinations and solving the set of linear equations.
A polynomial time deterministic algorithm to design linearcombination coefficients has been proposed
in [26]. Note, that in this case we can talk about a complexity benefits since traditional routing algorithms
are NP hard optimisation problems.

After a short period of time, paper [32] introduced a concept ofrandom linear network coding,where
no deterministic algorithm is used for the coefficient selection. Instead, every node selects the coeffi-
cients at random. Providing a finite filed size to be sufficiently large, the random linear network coding
approach works close to the optimal deterministic solution. It is a great advantage that this approach is
completely independent and decentralised. It means that having whatever single-source multicast com-
binational packet network, we can easily approach the optimal throughput in the desired distributed and
decentralised way. This property is interesting especially in wireless mobile ad-hoc networks where we
cannot guarantee sufficient robustness and adaptability [33].

2.3.4 Non-Linear and Non-Coherent Network Coding

Single-source network coding problems are generally better understood (the maximal rate is given by the
max-flow bound and it can be achieved by linear network coding). Considering a general networks with
multiple independent sources, the situation turns out not to be a simple extension of the single-source
network problems and rather probabilistic tools [28] are available in reaching the optimum such as a
superposition codingandnon-Shannon-type inequalities[7], [29]. Paper [34] shows that just leaving a
single-source multicast assumption leads to a dramatic change. There exist cases where linear combin-
ation of incoming messages is insufficient and more general linear operations using linear transform of
a set of messages needs to be used to reach the maximal achievable throughput (a key role also plays
the size of the finite field). In some other cases evennon-linear network coding functionsare required
to achieve the maximal achievable throughput in general multi-source networks. Giving up the overall
optimality, a suboptimal algorithm in linear network coding for multi-source networks has been proposed
in [35].

Recently, an approach using random linear network coding without a need to transmit encoding coeffi-
cients (without the header containing the coefficients) hasbeen proposed. It is denoted as anon-coherent
network codingand it removes the redundancy of encoding coefficients in theheader of each network
coded packet. In non-coherent network coding, we talk abouta subspace codeword transmission since
the coefficients of linear combinations are unknown. This approach potentially introduces erasures which
can be, however, corrected by standard channel codes [27], [33].

2.3.5 Gains of Network Coding

Network coding provides primarily data rate/ throughput gains due to the saving of orthogonal resources
(e.g. time slots). Theoretically, NC can offer the unlimited throughput gain in the artificial multicast
network described byunidirectional(i.e. information can flow only in one direction at every link) graphs.
Assuming that every link is bidirectional, the offered gainis potentially at most 2×. However, practical
simulations on real test-beds [36] using COPE protocol (an opportunistic architecture for wireless mesh
networks using NC) show average throughput gain about 3–4× when compared to current 802.11 in
a wireless 20-node network. The experimental throughput (3–4×) overcome the theoretical gain (2×)
because NC also alleviates hot-spots in the network. The alleviated hot-spots experience lower queues
and lower rate of dropped packets due to overfull queues [37]. The similar results have been confirmed by
CONCERTO protocol in Mobile Ad-hoc NETworks (MANETs) [27]. As a consequence of efficient use
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of the resources, NC potentially offers high energy savingsand small communication delay. In addition,
random linear network coding provides an extra possibilities to security issues. Besides throughput gains,
NC offers substantial complexity benefits. In case of linearNC, the optimal throughput is achieved by
polynomial complexity algorithms. In case of random linearNC, the optimal throughput is achieved even
in a distributed and random (potentially unknown) network topology not requiring any rooting algorithms
(however with redundancy added into the header of every packets).

2.3.6 Possible Applications of Network Coding

Possible application scenarios of network coding are very extensive. Basically, NC is always beneficial
in dense interference-limited networks with multiple sources and destinations. They range from wired
networks which may undergo erasure errors (like in the case of the Internet) to data storages and content
sharing services. Promising application scenarios propose also wireless networks in general and relay
networks such as e.g. satellite or mobile ad-hoc networks. Especially, the application in wireless networks
deserves more attention. In traditional way, a wireless link is allocated for each P2P communication and
other possible overheard information at the other unintended nodes are considered as interference. But in
case of NC,wireless broadcastcan be utilised to deliver network coded packet to multiple destinations.
Every destination then increases its chance to obtain an additional linearly independent equation (linear
combination of packets) which increases its chance for correct decoding.

We must note that the implementation of network coding, eventhough it stems on very simple and
well known algebraic background, is not trivial because it requires to change/modify more layers in the
network architecture stack. NC approach is not an evolutional improvement which can be additively
applied to the existing networks without dramatic changes of the architecture. This effect complicates
quick and massive deployment as we have seen e.g. in the case of turbo codes.

2.3.7 Tutorial Examples

Let us demonstrate throughput gains of NC on simple network topologies like a 2-source 2-destination
relay channel denoted as abutterfly networkand a 2-Way Relay Channel (2-WRC). NC is built above
some existing PHY layer. It means it operates in a discrete domain of finite fields rather then with real
signals. Therefore the simplest models which can demonstrate the gains of NC suffice to assume ideal
error-free links. Let each link can accommodate rate 1 symbol (or packet) per-channel-use. Only one
terminal can use (i.e. listen or transmit) the link at the same time. The links corresponds to wireless
connections so when a node transmits, the same message is delivered to all connected neighbours. In
order to better respect hardware constraints, we assume half-duplex bidirectional links (i.e. every terminal
is either listening or transmitting but cannot do both at thesame time6). In such artificial models the
gains are shown in the form of saved transmission time slots.In real situation, the channels undergo
some imperfectness of wireless communication such as noise, fading, synchronisation errors, etc. and
its characterisation is much more complicated. Nevertheless, the gains of NC in more realistic models
possess the similar origin that is based on a more efficient use of orthogonal resources.

Butterfly Network

First, we demonstrate the gains of NC in a butterfly network7 shown in Fig.2.6. SourceSA wish to
transmit the same data to destinationsDA andDB and similarlySB transmits to both destinations (i.e. it is
a multicast network and it would be a single-source network if we allow an additional source connected to
both sourcesSA andSB.). Figure2.7 illustrates standard routing approach in the butterfly network. After

6Theoretically, we are able to subtract known transmitted signal and thus receive a signal at the same time but hardware compon-
ents would require an extraordinary dynamic to perform thiscancellation that is not accessible by low-cost hardware components
today.

7As a butterfly topology is sometimes denoted a topology with additional node which would appear if we separated the relay
node into two serially connected relays. Similar properties can be shown in this modified topology. As a butterfly networkis also
denoted a topology with additional source-node which is connected to sourcesSA andSB. The resulting scheme has a single source
and multiple destinations, therefore it is amulticastnetwork.
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Figure 2.6: Butterfly network. SourceSA, SB transmits data to bothDA,DB with a help of relay nodeR.

Figure 2.7: Independent communication stages of the standard routing approach in the butterfly network

4 independent stages, both destinations receive datadA anddB. We denote the first two stages as multiple
access stages (two sources transmit towards the relay) and the other two stages as broadcast stages (the
relay transmits to both destinations). The NC solution to this multicast problem is depicted in Fig.2.8.
The NC approach differs at the BC stages, where instead of independent transmission (orthogonal in
time), the relay compresses information by XORing both symbols into the one network coded symbol

dAB= dA⊕dB, (2.1)

where symbol⊕ denotes an eXclusive OR (XOR) operation. This example holdsalso for the processing
per whole packets instead of symbols, in that case symbol⊕ denotes a bit-wise XOR operation. Note,
that XOR is not the only possible network coding function, for instance in case of linear NC the output
symbol is

dAB= cA⊗dA⊕ cB⊗dB, (2.2)

wherecA,cB are some non-zero coefficients from finite fieldFq of sizeq and⊕,⊗ denote addition and
scalar multiplication inFq. The network coded function needs to enable final destinationunique decod-
ing. It means that providing already transmitted data, there must be a unique inversion function. This
requirement leads to theory ofLatin squares[38]. The network coded symbol is then broadcast towards
both destinations at the same time. The key role is in the finaldestination processing where every destina-
tion interprets the network coded symbol in a different way.DestinationDA has already received symbol
dA at stage I. It obtainsdB from receiveddAB symbol and knowndA by inverse operation to XOR ofdAB

as
dB = N

−1(dAB,dA) = (dA⊕dB)⊕dA, (2.3)

where an inverse operation of XORN −1 is again⊕. DestinationDB has already receiveddB at stage II
and thus it obtains desired data symboldA as

dA = N
−1(dAB,dB) = (dA⊕dB)⊕dB. (2.4)

2-Way Relay Channel

Let us assume a similar scenario as a butterfly network called2-WRC shown in Fig.2.9where the direct
channel betweenA andB is not present. In this scenario, terminalA wish to send data symboldA to ter-
minalB and vice versa. In the current approach based on data routing, one round of 2-way communication
requires 4 independent stages as shows Fig.2.10.
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Figure 2.8: Independent communication stages of the NC approach in the butterfly network

Figure 2.9: 2-way relay channel. NodeA bidirectionally communicates with nodeB.

Figure 2.10: One round of 2-way communication in a 2-WRC withthe current data routing approach.

Note, that we cannot merge stage I and II together due to the half-duplex constraint. NC solution to
2-WRC is depicted in Fig.2.11. The final destination processing is the same as for the butterfly network
given by (2.3), (2.4). If each link is able to accommodate errorless rate 1bit/channel use, the overall
sum-rate (sum of terminalA rate plus terminalB rate) for 2-way communication is2/4= 0.5 bits/channel
use for the routing approach and2/3 = 0.6̄ bits/channel use for the NC approach. Clearly, NC approach
provides a higher sum-rate.

Figure 2.11: One round of 2-wary communication in a 2-WRC with the NC strategy.
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2.4 Wireless (Physical-Layer) Network Coding

WNC is an emerging approach for wireless networking which holds a lot of expectations in the research
community today. Its origin dates back to 2006, when parallely three research groups [39], [40] and [41]
introduced the concept of network coding at the physical-layer. WNC originates and shares basic ideas of
NC. Particularly,a) the relaying nodes perform some form of information compressionsimilarly as does
network coding (in wired error-free networks in order to reach a max-flow min-cut capacity bound) and
b) shared wireless medium is utilised as natural broadcastrather than an interference producing P2P link.
The last corner stone of WNC, which is distinct from NC, isc) a physical-layer processing.NC has been
originally build upon error-free bit-pipes manipulating with data packets and using algebraic operations
over finite fields. In WNC, we demand an equivalent operationswith real signals at the PHY layer
over unreliable wireless channel. This challenging approach (on optimal conditions) allows to exploit
interference and turns it into the extra capacity benefits.

For reference and introductory literature, we recommend survey paper [42] with plenty of creditable
references, book chapter [43] and tutorials [44] and [45].

2.4.1 Discoveries Leading to WNC

Information-theoretical discoveries leading to WNC were elaborating with protocols which require 2 or-
thogonal stages (one Multiple Access (MA) stage and one BroadCast (BC) stage) in a 2-WRC. Let us
consider the example depicted in Fig.2.11where 3 stages are employed for one round of 2-way com-
munication. Now, assume not a wired network but a wireless scenario, where instead of data symbols
dA, modulated signalM (dA) is transmitted;M denotes a modulation mapper which maps discrete data
symbols/codewords into relevant signals. The first two stages form a MAC channel because both sources
wish to send data to the common relay node. In fact, it is a MAC with orthogonally separated sources
in temporal domain. Based on network information theory, wecan do better by non-orthogonal MAC
techniques such assuccessive-detection and interference cancellationwhere both sources are forced to
transmit together at the same time and the receiver decodes the strongest source at first, cancel out and
then decode the other one. This approach leads to a 2 stage scheme as shown in Fig.2.12. We call this
scheme as Joint-Decode-and-forward (JDF) relaying strategy, because the relay performs a joint decoding
at the MA stage. Note, that JDF scheme is limited by standard MAC capacity region [7].

The other 2-stage scheme which precedes WNC is called Amplify-and-Forward (AF) relaying strategy,
where the relay simply amplifies and forwards what it receives at the MA stage. AF processing is much
less demanding than JDF, although no AWGN noise is removed atthe relay and so AF amplifies apart
from the useful signal also the noise which lowers the theoretical information rates. Since AF works in
the analogue domain, the term Analogue Network Coding (ANC)is often used [46].

2.4.2 Origin of WNC

New and strikingly simple idea of [39], [40] and [41] was that the relay does not need to decode jointly
[dA,dB] at the MA stage but rather directly a function of the data which will be broadcast at the BC
stage (here, the function of data is an invertible function providing one of the data message e.g. bit-wise
XOR dA ⊕ dB). In this text, we denote the invertible function providingone of the data message as a

Figure 2.12: One round of 2-way communication in a 2-WRC withnon-orthogonally separated MA
stages using the NC strategy.
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Figure 2.13: One round of 2-way communication in a 2-WRC using the WNC strategy.

network coding function, although functions used in the standard NC approach are often considered over
finite-field but functions admitted in WNC are more general algebraic structure – Latin squares [38]. The
information theoretic rates in case of WNC are not limited bythe MAC capacity region. The scheme is
briefly depicted in Fig.2.13. As conjectured in [47], the rectangular capacity region given by the cut-set
bound theorem [7] can be potentially achieved. Work [47] compares 2-stage protocols using AF, JDF
and the strategy where a function of data is decoded by the relay which is here denoted as De-Noise-and-
Forward (DNF). It concludes that the highest achievable rate for symmetric channel links and high SNR
provides DNF. In the low SNR region are achievable rates of DNF and JDF asymptotically identical [48].

2.4.3 Information Theoretical Considerations of WNC

In current networks, interference is widely understood as aserious obstacle and we usually speak about
interference-limited networks. Network coding has a potential to exploit unintended overheard com-
munication (interference) and with combination of WNC it has a potential to eliminate the interference
which has direct impact on overall throughput capacity in wireless networks. Information Theoretical
analysis [47] proposes WNC as a relaying scheme with the highest achievable rate in 2-WRC. Paper [49]
reveals the potential of WNC in wireless ad-hoc networks using large-scale network analysis.

Paper [47] shows that WNC based strategy may potentially attain a 2-WRC capacity upper-bound
given by the cut-set bound theorem

C= log2(1+ γ) [bits/channeluse], (2.5)

whereγ symbol denotes a signal-to-noise ratio. Proof that WNC can reliably operate outside of the
MAC capacity region was parallely presented in [48], [50] using theory ofnested lattice codes. Based on
remarkable properties of lattice codes [23], [22], it can be shown that nested lattice codes achieve

C= log2(1/2+ γ) [bits/channeluse]. (2.6)

We conclude that WNC using nested-lattice codes reaches thecapacity upper-bound within additive1/2

in SNR which is negligible for high SNR conditions.

2.4.4 Ambiguous Names Describing WNC

There are multiple labels currently used by the research community which denote the same relaying
strategy wherethe relay decodes an invertible function of data at the MA stage. The authors in [39]
denote this strategy as DNF, although the name de-noising does not give a true picture of a function
decoding and its relation to network coding. For a general name of NC processing at the PHY layer was
used the term PNC in [39]. The authors of [41] use the term Compute-and-Forward (CF) which also does
not give a true picture similarly as DNF. Recently, the term Physical-Layer Network Coding (PLNC)
coined by the authors of [40] is becoming more and more popular. Although it is sometimesused rather
for a general name of NC performance at the PHY layer (comprising e.g. also JDF and AF strategies).
In [51], the term Hierarchical-Decode-and-Forward (HDF) strategy is used to highlight some differences
between network coded data and function of data which are denoted as hierarchical data.

Throughout this thesis, we use the term WNC which is also often used with similar meaning as
PLNC. We do not consider its general interpretation, but we use it to denote the relay processing when an
invertible function of data is decoded at the MA stage.
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Figure 2.14: Decision regions ofdAB= dA⊕dB decoding at the MA stage of the WNC 2-way relaying.

2.4.5 Tutorial Example: WNC in a 2-WRC

Let us consider WNC approach in a 2-WRC as a tutorial example.Although the information theoretical
analysis in [47] predicts the highest achievable rates to WNC when terminals use long codewords, we
can simply demonstrates the basic principles on per-symbolrelaying (which is also practical for real
implementation). For the sake of simplicity, assume an ideally time-synchronised scenario with AWGN
disturbance8. Assuming that both terminals use Binary Phase Shift Keying(BPSK) modulation alphabet
AA = AB = ABPSK= {−1,1}, the received signal at the MA stage is

x= sA+ sB+w, (2.7)

where constellation pointssA,sB ∈ ABPSK andw denotes an AWGN noise. We define a one-to-one data-
to-signal modulation mapper as

M : dA = 0→ sA =−1, dA = 1→ sA = 1. (2.8)

Superimposed constellation pointsA+sB attains one of the three possible points fromAA+B = {−2,0,2}.
Notice that constellation points−2 and 2 uniquely correspond to data pairs[dA,dB] = [0,0] and[dA,dB] =
[1,1], but constellation point 0 may correspond to either[dA,dB] = [0,1] or [dA,dB] = [1,0] and we cannot
decide between them. But this is not a source of errors, because the relay decodes and broadcasts a
network coded data symboldAB being a bit-wise XOR function

dAB= dA⊕dB (2.9)

which for both undistinguishable cases[0,1] and [1,0] yields the samedAB = 0⊕ 1 = 1⊕ 0 = 1, see
decision regions fordAB decoding in Fig.2.14.

2.4.6 Channel Coded WNC

The tutorial example from the preceding section presents anuncoded per-symbol relaying. The per-
symbol relaying is practical in the sense that no additionaldelay is induced at the relay, however it
possess much higher error performance as would have with channel coding. There are several ways how
to implement channel coding into the WNC 2-way relaying. Theoretically, the scheme with the highest
achievable rate requires long codewords used by the terminals at the MA stage. From its superposition is
obtained network coded data packet, re-encoded and broadcast to the final destinations. The processing

8This could be a baseline model in a static frequency-flat environment with wireless channel cancellation adaptation.
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Figure 2.15: Example of the relative-fading at the WNC MA stage using 4QAM constellations and bit-
wise XOR decoding. Case a) withhA = hB = 1 performs much better than case b) withhA = 1, hB = ejπ/2

although in both cases the magnitude of all channel coefficients are the same.

of channel decoding and network coding should be performed jointly, see its concrete realization using
Factor-Graph Sum-Product Algorithm (FG-SPA) with LDPC codes in [52]. A separate processing of
these two operations is sub-optimal as claimed in [48] and [53]. The relay processing which uses channel
decoding and network coding separately shows approximately 1dB loss (Bit Error Rate (BER) at 10−4

using BPSK constellations and LDPC with interleaver size 1000 and code rate 0.4 at SNR 5dB [52]) over
the optimal processing. Similar performance loss suffers asub-optimal relaying scheme where network
coded symbols are obtained per-symbol and consecutively channel encoded. This approach is denoted
as alayered relay processing[51]. It requires linearity of the used network coding function, but the
processing is less demanding than the previous schemes.

2.4.7 Fading Channel Parametrization Effects

Relative-Fading of WNC Relay Processing with CSIR

Information theoretical analysis of WNC [47] assumes perfect knowledge of Channel State Information
(CSI) at all the nodes which is used for an ideal time, phase and frequency synchronisation and power
control. In a real system operating over wireless channel, the amount of feedback required for such
a perfect synchronisation would be prohibiting. In order tobring WNC closer to real implementation,
work [54] considers only local knowledge of CSI at the receiver side.In this setting, a new form of
fading in the WNC relaying appears. We call it arelative-fadingeffect [6], because it happens when a
ratio of channel gains is close to certain critical values (denoted assingularities)no matter what are the
actual channel gain values. So it can happen, that the systemperforms very poorly even though both
channel gains at the MA stage are strong enough. Figure2.15presents such a situation when 4QAM
constellations are used by the terminals and the relay decodes a bit-wise XOR function. The reason why
channel parametrisation is still an issue even when perfectChannel State Information at the Receiver side
(CSIR) is available (which does not appear in standard P2P communication) is due to the following. The
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received signal is
x= hAsA+hBsB+w, (2.10)

wheresA,sB are constellation space signals,hA,hB are frequency-flat channel coefficients known by the
relay andw denotes a complex AWGN sample with variance 2N0. The relay may work with an equivalent
signal when one of the known coefficients is eliminated e.g. as

x′ = x/hA = sA+ hB/hAsB+w′ = sA+αsB+w′, (2.11)

wherew′ is a sample of AWGN with variance2N0/|hA|2 andα denotes a channel parameter ratio. We
conclude that even with CSIR the superimposed constellation is still parametrized by channel ratioα
which may have a significant impact as shown in Fig.2.15.

Adaptive WNC Method Eliminating the Relative-Fading

The authors of [54] proposes an adaptive relay processing where a network coding function decoded
by the relay is adaptively chosen according to the actual channel ratioα in order to maximize minimal
Euclidean distance and thus it eliminates the relative-fading. Surprisingly, the proposed network coding
adaptation based on 4QAM alphabets requires network codingfunctions with higher cardinality than 4.
Paper [38] analyses the adaptive WNC strategy using theory of Latin squares and proposes a simpler
algorithm for the search of suitable network coding functions. Paper [54] also generalises the adapt-
ive WNC strategy for 2-WRC with multiple antennas at the relay. Following works [55], [56] confirm
that adaptive WNC strategy provides significant gains in theTCM coded system and in the system us-
ing multiple antennas at the relay and destinations. Our latest work [1] advices that there exist better
constellations for adaptive WNC than 4QAM such as 4HEX constellation, where the relative-fading is
eliminated by adaptive WNC without the use of network codingfunctions with cardinality higher than
4. The extended (higher than 4) cardinality network codes are undesirable since it introduces redundancy
decreasing the data rates at the BC stage.

Elimination of the Relative-Fading Without any Adaptation

Our works [4], [5] reveal that the relative-fading may not appear for specialtype of modulation schemes
and network coding functions (BPSK and bit-wise XOR being animportant example) without any form of
adaptation. Such modulations were denoted as Uniformly Most Powerful (UMP) alphabets due to the sim-
ilarity with UMP parametric detectors which performs the best among all possible detectors for any para-
meter value. In our case, UMP alphabets are those having maximal (the best) minimal distance among all
possible constellations with identical minimal distance of primary alphabet for any channel parameterα
value. Paper [4] identifies some important features of UMP alphabets like a)bit-wise XOR network cod-
ing function is necessary but not sufficient condition for UMP alphabets, b) orthogonal and bi-orthogonal
signalling is UMP and c) multi-dimensional constellationsneed to be used to fulfil UMP condition when
alphabet cardinality is higher than binary. In the design ofmulti-dimensional UMP constellations we can
beneficially consider naturally multi-dimensional schemes like frequency modulations Frequency Shift
Keying (FSK) and CPM [4]. The numerically designed UMP multi-dimensional constellations using
non-linear optimisation tools were proposed in [5]. It shows that UMP condition cannot be apparently
achieved when constellation spectral efficiency is higher than 1[bits/complexconstellationdimension].
Ignoring the effect of the relative-fading leads to a serious performance degradation and even constella-
tion alphabets which are not UMP but are resistant to the relative channel phase rotation provide consid-
erable gains [5], [57]. According to the extensive performance evaluation in [6], we conclude that the
relative-fading has much lower negative impact in a system with a reasonable level of diversity which is
a usual assumption in reliable communication systems for wireless channel.

Non-Coherent WNC 2-Way Relaying

Another method dealing with wireless environment without any adaptation is a non-coherent “blind” ap-
proach. It requires no CSI neither on a transmitter nor a receiver side. Paper [58] develops a non-coherent
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Figure 2.16: Chain topology. NodeA bidirectionally communicates with nodeB via serially concatenated
chain ofn-relays.

WNC using orthogonal FSK signalling. The non-coherent WNC relay processing is very different from
the canonical P2P non-coherent envelope detector. Anothernon-coherent WNC scheme using TCM and
MIMO 2-way relaying has been recently presented in [59].

2.4.8 Constellation Design for WNC in an AWGN 2-WRC

WNC possesses several unique features in comparison to canonical P2P communication. We have already
mentioned the effect of relative-fading. As another feature, we present a problem of constellation design
optimising minimal Euclidean distance. WNC error performance does not depend only on channel coding
& modulation but also on which network coding function is decoded at the relay and what type of symbol
indexing is used by the terminals. For instance, 8PSK constellation has minimal distanceδ 2

min = 0.59,
but when used at WNC MA stage, the minimal distance of bit-wise XOR decoding is only∆2

min = 0.34.
It can be even shown that there is no network coding function which would result in a higher minimal
distance. So, even if the relative-fading is not an issue dueto e.g. CSI available at the receiver as well
at the transceiver. It is generally not obvious what type of constellation, indexing and network coding
function leads to the highest minimal distance. Our paper [2] focuses on this issue. It shows, that con-
stellations taken from a common lattice structure which areindexed in a special way (indices form an
arithmetic progression along each lattice dimension; suchindexing is denoted as Affine-Indexing (AI))
has a minimal distance equal to the minimal distance in a P2P channel. It works under the condition that
modulo-sum network coding function is decoded at the relay.Paper [2] also presents some additional
features like that not every lattice-constellation is indexable by AI and it presents a list of constellations
with the maximal possible minimal distances. Paper [60] is focused on a joint constellation and network
coding function design. It allows unequal channel gains andalphabet cardinalities. The approach con-
siders combination of different canonical constellationslike 2-, 4-, 8-QAM etc. finding a combination
of constellations, its precoding coefficients and network coding functions leading to the highest minimal
distance. This design of network coding functions uses the greedy clustering algorithm trying to cluster
the closest superimposed-constellation points (as long asthe network coding function is invertible) into
the same cluster in order to maximize the minimal distance. The clustering algorithm is the same one
introduced in [54].

2.4.9 WNC in other than 2-WRC Network Topology

The concept of WNC 2-way relaying is theoretically as well aspractically quite well understood for
cases with both CSIR & Channel State Information at the Transceiver side (CSIT), CSIR only and no
CSI at all, including imperfect time synchronisation [61] and assuming current state-of-art communica-
tion approaches such as MIMO, TCM, turbo codes and principles of adaptation. Despite relatively good
knowledge of WNC 2-way relaying, the optimal WNC strategy ina more complex network topology is
the big unknown. From this point of view is the NC approach at the link-layer much more practical since
it scales well into more complex topologies (although it does not provide such capacity gains as WNC).
Strategies like the Compress-and-Forward (CF) strategy which designs PHY layer as to match the stand-
ard link-layer NC seems to be very promising. So far, WNC has been successfully generalised for achain
topology[44] (i.e. a bidirectional network with one source-destination pair and multiple serially connec-
ted relays between them depicted in Fig.2.16) and for a wireless butterfly network [45]. Certainly, we
could separate a complex general network topology into several 2-WRCs or other understood topologies,
but the resulting scheme would be suboptimal as noticed e.g.in [62], [3]. Paper [62] shows that WNC
strategy tailored fora star topology(i.e. two source-destination pairs bidirectionally communicating via a
relay with reasonably strong cross channel links depicted in Fig.2.17)) substantially increases achievable
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Figure 2.17: Star topology. NodeA bidirectionally communicates with nodeB and nodeC bidirectionally
communicates with nodeD with a help of relayR.

Figure 2.18: 3-terminal 1-relay multicast network. Every node sends data message to all other nodes, i.e.
it is a multicast network.

rates over the strategy based on WNC for twice 2-WRC. In a startopology, the cross channel links deliver
more information to the final destination, even though the information is not intended to the final destin-
ation, it enables higher network coding compression at the BC stage. Similarly as [62], our approach [3]
proposes WNC strategy for a3-terminal 1-relay multicast networkdepicted in Fig.2.18. The gain is ob-
tained w.r.t. the strategy that considers the 3-terminal 1-relay multicast network (3T-1R) as a two 2-WRC.
Particularly, paper [3] proposes a joint constellation prerotation & terminal constellation & its indexing
& network coding function that allows compression of two orthogonal MA stages (corresponding to 2×
WNC in a 2-WRC) into the single MA stage where multiple network coded data symbols are decoded at
once.

2.4.10 WNC in a General Network Topology

The WNC strategies presented in the preceding subsection are based on an optimisation constrained to
a given network topology. So far, no general rule how the optimal solution should look like is known.
The generalisation of WNC for a general multi-source multi-destination network is still an open chal-
lenge. The situation is very complicated due to a huge numberof parameters which influence the optimal
solution (e.g. every node may have different form of CSI and level of synchronisation, cooperation and
knowledge of the overall network topology, etc.). Development of WNC strategy that is robust to the
substantial portion of imperfectness is likely to be more important than the WNC strategy achieving the
maximal sum-rates but under unrealistic conditions requiring tremendous data overhead. A WNC design
for general wireless network is also challenging due to the lack of information-theoretical knowledge,
i.e. there is no paper like [47] for the 2-WRC saying that WNC is the optimal relaying strategy in a
general wireless multi-source multi-node network. This fact is demonstrated in unidirectional Multiple
Access Relay Channel (MARC) where decoding of a function of the incoming data is not always the best
solution [63].

2.4.11 Real Implementation of WNC

There are a few real verifications of WNC gains in a practically implemented system. The reason is a)
the same as in case of NC, i.e. the overall network architecture needs to be completely revamp and it
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is difficult to simply extend the existing concept by WNC processing, b) several new challenges need
to be solved such as an impact of wireless channel and synchronisation issues and generalisation for a
general multi-node multi-source network. Recently, paper[64] presents a real implemented solution in
a 2-WRC. The authors selected OFDM and Cyclic-Prefix (CP) strategy to combat time asynchronisa-
tion and frequency-selective fading. The gain of WNC is confirmed in Ettus Universal Software Radio
Peripheral (USRP) scenario based on modification of the 802.11a/g standard. It assumes BPSK terminal
constellations, bit-wise XOR network coding function and standard convolutional channel codes. Related
work [46] introduced an AF network coding based relying called ANC. Although ANC non-optimaly
amplifies also AWGN noise, it still provides a SNR gain∼ 30% over the NC based solution (implemen-
ted in COPE protocol, see Sec.2.3.5for more comments about COPE). ANC scheme combats time, phase
and frequency asynchronisation by a special signal processing using a non-coherent Minimum-Shift Key-
ing (MSK) modulation implemented in the GNU-radio. We conclude that current state-of-the-art of WNC
implementation does not go much further then in the 2-WRC.
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Contribution: Modulation Design for
Wireless Network Coding

45



This part is an overview of our contributions related to the WNC research. These works were pub-
lished mainly in [1, 2, 3, 4, 5, 6]. The publications were usually considerably page-limited. Yet, we have
an opportunity to introduce our work with a more space available and in certain cases we may include
some parts that were omitted due to the page limitation. We emphasis the impact of our results w.r.t.
the other works of the research community. We conclude our work in the last chapter where we discuss
potential directions for the future research and possible practical implementations.

We keep individual chapters as a stand alone text each describing a single result. Therefore, the
chapters contain some overlaps such as our notation conventions and system model descriptions (when
the contributions use the same one). We believe that this is amore easily accessible way how to present
our contributions than a single huge chapter with all the contributions mixed together (however without
the redundant overlaps). Certainly, we have cleaned up the text to minimizes the amount of redundancy
and we have synchronised the system descriptions and used notations.
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Chapter 3

Design of Lattice-Constellations and
Constellation-Indexing for WNC
2-Way Relaying using Modulo-Sum
Decoding

We consider a wireless (physical-layer) network coding 2-way relaying where both terminals use con-
stellations curved from a common lattice structure and the relay node decodes a modulo-sum function
of transmitted data symbols at the multiple-access stage. Performance of such a system with additive
white Gaussian noise is strongly determined by the used constellation indexing. For some indexing, the
minimal distance of modulo-sum decoding is 0 (some points ofsuperimposed-constellation are equal
despite correspondence to unequal modulo-sum of data symbols). It causes a considerable loss in the
error performance as well as in the alphabet-constrained capacity.

In this chapter, we show as our contribution that if indices form a modulo-arithmetic progression
along each lattice (real) dimension (denoted as Affine Indexing (AI)), the minimal distance of modulo-
sum decoding equals to the minimal distance of primary terminal constellations. We also find that some
canonical constellation-shapes prevent existence of AI, therefore we propose a greedy-sphere packing
algorithm for constellation-shape design which jointly maximizes minimal distance and keeps existence
of AI. In certain cases, we have found the constellations with the highest possible minimal distance of a
network coding function decoding.

3.1 Introduction

3.1.1 Motivation & Related Work

We consider the promising WNC strategy offering potentially the highest achievable throughput in a
2-WRC [47]. WNC encourages relaying nodes to decode an invertible function (denoted as a network
coding function) of transmitted data (instead of data itself) at the MA stage. In this work, we assume the
invertible function to be described by the modulo-sum operation and terminal constellations to be taken
from a common lattice structure (denoted as lattice-constellations), see an illustrative example in Fig.3.1.
We investigate lattice-constellations in the WNC 2-way relaying for the following synergetic reasons:

1. many canonical constellations (including popular QAM) are taken from a lattice [65],

2. many dense lattices are known [23] and implementable in the real system [66],

3. a superposition of lattice-constellations is again a lattice-constellation keeping e.g. the same dis-
tance properties,
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Figure 3.1: RelayRdecodes the modulo-sum function of transmitted data symbols from the superposition
of two primary lattice-constellations at the WNC-MA stage.

4. both domains mixed by WNC (thecontinuous signal spaceof physical-layer anddiscrete integer
spaceof network coding) can be described by common integer algebraic structure for lattice-
constellations.

We study an impact of constellation indexing on the overall performance with AWGN (see an example
of its impact in Figs.3.3 and3.4). Our scenario in comparison to [50], [48] assumes practical finite-
dimensional lattices and it does not require a nested lattice structure. WNC performance in an AWGN
channel corresponds to the ideally time & phase & power synchronised situation. It may serve also as a
performance benchmark for important performance in fadingasynchronous channels [54, 4, 5, 67].

3.2 System Model

3.2.1 2-Way Relay Channel Model

2-WRC comprises terminals A and B bi-directionally communicating via a supporting relay R in a
half-duplex manner (each node cannot send and receive at thesame time). We assume an ideal time-
synchronised scenario with AWGN and a per-symbol low-latency relaying as presented e.g. in [51].

3.2.2 Used Notation

We introduce the notation from the perspective of terminal A, since the notation for B is analogical.
Let both terminals A and B use the same constellationA = AA = AB including the same constellation-
indexing. AlphabetA ⊆CNs is assumed to be curved from someNs-complex-dimensional latticeΛ with
the cardinalityM = MA = MB = |A | to be a power of two. Baseband signal points in the constellation

spacesA forming the alphabetA = {s(i)A }M−1
i=0 are assumed to be normalised to the unit mean symbol

energy. We use upper-indices when we need to stress a concrete value of given variable. Let data symbol

bedA ∈ {d(i)
A }M−1

i=0 = ZM, whereZM = {0,1, . . . ,(M −1)} denotes non-negative integers with elements
lower thanM. We assume constellation mapperM : ZM → A such that the alphabet indices directly

equal to the data symbolsM (dA) = s(dA)
A . Using lattice-generator matrixG, we describe constellations

by lattice-coordinate vectorsa as

A =
{

s(i)A = Ga(i)−m : a(i) ∈ S

}M−1

i=0
(3.1)
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Figure 3.2: Model of the modulo-sum data decoding performedby the relay with AWGN noise at the
WNC-MA stage.

wherem= 1/M ∑M
i=1Ga(i) ensures thatA is zero-mean. Vectora∈S ⊆Z2Ns is a= [a0, ...,a2Ns−1]

T , ai ∈
Z,∀i ∈ Z2Ns whereS andZ = {. . . ,−1,0,1, . . .} denote a set of lattice coordinate vectors (determining
constellation shape) and the ring of integers, respectively. The lattice-generator matrix is formed by
concatenation of lattice-basis, e.g. rectangularZ2, hexagonalA2, checkboardD2, checkboardD4 and
GossetE8 lattice has the following matrices:

GZ2 = [1, j],

GA2 = [1,1/2+ j
√

3/2],

GD2 = [
√

2/2+ j
√

2/2,−
√

2/2+ j
√

2/2].

GD4 =

[
1 j 0 (1+j)/2

0 0 1 (1+j)/2

]
,

GE8 =




4 −2+2j −2j 0 0 0 0 1+ j
0 0 2 −2+2j −2j 0 0 1+ j
0 0 0 0 2 −2+2j −2j 1+ j
0 0 0 0 0 0 2 1+ j


 . (3.2)

We define an indexing mapper and a lattice-modulation mapperas

I : ZM 7→ S , I (dA) = a(dA), (3.3)

Λ : S 7→ A , Λ(a) = Ga−m= sA, (3.4)

respectively. The lattice-constellation modulation mapper is

M (dA) = Λ(I (dA)) = sA. (3.5)

3.2.3 Wireless Network Coding in a 2-Way Relay Channel

The WNC 2-way relaying consists of a MA stage when both terminals transmit simultaneously to the
relay with modulo-sum data decoding and a BC stage when the relay broadcasts the modulo-sum network
coded data symbol. Final destinations perform successful detection exploiting knowledge of its own data
via an invertibility of modulo-sum operation (similarly asin the network coding approach). Here, we
focus on the MA stage since its performance is more challenging than at the BC stage due to the additional
multiple-access interference.

MA stage

The relay receives a superposition of signals from terminalA and B (the scheme is depicted in Fig.3.2)

x = u+w = sA+ sB+w, (3.6)
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Figure 3.3: Minimal distance of the modulo-sum decoding with constellation indexing a) equals to the
minimal distance of primary constellations since all identical superimposed-constellation points lie in the
decoding region with the identical modulo-sum data symboldAB (marked by distinct colours according
to the associated multiplicative table) depicted in Fig. (3.5). Symbolsc0 andc1 denotes index-increments
of an arithmetic progression along each dimension as will bediscussed in Sec.3.3.2.

wherew is a complexNs-dimensional AWGN vector with variance 2N0 per-complex dimension andu is
a superimposed-constellation pointu ∈ AA+B ⊆ CNs where

AA+B =
{

u(i, j) = s(i)A + s( j)
B : s(i)A ,s( j)

B ∈ A

}M−1,M−1

i=0, j=0
. (3.7)

The standard maximum likelihood decoding of a modulo-sum data symbol

d̂AB= argmax
dAB

p(x|dAB), (3.8)

uses the following likelihood function

p(x|dAB) =
1

MAB
∑

(dA+dB)modMAB
=dAB

pw(x−M (dA)−M (dB)) , (3.9)

where the summation runs over all[dA,dB] such that(dA+dB)modMAB
= dAB∈ZMAB and the cardinality of

modulo-sum data symbols isMAB. Since modulo-sum is a minimum-cardinality network coding function
MAB = M. The noise probability density function equals to

pw(w) =
1

(2πN0)Ns
e−||w||2/2N0. (3.10)

3.3 Affine Indexing for Modulo-Sum Decoding

3.3.1 Impact of indexing

Figures3.3and3.4demonstrates the impact of the constellation indexing on the performance of modulo-
sum (Fig.3.5) decoding at the WNC-MA stage with 4-QAM constellations andindexing a) and b) (index
‘2‘ switched with ‘3‘). Unlike for indexing a), the modulo-sum decoding using indexing b) contains some
superimposed-constellation points (e.g.[0,2] and[1,3]) which are equal despite the correspondence to
unequal modulo-sum data symbols (i.e. the minimal distanceof modulo-sum decoding is 0) which causes
a considerable loss of the capacity as can be seen in Fig.3.11(dashed line).

3.3.2 Suitability of Affine Indexing

The following lemma explains why the errorless modulo-sum decoding using indexing a) in Fig.3.3was
not accidental.
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Figure 3.4: Indexing b) implies that some superimposed points of modulo-sum decoding will be decoded
erroneously.

Figure 3.5: Modulo-sum operationdAB= (dA+dB)mod4 wheredA,dB ∈ Z4.
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Lemma 1. Lattice-constellation indices forming a modulo-arithmetic progression along each lattice
(real) dimension (i.e. inverse indexing functionI −1 (3.3) is modulo-affine (denoted (AI)) imply that
all equal superimposed-constellation points correspond to the same modulo-sum data symbol.

Proof. Let two superimposed-constellation pointsu(dA,dB),u′(d′A,d′B) ∈ AA+B correspond to distinct data
symbol pairs[dA,dB] 6= [d′

A,d
′
B] and fall to the same constellation point:

u(dA,dB) = u′(d′A,d′B). (3.11)

Assuming primary constellations to be taken from a common lattice, we may use (3.1) and (3.7) to expand
(3.11) as

G(a+b)−2m= G(a′+b′)−2m (3.12)

and thusa+b= a′+b′ must hold which expanded per-dimension yields

ai +bi = a′i +b′i, ∀i ∈ Z2Ns. (3.13)

The superimposed pointu (resp.u′) matches modulo-sum data symboldAB= (dA+dB)modM (resp.d′
AB).

Let us further expanddAB andd′
AB utilising that index mapping functionI (dA) = a is bijective and so

the existence of inversion functionI −1(a) = dA is ensured. Exclusive symbols simplify to

dAB = (dA+dB)modM =
(
I

−1(a)+I
−1(b)

)
modM ,

d′
AB =

(
d′

A+d′
B

)
modM =

(
I

−1(a′)+I
−1(b′)

)
modM . (3.14)

The precondition of the lemma isI −1 to be a modulo-affine function and so it can be expressed as

I
−1(a) =

(
2Ns−1

∑
i=0

ciai + z

)

modM

, (3.15)

whereci ∈ Z denotes a common increment of a modulo-arithmetic progression in the ith lattice (real)
dimension. Integerz∈ Z is an integer constant which represents a cyclic-shift of the indices. Using
(3.15), we expand (3.14) as

dAB = (dA+dB)modM =
(
I

−1(a)+I
−1(b)

)
modM

=

((
2Ns−1

∑
i=0

ciai +z

)

modM

+

(
2Ns−1

∑
i=0

cibi +z

)

modM

)

modM

⋄)
=

⋄)
=

(
2Ns−1

∑
i=0

ciai +z+
2Ns−1

∑
i=0

cibi +z

)

modM

=

(
2Ns−1

∑
i=0

ci(ai +bi)+2z

)

modM

(3.16)

where in⋄) step, we use the modulo-arithmetic rule

(x+ y)modM = (xmodM + ymodM)modM . (3.17)

By the same manipulations, we obtain

d′
AB=

(
2Ns−1

∑
i=0

ci(a
′
i +b′i)+2z

)

modM

. (3.18)

Comparing (3.16) with (3.18), we conclude that if superimposed-constellation points are equal ((3.13)
holds), thandAB= d′

AB which proves the lemma.

Example 1. Note, the indices of indexing a) (Fig.3.3) in the first horizontal dimension are ‘0‘ and ‘1‘,
and ‘2‘ and ‘3‘ both with common horizontal index-incrementc0 = +1; similarly the index-increment
in the vertical dimension isc1 = +2 (indices ‘0‘ and ‘2‘, and ‘1‘ and ‘3‘). Therefore indexing a) is AI,
unlike to indexing b) where e.g. the common increment for thefirst horizontal index pair ‘0‘, ‘1‘ is +1,
but for the second pair ‘3‘, ‘2‘ is −1 which does not allow AI.
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Corollary 1. It can be easily shown that all superimposed-constellationpoints lie in the same lattice
as primary lattice-constellation points. Obviously, if all equal superimposed-constellation points cor-
respond to the same modulo-sum data symbol (according to Lemma 1), then the minimal distance of
modulo-sum decoding [54]

∆min = min
(dA+dB) mod M 6=(d′A+d′B) mod M

∥∥∥u(dA,dB)−u′(d′A,d′B)
∥∥∥ , (3.19)

equals to the minimal distance of primary lattice-constellation ∆min = δmin, where minimal distance of
AA is defined as

δmin = min
dA 6=d′A

∥∥∥s(dA)
A − s

(d′A)
A

∥∥∥ . (3.20)

The error performance of uncoded modulo-sum decoding for high signal-to-noise ratio in AWGN is
well determined by∆min (3.19). A design of the system with the maximal∆min is not an obvious task
because instead of modulo-sum operation, generally every invertible function (e.g. bit-wise XOR) is
admittable and thus we face a joint optimisation problem (over constellations and invertible functions).
The number of all possible invertible functions is related to the number of distinct Latin squares which
increases w.r.t. cardinality very quickly (see [4] Tab.1) and the problem starts to be numerically un-
manageable. However, utilising Lemma1 and Corollary1, we may fix the invertible function to be the
modulo-sum function and we search over the lattice-constellations with the maximalδmin which can be
indexed by AI. We concern on the existence of AI in the following section.

3.3.3 Existence of AI for Canonical Lattice-Constellations

Existence verification algorithm

We use a brute-force approach to investigate whether canonical lattice-constellations can be indexed by
AI: we try all combinations ofci which we take from the following set

ci ∈ Ac = {1,2, . . . ,(M−1)}= ZM \ {0} , ∀i ∈ Z2Ns (3.21)

and check whether indexing functionI is bijective. By the restrictionci to be taken only from setAc,
we cover all possibilities because the arithmetic progression of AI needs to be taken moduloM.

Considered lattices

Although Lemma1 holds for arbitrary dimensional lattice-constellations,we focus on single complex-
dimensional ones (Ns = 1) since they are often implemented and easy to be shown with their indexing.
Particularly, we restrict on the rectangularZ2, checkboardD2 and hexagonalA2 lattice with generator
matrices (3.2).

Results

Table3.1 summarizes existence of AI for several canonical constellations. Symbol[c0,c1] denotes a
possible pair of common increments of AI and symbol× labels the cases which cannot be indexed by any
[c0,c1] (no AI exists). We have found that constellations with rectangular-type of shape in the rectangular
Z2 lattice as well as square shape in the checkboardD2 lattice can be indexed by AI. Unfortunately, some
constellation shapes that cannot be indexed by AI are often used in technical practise e.g. cross-shapes
in the rectangularZ2 lattice with odd bit-cardinalitiesM = 32,128 and also those with high-cardinality
sphere-like shapes.
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Table 3.1: List of canonical constellations and its possible affine indexing described by[c0,c1]

Λ Md shape A δ 2
min [c0,c1]

Z2 2 rectangular 4 [1,0]

4 rectangular 0.8 [1,0]

4 square 2 [1,2]

8 rectangular 0.67 [1,4]

8 sphere 0.82 [1,3]

16 square 0.4 [1,4]

16 cross 0.4 ×

32 rectangular 0.15 [1,8]

32 cross 0.2 ×

64 square 0.095 [1,8]

128 rectangular 0.038 [1,16]

128 cross 0.048 ×

128 sphere 0.049 ×

D2 8 square 0.8 [1,3]

32 square 0.19 [1,7]

128 square 0.047 [1,15]

A2 8 sphere 0.93 [1,3]

16 sphere 0.46 ×

32 sphere 0.23 ×
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Algorithm 3.1 Greedy-Sphere Packing Design of Constellation-Shapes Ensuring Affine-Indexing.

1. ChooseNs-dimensional lattice (a generator matrixG) from which we want to constructM-ary constellation.

2. Choose index-increments of AI[c0,c1, . . . ] ∈ A 2Ns
c whereAc = {1,2, . . . ,(M−1)} .

3. Initiation: set of lattice-coordinates includes the zero-coordinate vectorS := {a0 = 0} ; the current centroid ism := 0 and
the set of indices includes 0 indexAd := {0} .

4. Repeat

(a) Create a set of all hypothetical coordinate candidatesSx which are in the neighbourhood to all points inS but are
not included inS . (Coordinate vectorax ∈ Z2Ns is in the neighbourhood of coordinate vectoray if

∥∥ax−ay
∥∥ = 1,

i.e. ax differs fromay in only one dimension by±1.)

(b) Exclude all hypothetical coordinatesay ∈ Sx with the indexdy = I −1(ay) =
(

∑2Ns−1
i=0 cia

(y)
i +z

)
modM

already in-

cluded in the set of indicesdy ∈ Ad.

(c) Choose the onea∗ ∈ Sx with the signal point closest to the actual centroida∗ = argmina∈Sx ‖Ga−m‖ .

(d) Update: include coordinate vectora∗ into S := S ∪{a∗} , include indexd∗ := I −1(a∗) =
(

∑2Ns−1
i=0 cia∗,i

)
modM

into Ad := Ad ∪{d∗} and set a new centroidm := 1/|S |∑|S |
i=1 Gai where|S | denotes the cardinality of|S | .

5. Until |S |= M

6. Minimal Distance Maximisation: running step 2) through 5) for all distinct[c0,c1, . . . ] ∈ A 2Ns
c in step 2), we find the

constellation with the maximal minimal distance denoted asδmin,AI for corresponding optimal[c0,c1, . . . ]AI . (We assume

cyclic-shift of indicesz to be 0 in step4b), since the maximal minimal distance is not influenced byz.)

3.3.4 Greedy-Sphere Packing for Constellation Shape Design which Ensures AI

Results from the preceding section indicate that sphere-like lattice-constellation shapes for high-cardinalities
apparently prevent existence of AI. However, sphere-like constellation shapes possess the maximal shap-
ing gain [65],[68]. So, the question is: can we design sphere-like latice-constellation shapes for high-
cardinalities and ensure existence of AI? We propose the following simple optimisation algorithm to
answer this question.

Optimisation algorithm

Finding the optimal constellation shape for a general lattice structure requires high complexity optim-
isation especially in high-dimensional and high-cardinality alphabet case. Paper [66] suggests heuristic
low-complexity greedy-sphere packing algorithm for a constellation-shape design. It cannot always bring
the optimum, nevertheless, it may yield a near-optimal solution with a good performance. The algorithm
initially starts from the lattice origin and iteratively includes constellation points which are nearest to the
actual centroid untilM points are selected. We modify this algorithm to additionally ensure existence of
AI (we select only the lattice point which is nearest to the actual centroid from the set of neighbouring
lattice-points with not already included AI-indices). Theproposed algorithm is summarized in Alg.3.1.

Results

The found constellations (restricting onZ2 andA2 lattices) with the maximal minimal distance which
can be indexed by AI are summarized in Table3.2. Symbol[c0,c1]AI denotes the common increments
for which Alg.3.1 converges to the highest minimal distanceδmin,AI . Symbolδmin denotes the minimal
distance of alphabets obtained by Alg.3.1 irrespecting existence of AI (without step4b)). Parameter
10 log10

(
δ 2

min,AI/δ 2
min

)
measures de-facto a price we pay for constellations being able to be indexed by AI.
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Table 3.2: List of constellations designed by Algorithm3.1.

Λ Md A [c0,c1]AI δ 2
min,AI δ 2

min 10log10

(
δ 2

min,AI

δ 2
min

)

Z2 2 [1,0] 4 4 0

4 [1,2] 2 2 0

8 [1,3] 0.82 0.82 0

16 [1,4] 0.4 0.4 0

32 [1,7] 0.193 0.2 -0.15

64 [1,24] 0.097 0.098 -0.04

A2 2 [1,0] 4 4 0

4 [1,2] 2 2 0

8 [1,3] 0.93 0.93 0

16 [1,7] 0.453 0.457 -0.04

32 [1,6] 0.224 0.227 -0.06

64 [1,8] 0.112 0.113 -0.04
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3.3.5 Generalisation forNA−terminal WNC MA stage

It can be shown that Lemma1 holds in a general network withNA−terminals whereNA ≥ 2. We assume
that modulo-sum of all data symbols from allNA terminals is to be decoded at the relay, i.e. the relay
decodes

dA0A1...ANA−1 =

(
NA−1

∑
i=0

dAi

)

modM

, (3.22)

whereAi denotes theith terminal.

Proof. The proof has identical structure as the proof of Lemma1. Two interfering superimposed-
constellation points mean

NA−1

∑
j=0

a j =
NA−1

∑
j=0

a′j . (3.23)

It yields (per-dimension)
NA−1

∑
j=0

ai, j =
NA−1

∑
j=0

a′i, j , ∀i ∈ Z2Ns. (3.24)

Now, the modulo-sum network coded symbol corresponding to superimposed-constellationpointu equals
to

dA0A1...ANA−1 =

(
NA−1

∑
j=0

dA j

)

modM

=

(
NA−1

∑
j=0

I
−1(a j)

)

modM

=

=

(
NA−1

∑
j=0

(
2Ns−1

∑
i=0

ciai, j + z

))

modM

=

(
2Ns−1

∑
i=0

ci

(
NA−1

∑
j=0

ai, j

)
+NAz

)

modM

(3.25)

and similarly foru′

d′
A0A1...ANA−1

=

(
2Ns−1

∑
i=0

ci

(
NA−1

∑
j=0

a′i, j

)
+NAz

)

modM

. (3.26)

Equation (3.25) equals to (3.26) for interfering points (3.24) which proves the modified lemma.

3.3.6 Generalisation for Asymmetric Alphabet Cardinalities

Let us assume that the channel gains between relayR and terminalsA andB are unequal. Surely, we can
achieve the higher two-way sum-rate when we use suitable unequal constellation cardinalitiesMA 6= MB.
Therefore, let us consider the caseAA 6= AB.

It can be shown that Lemma1 still holds if both constellations are curved from the same lattice
(GA =GB) with identical common increments ci,A = ci,B, ∀i ∈Z2Ns. The last condition make an additional
restriction on which constellations can be used together, see an example with 4-QAM and 8-QAM in
Fig.3.6and3.7.

3.4 Error Performance Evaluation

3.4.1 Analytical Symbol Pair-wise Error Approximation

Figure3.9shows the uncoded symbol error performance of several canonical constellations from Table3.1
and optimised constellations from Table3.2. Figure3.10then supports our derivations by performance
of multi-dimensional lattice-constellations taken from the 4-real-dimensionalD4 checkboard lattice and
the 8-real-dimensionalE8 Gosset lattice [69]. The performance curves are supported by the following
analytical uncoded symbol error performancepair-wise errorapproximation (tight for high SNR)

Pse∼ NminQ
√

∆2
minγ/2, (3.27)
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Figure 3.6: TerminalA uses 4-QAM constellation indexed by affine-indexing with[c0,A,c1,A] = [1,2]
and terminalB uses rectangular-shape 8-QAM constellation with[c0,B,c1,B] = [1,2]. The modulo-sum
decoding (described by the Latin square in Fig.3.8) in a noiseless channel is errorless sinceci,A = ci,B,
∀i ∈ Z2Ns.

Figure 3.7: TerminalA uses 4-QAM constellation indexed by affine-indexing with[c0,A,c1,A] = [1,2]
and terminalB uses rectangular-shape 8-QAM constellation with[c0,B,c1,B] = [1,4]. The modulo-sum
decoding (shown in Fig.3.8) in a noiseless channel is erroneous sincec1,A = 2 6= c1,B = 4.

Figure 3.8: Modulo-sum operation(dA+dB)mod8 wheredA ∈ Z4 anddB ∈ Z8.
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Figure 3.9: Uncoded symbol error performance curves of several canonical constellations from Table3.1
and optimised constellations from Table3.2. The light-green line with triangular markers denotes 4-QAM
performance. It shows the impact of the erroneous modulo-sum decoding caused bynon-AI indexed
constellations (demonstrated in Fig.3.4). The dash-dotted curves denoted as ’analytic’ are the pair-wise
symbol performance bounds (3.27).

wherePse denotes a symbol error probability,Nmin is a multiplicative constant corresponding to the av-
erage number of nearest neighbours,Q is a Q-function,∆min is defined in (3.19) andγ is a per-symbol
SNR,

γ = Ēs/σ2 = Ēs/(2N0) = 1/(2N0), (3.28)

where we suppose the unit mean symbol energy constellationsĒs = 1 andσ2 denotes the variance of
complex AWGN sample which equals toσ2 = 2N0.

3.4.2 Average Number of Nearest Neighbours for WNC Method

It is interesting that in the case of WNC function decoding atthe MA stage, the average number of nearest
neighboursNmin does not count numbers of constellation points but a number of nearest decision regions
with different modulo-sum data symbols. Let us explain a computation ofNmin for plain BPSK constel-
lation. Its superimposed constellation is depicted in our illustrative example in Fig.2.14. Superimposed
constellation point−2 has the one nearestdAB = 1 decision region (containing point 0) and point 2 has
also the single nearestdAB = 1 decision region. Next, there are two points which fall to the same signal
space point 0, both have exactly the two nearest neighbour decision regions corresponding to different
dAB symbol. Summing up and dividing by 4 (we compute an average per-superimposed constellation
point), it yields

Nmin = 1/4+ 1/4+ 2/4+ 2/4 = 1.5. (3.29)

Note, that in the P2P AWGN channel, the average number of nearest neighbours of BPSK constella-
tion is a differentvalueNmin = 1/2+ 1/2 = 1. Table3.3 summarizes∆2

min andNmin for the considered
constellations used in Fig.3.9and3.10.
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Table 3.3: List of constellations and its∆2
min andNmin used in Fig.3.9and3.10.

Λ Md A ∆2
min Nmin

Z2 2 4 1.5

Z2 4 2 3

Z2 8 0.67 3.375

A2 8 0.93 5.125

Z2 16 0.4 3.75

A2 16 0.45 5.625

Z2 32 0.15 3.84

D2 32 0.19 3.873

A2 32 0.22 5.845

Z2 64 0.095 4

A2 64 0.11 6

Z2 2 4 1.5
D4 4 result of Alg.3.1 5.33 5.25
E8 16 result of Alg.3.1 7.26 30.19
D4 8 result of Alg.3.1 4 12

Z2 4 2 3
D4 16 result of Alg.3.1 2.33 15.11
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Figure 3.10: Uncoded symbol error performance of multi-dimensional lattice-constellations taken from
4-real-dimensionalD4 checkboard lattice and 8-real-dimensionalE8 Gosset lattice. The curves corres-
ponding to the identical bit-rate are grouped together. Thedash-dotted curves denoted as ’analytic’ are
the pair-wise symbol performance bounds (3.27).

3.5 Alphabet-Constrained Capacity Evaluation

In the previous sections, we have considered the minimal distance measure as a performance measure,
although performance of channel coded system using the ideal capacity-approaching codes are more
practical. For that reason, we evaluate Alphabet-Constrained Capacity (ACC). ACC is a mutual inform-
ation between discrete-valued uniformly-distributed input (determined by particular constellation) and
unconstrained-output. It represents the maximal possibleachievable rate using given constellation. Sys-
tem with concatenated linear capacity-approaching channel code is expected to perform close to these
curves [51]. The ACC curves of WNC in a 2WRC can be easily numerically evaluated by

C∗ = log2M+
1
M

ˆ

x∈CNs

M

∑
dAB=1

p(x|dAB) log2
p(x|dAB)

∑M
d′AB=1 p(x|d′

AB)
dx. (3.30)

wherep(x|dAB) equals to (3.9), for the derivation and more detailed discussion see [51].
Figure3.11presents ACC curves for several considered constellationsand indexing (all uses AI ex-

cept of the one from the example in Fig.3.4). Curves described by ’maxmin-shape’ denote the cases with
the shape maximised by Alg.3.1. The results show that AI lattice-constellations with modulo-sum relay
decoding is a viable approach in an AWGN 2-WRC.

3.6 Conclusion

In this chapter, we have studied impact of constellation indexing on the performance of relay processing
at the multiple-access stage of WNC in a 2-way relay channel.We consider the scenario where both
terminals use constellations curved from a common lattice (denoted as lattice-constellations) and the
relay decodes modulo-sum operation of transmitted data symbols. The proposed constellation-indexing
(denoted as Affine-Indexing (AI)) implies the minimal distance of modulo-sum decoding to be equal to
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Figure 3.11: Alphabet-constrained capacities of several canonical constellations from Table3.1and op-
timised constellations from Table3.2. The dashed-line curve with 4-QAM constellation shows the impact
of erroneous modulo-sum decoding caused by a constellation-indexing which isnot AI (the example in
Fig.3.4). Figure3.4shows that 4 out of 16 superimposed-constellation points are erroneously interfering
(with 50% probability of error). It yields4/16= 1/4 of interfering points and1/4 ·50%= 1/8 are erroneous
which equals tolog2 4/8= 0.25 of erroneous bits. The loss of 0.25 over AI case (solid-red-square line) bits
for high SNR is well seen on the dashed-line curve.
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the minimal distance of primary terminal constellation (for some non-AI indexing the minimal distance is
0). We have found that not every lattice-constellation shape can be indexed by AI. Unfortunately, sphere-
like shapes cannot be indexed by AI, therefore we have proposed a greedy-sphere packing algorithm for
the constellation shape design maximizing the minimal distance while keeping the existence of AI. The
proposed AI lattice-constellations not only possess good minimal distance properties (if taken from a
dense lattice), but also perform well in the measure of alphabet-constrained capacity.

We see a great potential of the WNC strategy using AI lattice-constellations with modulo-sum relay
decoding also in a general multi-source multi-destinationnetwork. Especially the connection of WNC
with lattice-constellations is interesting since a superposition of any number of interfering terminals (us-
ing alphabets taken from an identical lattice) lay again in the same lattice and all the lattice-constellation
points can be described by integer coefficients. It means that the domains mixed by WNC (thecontinu-
ous signal spaceof physical-layer anddiscrete integer spaceof network coding) can be described by a
common integer algebraic structure. Based on our results, the invertible modulo-sum network coding
function with AI indexed lattice-constellations seems to naturally correspond to the additive property of
interfering electromagnetic waves at the WNC MA stage.
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Chapter 4

Design of Constellations for Adaptive
Minimum-Cardinality WNC utilising
Hexagonal Lattice

We focus on a constellation design for adaptive WNC strategyin a wireless 2-way relay channel. It is
well known that 4QAM constellation requires extended-cardinality network coding adaptation to avoid all
singular channel parameters at the MA stage. The cardinality extension is undesirable since it introduces
the redundancy decreasing the data rates at the broadcast stage.

In this chapter, we target a constellation design removing all the singularities without the cardinality
extension. We show that such a constellation is a 4-ary constellation taken from hexagonal lattice (4HEX)
which we present as a main contribution. Adaptive WNC using 4HEX (illustrated in Fig.4.1) keeps com-
parable error performance at the MA stage as popular 4QAM, however without the cardinality extension.
The similar properties has been found also by unconventional 3HEX and 7HEX constellations.

4.1 Introduction

4.1.1 Motivation & Related Work

WNC theoretically offers the highest achievable throughput in a wireless 2-WRC assuming perfect CSI
at all the nodes [47]. Considering more practical situation with CSI at the receivers, WNC performance
emerges a new type of fading phenomenon. This fading (denoted as Relative-Fading (RF)) appears when
a ratio of channel coefficients equals to certain critical values (denoted as singularities) when typical con-
stellations are used by the terminals. The singularities force a minimal distance of network coding relay
decoding to 0, regardless of magnitudes of the channel coefficients. Even if the channel parameters are
Rayleigh/Rice distributed, the average performance is remarkably degraded due to this phenomenon. The
authors in [54] propose an adaptive WNC strategy eliminating this performance degradation. It adapts
network coding function according to the actual channel parameter ratio so as to maximize the minimal
distance (it is equivalent to removing all the singularities). The authors in [5] designed multi-dimensional
constellations which avoid the singularities even withoutnetwork coding adaptation, however its spec-
tral efficiency seems to be upper-limited by 1 bit-per-complex-dimension. Existence of singularities for
constellations with higher spectral efficiency is without the adaptation apparently inevitable. Paper [38]
presents a simplified search for network coding functions based on the theory of Latin squares. Both [54]
and [38] conclude that 4QAM requires extended-cardinality network coding adaptation to avoid all the
singularities. The cardinality extension is undesirable since it introduces the redundancy decreasing the
data rates at the BC stage.
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Figure 4.1: Multiple-access stage of WNC in a 2-WRC using adaptive network codingNadapt(hB/hA) and
4ary hexagonal constellations.

4.2 System Model

4.2.1 Signal Space Model and Used Notation

Let both terminals A and B use the same constellation (including the same constellation-indexing)AA =
AB = A which is assumed to be linear (A ⊆ C) and curved from a common lattice. The notation from
the perspective of terminal A is following. Baseband signalpoints in the constellation spacesA forming

the alphabetA = {s(i)A }M−1
i=0 are assumed to be normalised to the unit mean symbol energy, whereM is a

constellation cardinalityM = |A |. The upper-indices⋆(i) are used when a concrete value of the variable is
to be stressed, otherwise they are omitted. We define a constellation mapperM : ZM → A such that the

alphabet indices directly correspond to data symbolsM (dA) = s(dA)
A ,where data symbols aredA ∈ZM and

ZM = {0,1, . . . ,(M −1)} denotes the set of non-negative integers lower thanM. Using lattice-generator
matrixG, we unambiguously describe constellation signals by lattice-coordinate vectorsa as

s(i)A = Ga(i)−m, ∀i ∈ ZM, (4.1)

wherem= 1/M ∑M
i=1Ga(i) ensures thatA has a zero-mean. Vectora = [a0,a1]

T ∈ S ⊆ Z2 is taken
from a set of lattice coordinatesS (determining the constellation shape), whereZ = {. . . ,−1,0,1, . . .}
denotes the ring of integers. Generator matrices of the rectangularZ2 and the hexagonalA2 lattice are
GZ2 = [1, j] andGA2 = [1,1/2+ j

√
3/2]. A one-to-one indexing mapper between the constellation-indices

and the lattice-coordinates is defined as

I : ZMd 7→ S , I (dA) = a(dA). (4.2)

4.2.2 2-Way Relay Channel and Model Assumptions

A 2-WRC consists of two terminals A and B bi-directionally communicating via supporting relay R in
a half-duplex manner (each node cannot send and receive at the same time). We assume an idealised
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time-synchronised scenario and Rayleigh/Rice flat fading with CSI at the receivers. We analyse an un-
coded per-symbol WNC relaying and we expect similar performance trends as with concatenated channel
coding, see [52], [51] for more details about the receiver processing of such a concatenation.

4.2.3 Adaptive WNC in a wireless 2-WRC

The WNC 2-way relaying consists of a MA stage and a BC stage. Atthe first MA stage, both terminals
transmit simultaneously to the relay which receives a signal superposition

x= hAsA+hBsB+w= u+w, (4.3)

whereu∈ AA+B denotes a superimposed signal

u(dA,dB) = hAs(dA)
A +hBs(dB)

B , ∀dA,dB ∈ ZM, (4.4)

wherew is a complex AWGN noise with variance 2N0 andhA,hB are fading channel coefficients. The
relay decodes a network coded data symboldAB as

d̂AB= argmax
dAB

p(x|dAB), (4.5)

where the likelihood function is

p(x|dAB) =
1

MAB
∑

N (dA,dB)=dAB

1
2πN0

e
−
∣∣∣x−u(dA,dB)

∣∣∣
2

2N0 . (4.6)

The summation in (4.6) runs over all[dA,dB] ∈ Z2
M such thatN (dA,dB) = dAB. The network coding

functionN fulfils an exclusive law of network coding [54]

N (dA,dB) 6= N (d′
A,dB), dA 6= d′

A,

N (dA,dB) 6= N (dA,d′
B), dB 6= d′

B
(4.7)

in order to ensure decodability at the destinations when oneof the terminal data symbols is provided.
We denote the cardinality of network coded symbols asMAB (dAB ∈ ZMAB). It is generallyMAB ≥ M,
whenMAB = M (resp.MAB > Md), we denote suchN as aminimum-(resp.extended-) cardinality one.
The maximal capacity gain due to the network coding-based information compression is achieved when
cardinalityMAB is minimal. FunctionN is uniquely specified by its Latin square [38] which we denote as
a matrixN, whereN (dA,dB) = [N]dA,dB

. We will use modulo-sumNMOD(dA,dB) = (dA+dB)modM and
bit-wise XORNXOR(dA,dB) = dA⊕dB minimum-cardinality network coding functions which possess
the following Latin squares (forM = 4)

NXOR =




0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0


 , NMOD =




0 1 2 3
1 2 3 0
2 3 0 1
3 0 1 2


 . (4.8)

In the adaptive WNC strategy [54], the relay adaptively selects network coding functionNadaptac-
cording to instantaneous CSI (channel ratioα = hB/hA) in order to maximize the minimal distance of the
relay processing. It can be shown that the minimal distance is maximized if all so-called singular channel
parameters areavoided[38].

Definition 1. A singularchannel parameterα = hB/hA is such a channel ratio for whichhA,hB 6= 0 and

s(dA)
A +αs(dB)

B = s
(d′A)
A +αs

(d′B)
B , [dA,dB] 6= [d′

A,d
′
B]. (4.9)

A function N avoids a singularityα when (4.9) holds andN (dA,dB) = N (d′
A,d

′
B) and thus situ-

ation (4.9) is not a source of errors in network coded data decoding (4.5).

At the second BC stage, the relay broadcasts network coded data symboldAB and the final destinations
subsequently perform successful detection exploiting theknowledge of its own data symbols and (4.7).
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4.3 Analysis of 4QAM Singularities

We analyse the singularities of 4QAM with a help of Theorems1, 2, 3. More details about Theorem1
are in [2].

Theorem 1. Assume a superposition of two constellations taken from a common lattice. If both constellation-
indices form a modulo-arithmetic progression along each lattice dimension (inversion of (4.2) I −1 is
modulo-affine (denoted as Affine Indexing (AI)), than all equal superimposed-constellation points corres-
pond to an identical modulo-sum data symbol.

Proof. The proof and more discussions are presented in Sec.3.3.2.

Theorem1 shows that singularityα = 1 (hA = hB = 1) can be avoided by minimum-cardinality modulo-
sum functionNMOD providing AI indexed constellations. 4QAM can be indexed byAI [ 2] with c= [1,2]
(whereci ∈ Z denotes a common increment of a modulo-arithmetic progression in theith dimension) as
shown in Fig.4.2.

Figure 4.2: Modulo-sum function avoids singularityα = 1 if both constellations are indexed by affine-
indexing.

Definition 2. A vector permutationP[⋆] which maps vectorn =[0,1, . . .(M−1)] on a vector

p = [p0, p1, . . . p(M−1)] (4.10)

is denoted asPp [n] = p. In a similar way, we define a column matrix permutation as

Pp[N] = [N⋆p0,N⋆p1, . . .N⋆p(M−1)
], (4.11)

whereN⋆i denotes theith column of matrixN. We describe a row permutation asPpT [N] = Pp[NT ]T and
the exponent of the permutation asP2

p [N] = Pp [Pp[N]] whereP0 is an identity.

Theorem 2. Let network coding functionN with Latin squareN avoid a singularityα using constel-
lationsAA,AB. Now, if we re-index constellationAA (resp.AB) according to some permutation P, than
the same singularityα is avoided by the network coding function with the Latin square permuted by the
permutation P on rows (resp. columns) ofN.

Theorem2 is obvious and instead of the proof we rather clearly demonstrate the principle on the
example in Fig.4.3. Here, the channel parametershA = 1 andhB = ejπ/2 (α = ejπ/2) cause 90◦ rotation of
the constellationAB. The rotation effectively means only a constellation re-indexing due to the symmetry
of 4QAM constellation shape and rectangular lattice. Now, if we find some new indices (denoted by blue
colour in Fig.4.3) forming AI jointly with indexing ofAA, than the singularity is avoided by modulo-sum
function. There always exists a permutation which maps old indices to the new AI indicesPp[⋆] and
according to Theorem2 the removing singularity network coding function has LatinsquarePp[NMOD].
Similar principle is depicted also in Fig.4.1.
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Figure 4.3: Column permutation (that re-indexAB to be jointly AI with indexingAA) of modulo-sum
function which avoids singularityα = ejπ/2.

Theorem 3. If network coding functionN avoids a singularityα, α 6= 0, then the sameN avoids also
1/α.

Proof. We obtain the theorem simply, when we multiply both sides of (4.9) by 1/α on condition thatsA,sB

are from the same alphabetA .

Let summarize analysis of 4QAM singularities. According toTheorem2 and3, once we avoid sin-
gularities taken modulo 90◦ rotation and with|α| ≤ 1, then we avoid all of them. Particularly, they are
{1, (1+j)/2} . According to Theorem1 we avoid singularity 1 by the minimum-cardinality modulo-sum
function or according to [54] by the bit-wise XOR function. Unfortunately, works [54], [38] show that
removal of singularity(1+j)/2 requiresextended-cardinalityLatin square

N2 =




0 1 2 3
2 3 1 4
3 0 4 2
4 2 0 1


 . (4.12)

Figure4.4presents the normalised parametric minimal distance defined as

∆2
min(α) = min

Nadapt(dA,dB) 6=Nadapt(d′A,d
′
B)

∥∥∥∆s
(dA,d

′
A)

A +α∆s
(dB,d

′
B)

B

∥∥∥
2
,

where∆s
(dA,d

′
A)

A = s(dA)
A −sA

(d′A), ∆s
(dB,d′B)
B = s(dB)

B −s
(d′B)
B . It verifies that all singularities have been avoided

(i.e. ∆2
min (α) is non-zero for any non-zeroα). The relay adaptively selectsNi according to adaptive

network coding functionNadapt(α) shown in Fig.4.5 whereN2 is defined by (4.12) and

N0 = NXOR, N1 = P[1,3,0,2][N0], N3 = P[1,3,0,2][N2],

N4 = P2
[1,3,0,2][N2], N5 = P3

[1,3,0,2][N2].
(4.13)

4.4 Proposed Hexagonal Constellations

4.4.1 4-ary HEX Constellation

In the preceding section, we have found that all unit-lengthsingularities|α|= 1 of 4QAM can be avoided
by minimum-cardinalitynetwork coding functions. Particularly, there are four unit-length singularities{

ej2πk/4
}3

k=0 due to the 90◦ symmetry of the rectangular lattice. This motivates us to consider constella-

tions taken from the hexagonal lattice since there are possibly six unit-length singularities
{

ej2πk/6
}5

k=0
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Figure 4.4: Parametric minimal distance∆2
min (α) of 4QAM constellation.
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Figure 4.5: Adaptive network coding functionNadapt(α) of 4QAM constellation.
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Figure 4.6: Singularityα = j
√

3/3 is avoided by the modulo-sum network coding function if all indices in
the critical lattice-dimension (emphasized) are indexed by affine-indexing (here with coefficientc= 3).

due to its 60◦ symmetry. The number of singularities is limited and depends only on the alphabet car-
dinality so we may hope that if we avoid more singularities byminimum-cardinality functions we could
conceivably avoid all of them. Let us analyse the singularities of 4ary hexagonal constellation (4HEX)

A4HEX =
√

2/4

{
−3− j

√
3,1− j

√
3,−1+ j

√
3,3+ j

√
3
}
, (4.14)

depicted in Fig.4.1. The shape of 4HEX is symmetric to 180◦ rotation. Therefore we suffice to analyse
singularities taken modulo 180◦ rotation and with|α| ≤ 1. They are

{
1,ej π/3,ej2π/3,

√
3/3ej π/6, j

√
3/3,

√
3/3ej5π/6

}
. (4.15)

We avoid unit-length singularities
{

1,ejπ/3,ej2π/3
}

by the same procedure as in the case of 4QAM: we
search for such a new indexing ofAA andAB that would be jointly AI and then the permuted modulo-sum
function avoid these singularities. However, there does not exist an indexing that would be jointly AI for

{√
3/3ej π/6, j

√
3/3,

√
3/3ej5π/6

}
. (4.16)

But a more detailed analysis shows that two super-imposed points which fall to the same position are
composed of the signal points taken from a single lattice dimension. Thus, if the constellation-indices
are jointly AI in this critical dimension, than the singularity is avoided by modulo-sum as shown e.g. in
Fig.4.6. All singularities of 4HEX can be avoided by the followingminimum-cardinalitymodulo-sum
based adaptationN MOD

adapt (α) using the functions

N0 = NMOD, N1 = P[3,1,0,2][N0], N2 = P[0,2,1,3]T [P[2,1,0,3][N0]],

N3 = P[3,2,1,0][N0], N4 = P[3,2,1,0][N1], N5 = P[3,2,1,0][N2].
(4.17)

There is a numerically manageable number (4 in the standard form) of all 4ary minimum-cardinality Latin
squares (unlike for 8-ary cardinality where there is∼ 1012 Latin squares). Based on a brute-force search,
we found that bit-wise XOR based network coding adaptation requires an adaptation to only 3 functions
Ni = Pi

[0,2,3,1][NXOR], i ∈ Z3 and thus it is more practical for real implementation. See Figures.4.5, 4.8
and4.9summarizing the 4HEX adaptation.
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Figure 4.7: Parametric minimal distance of the adaptive WNCstrategy using 4HEX.
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Figure 4.8: Adaptive network codingN MOD
adapt (α) based on the modulo-sum function for 4HEX.

Figure 4.9: Adaptive network codingN XOR
adapt(α) based on the bit-wise XOR function for 4HEX.
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4.4.2 Unconventional 3-ary and 7-ary HEX Constellations

In the similar way, we analyse

A3HEX =
{

e−j5π/6,e−j π/6, j
}

(4.18)

and
A7HEX =

√
7/6

{
e−j2π/3,e−j π/3,−1,0,1,ej2π/3,ej π/3

}
(4.19)

constellations with 60◦ rotationally symmetric shapes. The singularities taken modulo 60◦ and|α| ≤ 1
are{1} and

{
1/2,1,1/

√
3ej π/6,2/

√
3ej π/6

}
, respectively. All the singularities are avoided by theminimum-

cardinalitynetwork coding adaptation depicted in Fig.4.10and4.11, 4.12and4.13where

Ni = Pi
[0,2,1][NMOD], i ∈ Z2 (4.20)

and
Ni = Pi

[1,4,0,3,6,2,5][NMOD], i ∈ Z6, (4.21)

respectively.

Figure 4.10: Parametric minimal distance∆2
min (α) of the adaptive WNC strategy using 3HEX constella-

tion.
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Figure 4.11: Adaptive network coding functionNadapt(α) for 3HEX constellation.
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Figure 4.12: Parametric minimal distance∆2
min (α) of the adaptive WNC strategy using 7HEX constella-

tion.
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Figure 4.13: Adaptive network coding functionNadapt(α) for 7HEX constellation.

4.5 Performance Evaluation

The performance of the uncoded network coded symbol decoding at the MA stage (4.5) is depicted in
Fig.4.14. We conclude that the performance of the minimum-cardinality network coding adaptation
using 4HEX is considerable better than the minimum-cardinality adaptation using 4QAM (because the
singularity(1+j)/2 cannot be avoided.) and it is comparable to the extended-cardinality adaptation using
4QAM.
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Figure 4.14: Network coded symbol error rate at the MA stage of the adaptive WNC strategy in Rician
K = 10dB channel using 4QAM and 4HEX constellations.

4.6 Conclusion

We present 3HEX, 4HEX and 7HEX constellations which avoid all singularities in the adaptive WNC 2-
way relaying without the network coding cardinality extension which increases the redundancy at the BC
stage (as in the case of 4QAM). The proposed 4HEX constellation clearly outperforms 4QAM in the con-
sidered scenario. In addition, 4HEX uses the adaptation using bit-wise XOR permutations which enables
a simple channel coding concatenation implementation [51]. Based on these properties, we conclude that
the adaptive WNC with 4HEX is very convenient for practical implementation.
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Chapter 5

Design of UMP Alphabets employing
Multi-Dimensional Frequency
Modulations

WNC is a promising 2-way relaying strategy due to its potential to operate outside of the classical MAC
capacity region. Assuming a practical scenario with Channel State Information at the Receiver side
(CSIR) andno channel adaptation, there exist modulations and network coding functions for which even
non-zero channel parameters (denoted as singular) cause zero minimal distance – significantly degrading
its performance.

In this chapter, we show that non-binary linear alphabets cannot avoid these singular parameters.
Moreover, some network coding functions even imply its existence. We show that such a function is
not a bit-wise XOR. We define the robust alphabets avoiding all singularities and achieving the minimal
distance upper-bound for all parameter values. We denote these alphabets as Uniformly Most Powerful
(UMP). We find that any binary, any non-binary orthogonal andany bi-orthogonal modulation is always
UMP when combined with the bit-wise XOR function. Apparently, non-binary UMP alphabets are multi-
dimensional and so we optimize naturally multi-dimensional modulations such as Frequency Shift Keying
(FSK) and full-response Continuous Phase Modulation (CPM)to yield UMP alphabets. In case of FSK,
we optimise its modulation index and in case of full-response CPM, we optimise its frequency pulse
shape. UMP alphabets provide considerable error performance gains, although they require always more
bandwidth than in the P2P case. The extended-bandwidth alphabets may still have comparable benefits
when we demand e.g. alphabets with the constant envelope property.

5.1 Introduction

5.1.1 Motivation & Related Work

The direct estimation of network coded data from the signal interference at the MA stage of the WNC
2-way relaying is very promising due to its ability to operate outside of the classical MAC capacity
region [47]. WNC performance with CSIR is in contrast to traditional P2P communication strongly
channel parameter dependent. Surprisingly, there are modulation alphabets (e.g. popular QPSK) for
which even non-zero channel parameters (denoted as singular) cause 0 minimal distance of the network
coded symbol decoding (which significantly degrades its performance). Adaptive extended-cardinality
network coding [54] and adaptive precoding technique [60] were proposed to suppress this phenomenon
which we denote as a relative-fading. However, both techniques require some form of adaptation that
might be problematic. The papers [58], [70] are also related, but assumes a different setting – non-
coherent (no CSIR) WNC using the complex-orthogonal FSK modulation.
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Figure 5.1: Model of the WNC MA stage.

5.2 System Model

5.2.1 Constellation Space Model and Used Notation

Let both terminalsA andB in a 2-WRC use the same modulation alphabetAA =AB =A with cardinality
|A | = M to be strictly a power of two. We suppose that the alphabet is formed by complex arbitrary-

dimensional baseband signals in the constellation spaceA = {s(dT )
T }M−1

dT=0 ⊆ CNs, where symboldT ∈
ZM = {0,1, . . . ,M − 1} denotes a data symbol transmitted by terminalT ∈ {A,B} andNs denotes the
signal space dimensionality. Linear modulations (e.g. PSK, QAM) have a single complex dimension,
i.e. Ns = 1 and their constellation vectors are complex scalarssT ∈ C. Later in this chapter, we consider
non-linear frequency modulations FSK and full-response CPM which have multi-dimensional waveform
and its dimensionality isNs = M. The constellation space vectors are consequentlysT ∈ C

Ns. Without
loss of generality, we assume a memoryless constellation mapperM such that it directly corresponds to

the signal indexation,s(dT )
T = M (dT). When we do not need to distinguish whether a signal correspond

to terminalA or B, we omit a lower indexT ∈ {A,B}. We can do this becauseAA = AB = A .

5.2.2 Model Assumptions

We assume a time-synchronized scenario with full CSIR whichis obtained e.g. by preceding tracking of
pilot signals. The synchronization issues are beyond the scope of this chapter and the interested reader
may see e.g. [71], [72] for further details. We restrict ourselves that adaptive techniques are not available
either due to e.g missing feedback channel, increased system complexity, or infeasible channel dynamics.
We consider per-symbol relaying (avoiding delay induced atthe relay) and no channel coding which,
however, can be additionally concatenated to this model [51].

5.2.3 WNC Strategy

The WNC strategy in a 2-WRC consists of two stages. At the firstMA stage, both terminals A and
B transmit simultaneously to the relay in the interfering manner, see Fig5.1. The received composite
(interfering) signal is

x = hAsA+hBsA+w, (5.1)

wherew is a complex AWGN with variance 2N0 per complex dimension, and the channel parameters
hA andhB are frequency-flat complex Gaussian random variables with unit variance and Rayleigh/Rician
distributed envelope. The Rician factorK is defined as a power ratio between stationary and scattered
components. We assume that the channel parametershA,hB are known toR. Subsequently, the relay
decodes a network coding function of data symbolsdAB = N (dA,dB). OperationN is an invertible
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Table 5.1: Number of minimal-cardinality network coding functions in the standard notation
M 2 4 8

Number of distinctNC Latin squares 1 24 ∼ 1016

operation which incorporates data from multiple sources via a principle of exclusivity, see Sec.5.2.4
for more details. We assume a minimal-cardinality operation, i.e. the cardinality ofdAB alphabet is
MAB = M [73]. We suppose an approximatednearest neighbourtwo-step decoding [45]: an estimate of
network coded data symboldAB is obtained by the joint maximum likelihood decoding

[d̂A, d̂B] = arg min
[dA,dB]

||x−hAs(dA)
A −hBs(dB)

B ||2 (5.2)

followed by the network coding function̂dAB=N (d̂A, d̂B). At the BC stage, the relay broadcasts network
coded symboldAB which is sufficient for successful decoding. Particularly,terminalA obtains desired data
symboldB with knowledge ofdAB and its own datadA asdB = N −1(dAB,dA), whereN −1 denotes an
inverse function toN . In this chapter, we entirely focus on the MA stage which dominates the error
performance rather than BC stage due to the additional multiple access interference [45].

5.2.4 Network Coding Operation

We are aware that the termnetwork codingmay evoke a link-layer processing using finite field algebra.
However, WNC strategy requires only the existence of an inversion providing one of the source data
symbols. Moreover, the network coding function is regardedas an operation not necessarily commutative.
This algebraic structure (when minimal-cardinality is assumed) is defined as aLatin square. We denote
the Latin square by a matrixNC, wheredAB = N (dA,dB) = [NC]dA,dB. For example, matrices

NCXOR =

[
0 1
1 0

]
, NCMOD =




0 1 2 3
1 2 3 0
2 3 0 1
3 0 1 2


 , NCXOR =




0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0


 , (5.3)

define binary XOR, quaternary modulo-sum and quaternary bit-wise XOR operation, respectively. We
use an abbreviation ’XOR’ to denote the bit-wise XOR networkcoding function. We assumeNC matrices
to be in the standard form (i.e. the first row is in increasing order starting from 0). We restrict ourselves
on the minimal-cardinalityNC (i.e. dAB ∈ ZM) in order to minimise the redundancy at the BC stage. It
is interesting that the number of all distinct Latin squaresgrows very fast with the alphabet size [74] as
depicted in Tab.5.1. This fact forbids a brute-force method in a network coding function optimisation for
large cardinalities.

5.2.5 Parametric Superimposed Constellation

Since the relay knows CSIR, we will conveniently introduce the model of superimposed constellation
which uses instead ofhA, hB only one complex parameterα always|α| ≤ 1. The useful received sig-
nal (5.1) can be normalize byhA

x′ = x/hA = sA+α sB+w′, (5.4)

whereα = hB/hA ∈C and E[||w′||2] = 2N0Ns/|hA|2 or byhB

x′′ = x/hB = 1/α sA+ sB+w′′, (5.5)

with E[||w′′||2] = 2N0Ns/|hB|2 where operator E[⋆] denotes a statistical expectation. By the adaptive switch-
ing between (5.4) and (5.5), we ensure that|α| or |1/α| is always lower or equal to 1. The decoding
processing (5.2) remains the same for both cases, therefore the switching has only a theoretical meaning
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that we need to focus on the system performance only for|α| ≤ 1. A useful composite signal is defined

as u(dA,dB)(α) = s(dA)
A +α s(dB)

B or u(dA,dB)(α) = α s(dA)
A + s(dB)

B according to|α|. For both cases when
AA = AB, the useful parametric signal at the relay is

u(dA,dB)(α) = s(dA)
A +α s(dB)

B , |α| ≤ 1. (5.6)

5.3 Minimal Distance as a Performance Measure and the Impactof
Singular Channel Parameters

5.3.1 Minimal Distance

Let us focus on the error performance at the MA stage. Defininga symbol errord̂AB 6= dAB, the symbol
error probability is well approximated by the sum of weighted pairwise error probabilities. The pairwise
error probability is a function of the distance between signals corresponding todAB 6= d′

AB and the pairwise
error probability dominating the performance for high SNR is a function of the minimal distance. In our
case, the minimal distance is a minimal distance between superimposed signalsu(dA,dB) andu(d′A,d

′
B) with

different network coded symbols

∆2
min(α) = min

N (dA,dB) 6=N (d′A,d
′
B)

∥∥∥u(dA,dB)(α)−u(d′A,d
′
B)(α)

∥∥∥
2

(5.7)

and we call it aminimal distance of the network coding decoding, when it is clear we omit the attribute
’of network coding decoding’.

Note, that the minimal distance is given not only by the modulation alphabet, but also byN operation.
In general, the minimal distance is parametrized byα and so is the error performance.

Remark1. Facing the fact, that the superimposed constellation is randomly parametrized, we start in-
vestigation with the simplification that the error performance is given solely by the minimal distance. We
are aware that this is a rough approximation, since the minimal distance is a relevant performance metric
only asymptotically (as SNR→ ∞) and the error curves are linearly proportional also to the number of
signal pairs having the minimal distanceNmin.

5.3.2 Singular Channel Parameters

The WNC-MA stage with CSIR has the minimal distance as well asthe asymptotic performance para-
metrised by the channel parameter ratio. For some modulation alphabets and network coding function,
there exist such non-zero parameters (called singular) which yield even 0 minimal distance. This problem
is well demonstrated e.g. by QPSK and complex-orthonormal QFSK (modulation indexκ = 1) modula-
tion with XOR function (5.3). The minimal distance of QPSK is depicted in Fig.5.2 indicating several
singular parameters e.g.α = j. On the contrary, the numerical evaluation of QFSK withκ = 1 (Fig.5.3)
seems to have the minimal distance parabolically dependenton |α| as

∆2
min(α) = 2|α|2. (5.8)

It has no singular parameters and therefore it is robust to the parametrization. Zero distance forα = 0 is
expected because it means that one of the channel is relatively zero. This part of the work focuses on the
design of alphabets andN like this. Figure5.4 with QFSK κ = 1 and modulo-sumNC (5.3) demon-
strates that not only a modulation alphabet, but also a network coding function influence the parameter
robustness.

Definition 3 (Singular parameters). A singular parameter is such a non-zero parameterα that forces two
superimposed signals corresponding to differentdAB symbols to the same point (equivalently, it implies
zero minimal distance). It means, for someα 6= 0, there existsN (dA,dB) 6= N (d′

A,d
′
B) that

∥∥∥u(dA,dB)(α)−u(d′A,d
′
B)(α)

∥∥∥
2
= 0. (5.9)
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Figure 5.2: Parametric minimal distance of QPSK and bit-wise XOR. For some non-zero singular para-
meters (e.g.α = j), we expect poor performance.
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Figure 5.3: Parametric minimal distance of QFSK withκ = 1 and bit-wise XOR. The scheme is robust
to the relative-fading and moreover it is UMP
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Figure 5.4: Parametric minimal distance of QFSK withκ = 1 and the modulo-sum network coding
function. The scheme is not UMP due to the zero minimal distance for singular parameterα =−1.
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5.3.3 Network Coding Function Not Implying Singularities

We will show thatN must fulfil certain conditions not to imply singular parameters, regardless of the
assumed modulation alphabet. These conditions reduce the number ofN , see Tab.5.1, involved in the
search for the schemes robust to the relative-fading.

Theorem 4. Latin squareNC with different symbols on the main diagonal implies singularity α = −1.
A Latin squareNC which is not symmetric over the main diagonal has singularity α = 1 regardless of
the used modulation.

Proof. Let two superimposed signalsu(dA,dB),u(d′A,d
′
B),dA 6= d′

A correspond todA = dB,d′
A = d′

B (i.e. the
NC Latin square main diagonal) and theirdAB symbols are differentN (dA,dB) 6= N (d′

A,d
′
B). Equa-

tion (5.9) simplifies to
∥∥∥s(dA)− s(d

′
A)+α

(
s(dA)− s(d

′
A)
)∥∥∥

2
= |1+α|2

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
(5.10)

which yields singularityα = −1. Similarly, let us assume a non-symmetricNC Latin square. Assume
u(dA,dB),u(d′B,d

′
A) with N (dA,dB) 6= N (dB,dA), equation (5.9) expands to

∥∥∥s(dA)− s(d
′
A)+α

(
s(d

′
A)− s(dA)

)∥∥∥
2
= |1−α|2

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
(5.11)

and the singularity channel parameter isα = 1. We conclude that theNC Latin square should be sym-
metric with the same symbols on its main diagonal in order to avoid singularities{1,−1}.

Remark2. Bit-wise XOR fulfils the above conditions and it is the only solution for the binary and quatern-
ary alphabet cardinality (unfortunately it is not the only choice for e.g. octal alphabet cardinality) [74].
Once we fixNC Latin square (at least for the binary and quaternary case), the last thing that determines
the parameter robustness is a modulation alphabet. Therefore, from now on,we assume

N (dA,dB) = dA⊕dB (5.12)

to be a bit-wise XOR function and we relate the parametrization robustness to particular modulation
alphabets.

5.3.4 Non-Binary Linear Modulations are never UMP

Lemma 2. Non-binary linear modulations unavoidably possess singular parameters.

Proof. Linear modulations like QAM, PSK have dimensionalityNs = 1. Let us consider superimposed
signalsu(dA,dB),u(d

′
A,d

′
B) with N (dA,dB) 6= N (d′

A,d
′
B) and symbolsdA 6= d′

A,dB 6= d′
B (i.e. not being in

the same row and column ofNC Latin square). There exists such a channel parameter ratio that

u(dA,dB)(α ′) = u(d
′
A,d

′
B)(α ′),

s(dA)+α ′s(dB) = s(d
′
A)+α ′s(d

′
B),

(5.13)

this parameter equals toα ′ =
(

s(d
′
A)−s(dA)

)
/
(

s(dB)−s(d
′
B)
)
. Binary alphabets are excluded from this consider-

ation because its different superimposed signals always lie in the same row or column of theNC Latin
square.

Since we assume channel model switching, it would be a singular parameter if it was|α ′| ≤ 1, but
as we have discussed in the previous section, theNC Latin square should be symmetric and so, also for
symmetric signalsu(dB,dA),u(d

′
B,d

′
A) there exist a parameterα ′′ such

u(dB,dA)(α ′′) = u(d
′
B,d

′
A)(α ′′),

s(dB)+α ′s(dA) = s(d
′
B)+α ′s(d

′
A),

(5.14)

α ′′ = 1/α ′. Hence, the singular parameter equals toα ′ or α ′′, whether its absolute value is lower or equal
to one.
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5.4 Uniformly Most Powerful Alphabet

We define a class of alphabets with the minimal distance of theform like in (5.8), avoiding all singular
parameters and being robust to the channel parametrization. We will show that the form (5.8) corresponds
to the alphabets reaching the minimal distance upper-boundfor all parameter values.

5.4.1 Minimal Distance Upper-bound

Lemma 3. The minimal distance of any alphabet is upper-bounded by

∆2
min(α)≤ |α|2δ 2

min, (5.15)

whereδ 2
min is the minimal distance of a primary modulation alphabetA ,

δ 2
min = min

dA 6=d′A

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
(5.16)

and dA,d′
A ∈ ZM.

Proof. We obtain the upper-bound by evaluating minimum operator along the superimposed signals cor-
responding toa single row ofNC Latin square (i.e. fordA = d′

A ),

∆2
min(α)≤ min

dB 6=d′B

∥∥∥u(dA,dB)−u(d′A,d
′
B)
∥∥∥

2
= min

dB 6=d′B
|α|2||s(dB)− s(d

′
B||2. (5.17)

Since we do not evaluate the minimum operator along the all possible superimposed signal differences,
we must use an inequality. The minimum evaluation alonga single column ofNC Latin square (cB = c′B
in (5.7)) yields

min
dA 6=d′A

∥∥∥u(dA,dB)−u(d′A,d
′
B)
∥∥∥

2
= min

dA 6=d′A

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
= δ 2

min. (5.18)

As we are considering|α| ≤ 1, we conclude that the bound (5.15) is more tight then (5.18).

5.4.2 UMP Alphabet Definition

Definition 4. Uniformly most powerful (UMP) alphabets have the minimal distance reaching the upper-
bound (5.15) for all parameter values

∆2
min(α) = |α|2δ 2

min, ∀α ∈ C, |α| ≤ 1, (5.19)

whereδ 2
min is defined in (5.16) anddA,d′

A ∈ ZM. We restrict on|α| ≤ 1 due to the adaptive switching
strategy described in Sec.5.2.5.

5.4.3 UMP Alphabet Properties

Remark3. It is important to stress that UMP alphabets do not have any singularαcat and according to
Lemma2 and Remark2, non-binary linear modulations are never UMP and all UMP alphabets are using
XOR function.

Remark4. Extended-cardinalityN as well as minimal-cardinalityN have different symbols in each
row of NC Latin square (Sudoku principle) and thus the bound holds forextended-cardinalityN as well.
Particularly, for the systems using adaptive network coding [54]. In the other words, the performance of
the adaptive WNC system cannot be better than of UMP alphabetif both are using alphabets with the
sameδ 2

min.
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Remark5. Two properties influence a good WNC performance, a) being UMPand b) having a large
minimal distance of individual constellationsδ 2

min. These properties can be interpreted as follows. The
property b) is proportional to robustness to AWGN. Condition a) (considering the upper-bound (5.15))
presents the best possible type of inevitable parametrization by α.

Remark6 (A parallel with the UMP statistical tests). If we match error performance with the minimal
distance for the sake of simplicity (Remark1), then among all alphabets with identicalδ 2

min, the UMP
alphabets have the best performance∀α ∈C. Based on this observation, we use the term UMP originally
used in statistical detection theory due to the common principle. Composite hypothesis tests have para-
metric PDFs and the UMP detector, if exists, yields the best performance for all parameter values [75].
It resembles exactly our case, the likelihood function of joint [dA,dB] detection is also parametrized (by
hA,hB) and assuming CSIR the optimal detector of UMP alphabets hasthe best performance for all para-
meter values.

5.4.4 Binary Modulation is UMP

Evaluating formula (5.7) with respect to the binaryNC Latin square (5.3), we straightforwardly obtain

∆2
min(α) = |α|2δ 2

min, (5.20)

whereδ 2
min =

∥∥∥s(0)− s(1)
∥∥∥

2
. It means that binary alphabets are always UMP regardless of the particular

alphabet. Considering Remark5, the optimal binary UMP alphabet is BPSK having the maximal possible
δ 2

min.

5.4.5 Non-Binary Orthonormal Modulation is UMP

We have seen in Fig.5.3 that complex-orthonormal QFSK is UMP. This holds for a general alphabet-
cardinality which describes the following lemma.

Lemma 4. Complex-orthonormal1 modulation is UMP.

Remark7. Before we prove the Lemma4, it is convenient to introduce a simplified UMP condition easier
to verify. The UMP condition (5.19) implies that the minimum distance is formed by the superimposed
signal differences corresponding to the rows ofNC Latin square, see e.g. the proof of Lemma3. There-
fore, if the norm of superimposed signal differences with indices not being in the same row ofNC Latin
square is always larger or equal than the bound,

∥∥∥u(dA,dB)−u(d′A,d
′
B)
∥∥∥

2
≥ |α|2δ 2

min, (5.21)

for ∀dA 6= d′
A,dB 6= d′

B, N (dA,dB) 6= N (d′
A,d

′
B) and∀α ∈ C, |α| ≤ 1, then (5.19) is fulfilled. Let us

expand the left side of (5.21) as

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
+ |α|2

∥∥∥s(dB)− s(d
′
B)
∥∥∥

2
+2ℜ

{
α∗
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉}

, (5.22)

where〈⋆,⋆〉 denotes an inner product. Since inequality (5.22) must hold for allϕ = argα, it must hold
for the worst caseϕc, where the part with the inner product is minimal and (5.22) becomes

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
+ |α|2

∥∥∥s(dB)− s(d
′
B)
∥∥∥

2
+2|α|

∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣ . (5.23)

This form of invariance condition is easier to verify due to the presence of only one real variable|α|.
1For the sake of notation simplicity, we assume orthonormal modulations rather than orthogonal with constant symbol energy.

The results here shown for orthonormal modulations are truealso in orthogonal case with the constant symbol energy.
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Proof. Orthonormal modulations have all distances (as well as the minimal one) fordA 6= d′
A,dB 6= d′

B
equal to 2, then (5.23) simplifies to

2+2|α|2−2|α|
∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣≥ 2|α|2 (5.24)

which further adjusts to

1≥ |α|
∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣ . (5.25)

While (5.25) must hold for any|α| ≤ 1 it requires to hold for critical|α| = 1. Here, a critical parameter
is such a parameter that if the condition is fulfilled for the critical one then it is fulfilled for all other
parameter values. Condition (5.25) with critical |α|= 1 is then

1≥
∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣=

=
∣∣∣
〈

s(dA),s(dB)
〉
+
〈

s(d
′
A),s(d

′
B)
〉
−
〈

s(dA),s(d
′
B)
〉
−
〈

s(d
′
A),s(dB)

〉∣∣∣ .
(5.26)

We prove the validity of (5.26) considering that any inner product of orthonormal modulation is either
0 or 1. Equation (5.26) is fulfilled except of the case where the r.h.s. equals to 2. It happens when〈

s(dA),s(dB)
〉
= 1 &

〈
s(d

′
A),s(d

′
B)
〉
=1 &

〈
s(dA),s(d

′
B)
〉
= 0 &

〈
s(d

′
A),s(dB)

〉
= 0 and when

〈
s(dA),s(dB)

〉
=0

&
〈

s(d
′
A),s(d

′
B)
〉
= 0 &

〈
s(dA),s(d

′
B)
〉
= 1 &

〈
s(d

′
A),s(dB)

〉
= 1. Let us consider the first case,

〈
s(dA),s(dB)

〉
=

1 &
〈

s(d
′
A),s(d

′
B)
〉
= 1 entails thats(dA) = s(dB) & s(d

′
A) = s(d

′
B) thusdA = dB & d′

A = d′
B which corresponds

to the signals taken from the main diagonal of theNC Latin square. Thus, using theN function suit-

able for UMP this case is excluded (Remark2). Similarly, the second condition
〈

s(dA),s(d
′
B)
〉
= 1 &

〈
s(d

′
A),s(dB)

〉
= 1 impliesdA = d′

B & dB = d′
A and is excluded byN with symmetricalNC Latin square,

again solved by the bit-wise XOR function.

5.5 Design of UMP Frequency Modulations

In this section, we consider non-linear frequency modulations which naturally possess multi-dimensional
alphabets required to avoid singular parameters (according to Lemma2). We will conclude that the
considered frequency modulations avoid singular parameters and are close to meet the UMP condition.
We propose and use a simple scalar parametrization easy to adjust the UMP condition. Based on the error
simulations, we will find that existence of singular parameters is much more detrimental than not being
UMP. In the case of frequency modulations (without singularparameters), UMP alphabets are important
since they form a performance benchmark (according to Remark 6).

5.5.1 Design of UMP Frequency Shift Keying Modulation

FSK Definition and Basic Properties

We assume the following unit-energy FSK signals of one symbol duration

s(d)(t) = ej2πκd t
Ts , (5.27)

wheret ∈ [0,Ts) is a temporal variable,Ts is a symbol duration andd∈ZM denotes a data symbol. Its con-
stellation space alphabet isNs-dimensionalA = {s(d)}M−1

d=0 ⊂ CNs, whereNs = M. Its signal correlation
as well as minimal distance is determined by modulation index κ which also roughly corresponds to the
occupied bandwidth [69]. It is well-known fact that FSK is complex-orthonormal forinteger modulation
indexκ ∈ N and with minimalκ = 1 is often used in the non-coherent envelope detection. In coherent
detection (with CSIR), it has the minimal distanceδ 2

min = 2 for κ = 1/2. In this case, it is often denoted as
minimum shift.
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Figure 5.5: Parametric minimal distance of UMP- QFSK with optimizedκ = 5/6.

Design of UMP-QFSK Modulation by Modulation-Index Optimiz ation

According to Lemma4, FSK κ = 1 is UMP. Yet, we try to answer the question whether a full complex-
orthogonality is required to meet UMP and whether a less bandwidth UMP alphabet exists. To investigate
the non-orthogonal case, we assumeκ < 1 which also means a modulation roughly with narrower band-
width (see more detailed discussion of bandwidth requirements in Sec.5.6.3).

Let us assume quaternaryM = 4 (binary is UMP regardless of alphabet, Sec.5.4.4) FSK (QFSK) to
consider this question. Let optimize modulation indexκ to meet the UMP condition.

Lemma 5. QFSK κ = 5/6 is UMP, see Fig.5.5. The same approach may be used for any alphabet
cardinality – the results for octal UMP-FSK requireκ = 13/14 which leads to a conjecture thatκ(M) =
2M−3/2M−2 is sufficient.

Proof. We have seen in Sec.5.4.5that the condition implying UMP property (5.23) is

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
+ |α|2

∥∥∥s(dB)− s(d
′
B)
∥∥∥

2
−2|α|

∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣≥ |α|2δ 2

min, (5.28)

which must hold fordA 6= d′
A,dB 6= d′

B, N (dA,dB) 6= N (d′
A,d

′
B) and∀α ∈ C, |α| ≤ 1. The following

steps further adjust (5.28) to a suitable 2nd order polynomial form

|α|2
(∥∥∥s(dB)− s(d

′
B)
∥∥∥

2
− δ 2

min

)
−2|α|

∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣+

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
≥ 0, (5.29)

|α|2−2|α|

∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣

∥∥∥s(dB)− s(d
′
B)
∥∥∥

2
− δ 2

min

+

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2

∥∥∥s(dB)− s(d
′
B)
∥∥∥

2
− δ 2

min

≥ 0, (5.30)

(|α|−b)2+ c≥ 0, (5.31)

where auxiliary constants

b=
∣∣∣
〈

s(dA)−s(d
′
A),s(dB)−s(d

′
B)
〉∣∣∣/
∥∥∥s(dB)−s(d

′
B)
∥∥∥

2
−δ 2

min, b≥ 0 (5.32)

and
c=−b2+

∥∥∥s(dA)−s(d
′
A)
∥∥∥

2

/
∥∥∥s(dB)−s(d

′
B)
∥∥∥

2
−δ 2

min (5.33)
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Figure 5.6: QFSKκ = 1/2 demonstrates that the real-orthogonality does not suffice to meet UMP property.
However, its minimal distance is not so poor as in case of QPSKand no singularities are present.

are not functions of|α|. Thus, the condition (5.28) has a critical|α| which equals to eitherb if b ≤ 1
or to limiting value 1 if b ≥ 1. In Fig.5.7, we plot the constantb for all indicesdA 6= d′

A,dB 6= d′
B,

N (dA,dB) 6= N (d′
A,d

′
B) for QFSK and bit-wise XOR function. We conclude that constant b is always

greater than 1 for roughlyκ & 0.3. For practical purposes, we restrict onκ ≥ 1/2 because than minimal
distanceδ 2

min is reasonably high. The restriction implies that constantb≥ 1 and so the critical|α| = 1.
The l.h.s of (5.28) for critical |α| = 1 are depicted in Fig.5.8 by the thin light blue curves. In the same
figure, we chart their minimum (thick blue)∆2

minand minimal distanceδ 2
min (thick green). The lowest

modulation index leading to UMP-QFSK isκ = 5/6.

5.5.2 Bi-Orthonormal Modulation is UMP

According to the results from the preceding section, we see that the UMP property does not require an
accurate complex orthonormal alphabet. We have a conjecture that any bi-orthonormal modulation is
UMP. The Appendix proves the following lemma.

Lemma 6. Bi-orthonormal modulation is always UMP.

Remark8. Interestingly, the symmetricalNC Latin square with the same main diagonal is not sufficient
in this case and an extra kind of symmetry, which obeys XOR as well, is required.

5.5.3 Design of UMP Continuous Phase Modulation

CPM Basic Properties

CPM is a constant envelope modulation (suitable e.g. for satellite communication) with more compact
spectrum in comparison to the traditional linear modulations with constant envelope (i.e. using the rect-
angular (REC) modulation pulse). CPM has a multidimensional alphabet and better spectral properties
than FSK (no Dirac pulses in the spectrum and faster asymptotic spectrum attenuation due to the continu-
ous phase). The bandwidth requirements of the considered schemes are investigated in Sec.5.6.3. CPM
includes memory [76] and its modulator consists of the discrete part including memory and the non-
linear memoryless part [77]. Denominator of CPM modulation indexκ is proportional to the number of
modulator states described by its trellis and the optimal decoder may use the popular Viterbi decoding
algorithm. CPM possess several degrees of freedom, for simplicity, we restrict on the full-response vari-
ant (i.e. the frequency pulse is of the one symbol length) andthe minimum shiftκ = 1/2 case for which
constellation space alphabet isNs = M dimensional.
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Figure 5.7: Auxiliary constantb (5.32) as a function of modulation indexκ for QFSK. Note thatb is
always greater than one for the schemes of interest whereκ ≥ 1/2.
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Figure 5.9: Binary full-responseκ = 1/2 CPM trellis. Note, if signal space vectorss(0) and s(1) are
orthonormal, than the resulting alphabet is bi-orthonormal.

Design of Full-Responseκ = 1/2 UMP-CPM by Pulse Shape Optimization

In the same way we have excluded channel coding from a design of UMP alphabet, we do not need to
consider modulation memory of CPM. In our case, only the non-linear memoryless part is determining.
The assumed full-responseκ = 1/2 CPM has the modulation trellis with only two states. The non-linear
memoryless alphabet consists of 2M signals where the first half (starting from the first state) has the
opposite sign than the other half (starting from the latter state), see the trellis of binary scheme in Fig5.9.

Our design is based on Lemma6, utilizing the above mentioned symmetries, we design a bi-orthonormal
UMP modulation simply by keeping the signals starting from the first state orthonormal.

CPM Signals Notation

Let us denote a positive-sign alphabet (signals starting from the zero state) asA + and negative-sign
alphabetA − =−A +. The overall alphabet (non-linear memoryless part) isA = A +∪A −. Assuming
the unit energy signals, the full-responseh= 1/2 CPM has

A
+ =

{
s(i)(t)

}M−1

i=0
=
{

ejπ( t
2 (M−1)+dβ (t))

}
, (5.34)

where data symbold ∈ {−(M−1) ,−(M−3) , . . . ,(M−1)} , t is normalized to the one symbol duration
t ∈ [0,1) andβ (t) is a phase pulse.

Proposed Pulse Parametrization

The remaining degree of freedom which we exploit to set the signal correlation is a phase pulse shape.
We introduce a simple shaping form obtained as a linear parametrization of Raised Cosine (RC) pulse
which we denote as a Scaled RC (SRC) pulse. The proposed parametric SRC phase pulse is

β (t, p) =
1
2

(
t − p

sin2πt
2π

)
, (5.35)

wherep is a real parameter. The phase pulse correspond to REC pulse for p = 0 and to RC pulse for
p= 1, see Fig.5.10. This parametrization has number of advantages, it does notinfluence the number of
modulator states/signal alphabet cardinality and it has a known analytical formula for bandwidth [78].

Design of Binary UMP-CPM

Lemma 7. Binary full-response CPM withκ = 1/2 and SRC pulse (5.35) with p≃ 2.35 is UMP.

Proof. Let us consider a binary case, the positive-sign alphabet is

A
+ =

{
s(0)(t),s(1)(t)

}
=
{

ejπ( t
2+β (p,t)),ejπ( t

2−β (p,t))
}
. (5.36)

87



5.5 Design of UMP Frequency Modulations Chapter 5 Design of UMP Frequency Modulations

0.2 0.4 0.6 0.8 1.0
t

0.1

0.2

0.3

0.4

0.5

ΒHtL

ΒHt, p=2.35L ~ proposed

ΒHt, p=1L ~ RC pulse

ΒHt, p=0L ~ REC pulse

Figure 5.10: Proposed parametric SRC pulse linearly scale its cosine part.
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Figure 5.11: Absolute value of correlation coefficient between two signals of binary full-response CPM
with κ = 1/2 and parametric SRC pulse. The parameter value forming orthonormal alphabet isp≃ 2.35.

The correlation coefficientρ =
〈

s(0)(t),s(1)(t)
〉
=
´ 1

0 s(0)(t)s(1)∗(t)dt has an analytic expression in the

case of SRC pulse. The expression consists of generalized hyper-geometric functions with a zero real
part, see|ρ | in Fig.5.11. We conclude thatp≃ 2.35 leads to the orthonormal signals.

Remark9. The proposed pulse parametrization has an extra advantage that the squared norm of the signal
difference of binary alphabet is always 2 for anyp. The reason is simply given by the zero real part of

ρ for any p, as has been mentioned in the proof above, then
∥∥∥s(0)(t)− s(1)(t)

∥∥∥
2
= 2(1−ℜ{ρ}) = 2.

Hence, we can adjust the among of correlation required for UMP condition without affecting overall
minimal distanceδ 2

min.

We evaluate the parametric minimal distance in Figs.5.12, 5.13, 5.14 to confirm the UMP property
of the proposed scheme. We conclude that the minimal distance of non-UMP schemes with REC and
RC are close to be UMP. In the last section with numerical results, we see that the error performance
of these schemes are practically identical. However, in thecase of quaternary/higher order alphabet the
differences are more significant.

Design of Quaternary UMP-CPM

Lemma 8. Quaternary full-response CPM withκ = 1/2 and SRC pulse (5.35) with p≃ −7 or p≃ 10.2
is UMP.
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Figure 5.12: Parametric minimal distance of binary full-response CPM withκ = 1/2 and REC pulsep= 0.
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Figure 5.13: Parametric minimal distance of binary full-response CPM withκ = 1/2 and RC pulsep= 1.
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Figure 5.14: Parametric minimal distance of binary full-response CPM withκ = 1/2 and UMP SRC pulse
with p≃ 2.35.
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Figure 5.15: Trellis of quaternary full-response CPM with modulation indexκ = 1/2. Again, orthonor-
mality of {si}3

i=0 implies bi-orthonormality of the overall alphabet.
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Figure 5.16: Sum of the squared absolute values of individual correlation coefficients of quaternary full-
response CPM withκ = 1/2 and SRC pulse. The parameter values forming orthonormal alphabet are
p∈ {−7,10.2}.

Proof. The preceding derivation for binary alphabet can be generalized for any alphabet cardinality, for
simplicity we focus on the quaternary case. Let us consider 4-ary full-response CPMκ = 1/2 and SRC
pulse, the modulation trellis has the same number of states,see Fig.5.15. The positive sign alphabet is

A
+ =

{
ejπ( 3

2t+dβ (t,p))
}
, (5.37)

whered ∈ {−3,−1,1,3}. Our target is to make setA + orthonormal by variation of parameterp. There
are 4 signals in the set, thus there are six different signal pairs that must be mutually orthonormal. Let us
assume a sum of squared absolute values of individual correlation coefficients (of every signal pairs from
A +) ∑i |ρi |2 as an auxiliary indication function. This indication function is zero only for the orthogonal
alphabet. In Fig.5.16, we depict the indicating function against parameterp concluding that orthonormal
set is obtained e.g. forp∈ {−7,10.2} which proves the lemma.

To demonstrate the UMP property of the proposed scheme, we evaluate the parametric minimal dis-
tance with REC, RC and proposed SRC pulse, see Figs.5.17, 5.18, 5.19.

Contrary to the binary case, the minimal distance of non-UMPschemes with REC and RC are far
to be UMP. The scheme with RC pulse has even lowerδ 2

min = 1 which is in correspondence with the
following error simulations.
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Figure 5.17: Parametric minimal distance of quaternary full-response CPM withκ = 1/2 and REC pulse
p= 0.
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Figure 5.18: Parametric minimal distance of quaternary full-response CPM withκ = 1/2 and RC pulse
p= 1.
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Figure 5.19: Parametric minimal distance of UMP quaternaryfull-response CPM withκ = 1/2 and SRC
pulse withp≃−7.
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Figure 5.20: SER at the MA stage assuming uncoded detection with CSIR in AWGN, Rayleigh and Rice
K = 10dB fading channel for memoryless modulations: QPSK, QFSKκ = 1/2, UMP-QFSKκ = 1 and
UMP-QFSKκ = 5/6

5.6 Numerical Results

5.6.1 Error Performance of Memoryless Modulations

Let us numerically evaluate SER at the WNC MA stage for several considered alphabets. We assume a
simple AWGN channel and a frequency-flat uncorrelated Rayleigh/Rice (with Rician factorK = 10dB)
fading channel. As we have discussed in Sec.5.2.2, we assume an uncoded system and perfect CSIR.
Figure5.20depicts the following memoryless modulations using the bit-wise XOR function: non-UMP
QPSK, QFSKκ = 1/2, UMP-QFSKκ = 1 and the proposed UMP-QFSKκ = 5/6. All modulation alpha-
bets have the same minimal distance of scalar modulationδ 2

min = 2, therefore the performance in the
AWGN channel is asymptotically the same. The advantage of UMP alphabets is more evident in the fad-
ing channels. Particularly, non-UMP QPSK has roughly∼2dB penalty in Rayleigh fading and even about
∼ 10dB penalty in RiceK = 10dB over the UMP alphabets. It is interesting that the non-UMP QFSK
κ = 1/2 is also well robust to the channel parametrization. Therefore, we may expect that non-linear mod-
ulations avoiding all singular parameters are generally more robust to the channel parametrization than
the linear one. We support the error simulations by related end-to-end throughput simulations including
the BC stage. We evaluate the throughputs as a relative number of bits of correctly detected 256-bit long
packets, see Fig.5.21.

5.6.2 Error Performance of Full-response CPM

Here, SER at the MA stage of non-linear full-response CPMκ = 1/2 with the optimized modulation
pulses are shown. We have seen that the presence of discrete memory does not influence the UMP
property, although it can not be ignored at the receiver side. We use a joint[d̂A, d̂B] decoding algorithm
based on the vector Viterbi algorithm [55] describing the structure of receiving signals by a super-trellis
with super-states. Each super-state is a vector of the states connecting together the actual state at node A
with the state at node B. Then, the joint estimate of[d̂A, d̂B] is obtained by the sequence Viterbi algorithm
over the super-trellis. Thereafter, the network coded datasymbols are obtained aŝdAB= d̂A⊕ d̂B.

In Fig.5.22, it is depicted SER of binary full-response CPMκ = 1/2 with REC, RC and the proposed
SRC pulse and also UMP-BPSK modulation as a reference. We describe binary full-response CPM
κ = 1/2 as a Minimum Shift Keying (MSK) modulation to shorten the notation, though MSK strictly
use the REC pulse. We conclude that the non-UMP schemes with different pulses have almost the same
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coded detection with CSIR in RiceK = 10dB fading channel for memoryless modulations: UMP-BPSK,
QPSK, QFSKκ = 1/2, UMP-QFSKκ = 1 and UMP-QFSKκ = 5/6.
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Figure 5.22: SER at the MA stage assuming uncoded detection with CSIR in AWGN, Rayleigh and Rice
K = 10dB fading channel of binary full-response CPMκ = 1/2 (MSK) with REC, RC and the proposed
SRC pulse. Additionally, we depict UMP-BPSK as a reference.
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Figure 5.23: SER at the MA stage assuming uncoded detection with CSIR in AWGN, Rayleigh and
RiceK = 10dB fading channel of quaternary full-response CPMκ = 1/2 (QMSK) with REC, RC and the
proposed SRC pulse. Additionally, we depict non-UMP QPSK asa reference.

performance, as we expected from Figs.5.12, 5.13, 5.14. Therefore choosing a pulse with the narrowest
spectra (REC) is appropriate. In this case, the proposed SRCpulse has only a theoretical value as a
performance benchmark.

The proposed SRC pulse is more advantageous for quaternary alphabet, see Fig.5.23. We shortly
denote quaternary full-response CPMκ = 1/2 as a QMSK modulation. We observe that the performance
with REC pulse is close to the UMP alphabet performance, but contra-intuitively the performance with
RC pulse is by several dBs worse even in the AWGN channel. The REC pulse, in this case, is a practical
choice because the proposed SRC pulse requires more bandwidth, see the bandwidth comparison in the
following section.

5.6.3 Bandwidth Comparison

The bandwidth requirement of the considered modulations ispresented in Tab.5.2. The first part of the
table describes the bandwidth of linear memoryless alphabets (denoted shortly as ’LinearA ’) which is
solely given by the used pulse function [69]. We present the well-known Root Raised Cosine (RRC)
pulse parametrized by roll-off factorλ whose compact and finite bandwidth isW = (1+λ )/2Ts. Due to the
finiteness of the bandwidth, the ideal RRC has the infinite time duration. Vice versa, the REC pulse finite
in the temporal domain has the infinite bandwidth. We use the fractional power-containment bandwidth
definition whereW99% is a bandwidth containing 99% of the total signal power. In this work, all linear
modulations (with one complex dimension including BPSK) use the same bandwidth. Note the significant
difference of error performance between BPSK and QPSK in Fig. 5.20and5.22. BPSK is UMP only if
it uses a single entire complex dimension (entire bandwidth), thus it needs one real dimension more than
in the point-to-point communication.

The other part of the table is dedicated to non-linear modulations. We denote full-response CPM
κ = 1/2 with SRC pulse by acronym ’MSK’. Its fractional bandwidth (analytically described in [78])
shows that bi-orthogonal case require more bandwidth than e.g. the case withp= 0. The similar trend has
also bandwidth of QMSK which we obtained according to [76], see the average power spectral densities
in Fig.5.24.
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Figure 5.24: Average power spectral densities of binary andquaternary full-response CPMκ = 1/2 (MSK
and QMSK) for several different values of parameterp.

Table 5.2: Bandwidth comparison

♦ LinearA RRCλ = 0 RRCλ = 1 REC
WTs 0.5 1 10.3

♦ QFSK κ = 1/2 κ = 5/6 κ = 1
W99%Ts 10.9 15 21

♦ MSK p= 0 p= 1 p= 2.35
W99%Ts 0.6 1.1 1.5

♦ QMSK p= 0 p= 1 p=−7
W99%Ts 1.4 1.8 5.9
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Table 5.3: Summary of the proposed alphabets

Alphabet UMP relation Notes

BPSK UMP optimal binary alphabet
QFSKκ = 1/2 close to UMP not optimal spectra
QFSKκ = 5/6 UMP more bandwidth than QFSKκ = 1/2

MSK p= 0 close to UMP better spectrum than FSK; include memory
QMSK p= 0 close to UMP better spectrum than FSK; include memory
MSK p≃ 2.35 UMP more bandwidth than MSKp= 0
QMSK p≃−7 UMP more bandwidth than QMSKp= 0

5.7 Conclusion and Discussions

In this chapter, we have investigated modulations and network coding functions robust to the relative-
fading of WNC not requiring any channel adaptation techniques. We have found that such a modulation
is BPSK. Definitely the other linear modulations (PSK, QAM, ...) with higher cardinality than 2 are not
robust to the relative-fading, because they possess so-called singular parameters. The singular parameter
is such a non-zero channel parameter which causes zero minimal distance (it strongly degrades the overall
average performance). It is interesting that the minimum-cardinality network coding functionN should
have symmetricalNC Latin square with the same diagonal not to imply singular parameters. These
conditions fulfils bit-wise XOR which is the unique choice for binary and quaternary alphabet. It has been
shown that to avoid the singular parameters, the modulations with more than a single complex dimension
have to be considered. This inspired us to assume non-linearfrequency modulations naturally having
a multi-dimensional wave-forming alphabet. We have precisely defined UMP alphabets which not only
obviate all singular parameters but also reach the minimal distance upper-bound for all parameter values.
UMP can be interpreted as the most suitable type of unavoidable channel parametrization and among all
alphabets with the identical minimal distance of the primary terminal alphabet, the UMP alphabets have
the best performance serving as a performance benchmark. Ithas been proven that any binary, non-binary
complex-orthogonal and non-binary complex- bi-orthogonal alphabets are UMP.

We have found that the considered FSK and full-responseκ = 1/2 CPM avoid singular parameters
and we have optimized their parameters (modulation index for FSK and phase pulse shape for CPM) to
meet the UMP condition. Based on the numerical simulations,we conclude that the existence of singular
parameters is much more detrimental than the violation of UMP condition. The proposed alphabets are
summarized in Tab.5.3.

We have analysed error and bandwidth performance of the usedmodulations in Sec.5.6. However, the
optimal modulation choice depends besides of error-bandwidth performance also on the other properties
such as complexity or hardware requirements. For instance,BPSK with RRC pulse and MSKp= 0 have
comparable error-bandwidth performance, but MSK possesses the constant envelope (which allows more
efficient power amplifier) at the price of more complex decoding processing (i.e. it includes the Viterbi
algorithm). If we insist on the constant envelope property than MSK p= 0 needs to be compared with
BPSK with REC which requires much more bandwidth. BPSK with REC pulse and two times shorter
pulse duration (to deliver 2 bits per channel use) have similar error performance but two times wider
bandwidth than QFSKκ = 1/2. On the other hand, QFSK receiver consists of parallel bank ofmatched
filters (number of filters equals to the dimensionality) while BPSK receiver has only one filter. QMSK
p= 0 is more preferable than QFSKκ = 1/2 since it owns narrower bandwidth, if we can afford slightly
more complex decoding processing.
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Appendix

Proof (Bi-orthonormal modulation is UMP).Let us consider modified condition (5.28) which we have
used in the UMP-FSK derivation. It states that UMP alphabet modulation fulfils

∥∥∥s(dA)− s(d
′
A)
∥∥∥

2
+ |α|2

∥∥∥s(dB)− s(d
′
B)
∥∥∥

2
−2|α|

∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣≥ |α|2δ 2

min, (5.38)

for dA 6= d′
A,dB 6= d′

B, dA ⊕ dB 6= d′
A ⊕ d′

B, wheredA,dB,d′
A,d

′
B ∈ ZM and∀α ∈ C, |α| ≤ 1. Assume a

bi-orthonormal modulation for which two bi-orthonormal signals have one of the three possible mutual
relations. They are orthonormal (described by symbol⊥), or the same⇔ or have the opposite sign⇆ .
According to the mutual relation, its inner product and squared norm of its difference is

〈
s(dA),s(dB)

〉
=





0, ⊥
1, ⇔

−1, ⇆

||s(dA)− s(dB)||2 =





2, ⊥
0, ⇔

4, ⇆

. (5.39)

In the first step, we analyse all possible values of the inner product term

z=
∣∣∣
〈

s(dA)− s(d
′
A),s(dB)− s(d

′
B)
〉∣∣∣

=
∣∣∣
〈

s(dA),s(dB)
〉
+
〈

s(d
′
A),s(d

′
B)
〉
−
〈

s(dA),s(d
′
B)
〉
−
〈

s(d
′
A),s(dB)

〉∣∣∣ . (5.40)

Without taking into account the restrictionsdA 6= d′
A,dB 6= d′

B and dA ⊕ dB 6= d′
A ⊕ d′

B, the termz ∈
{0,1,2,3,4}. Note, if the termz= 0, then the inequality (5.38) is fulfilled because by definition

∥∥∥s(dB)− s(d
′
B)
∥∥∥

2
≥ δ 2

min. (5.41)

There are four inner products in (5.40) that can take three different geometrical arrangements (⊥,⇔,⇆)
altogether there is 34 = 81 combinations. We will show by exhaustive listing of all cases wherez 6= 0 that
such a case

a) cannot happen because the inner products give such results that geometrically this situation cannot
exist (e.g. two vectors cannot be orthonormal and perpendicular at the same time) or

b) the inequality (5.38) is still fulfilled or
c) this situation is excluded the symmetries of the bit-wise XOR function

concluding that alwaysz= 0, which proves the lemma.
In the second step, we show thatz 6= 1 because always the casea) happen. Due to the space limitation

we will not list all the cases considering geometrical properties. It is sufficient to list only those schemes
which have different geometrical arrangement. Let us denote the geometrical arrangement by a vector of
inner products. The ordered configurations leading toz= 1 are

(0,0,0,1),(0,0,0,−1),(0,1,1,1),
(0,1,1,−1),(0,1,−1,−1),(0,−1,−1,−1).

(5.42)

For example, let us assume the situation where
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉
,
〈

s(d
′
A),s(dB)

〉)
= (0,0,0,1). (5.43)

In Fig. 5.25we draw all possible configurations corresponding to the first three inner products
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉)

= (0,0,0), (5.44)

which implies that the last term is
〈

s(d
′
A),s(dB)

〉
= 0. In this case, it is not true, hence this situation

never occur. Therefore, the situations with any permutation of the inner products(0,0,1,0),(0,1,0,0),
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Figure 5.25: Possible geometrical configurations
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉)

= (0,0,0)

imply
〈

s(d
′
A),s(dB)

〉
= 0.

Figure 5.26: Possible geometrical configurations
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉)

= (1,1,1)

imply
〈

s(d
′
A),s(dB)

〉
= 1.

Figure 5.27: Possible geometrical configurations
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉)

=

(−1,−1,−1) imply
〈

s(d
′
A),s(dB)

〉
=−1.

Figure 5.28: Possible geometrical configurations
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉)

=

(1,1,−1) imply
〈

s(d
′
A),s(dB)

〉
=−1.

Figure 5.29: Possible geometrical configurations
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉)

=

(1,−1,−1) imply
〈

s(d
′
A),s(dB)

〉
= 1.
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Figure 5.30: One possible geometrical configuration of
(〈

s(dA),s(dB)
〉
,
〈

s(d
′
A),s(d

′
B)
〉
,
〈

s(dA),s(d
′
B)
〉
,
〈

s(d
′
A),s(dB)

〉)
=

(0,0,−1,−1)

etc. are also excluded. In Fig.5.26and5.27, we similarly show that configuration(1,1,1) ⇒ 1 and
(−1,−1,−1)⇒ −1. We denote these three situations above as a(x,x,x) ⇒ x law. The last remaining
configurations ofz= 1, (5.42), which are not excluded by the(x,x,x) ⇒ x law, are(0,1,1,−1) and
(0,1,−1,−1). They are again excluded bya), see Fig.5.28and5.29. Since we excluded all situations
wherez= 1 thenz 6= 1.

In the last third step, we will conclude that|α| = 1 is critical and check all the remaining situ-
ations/configurations wherez∈ {2,3,4}.We will see that eithera), b) or c) happen and thus alwaysz= 0.

We have seen in the Sec.5.5.1that|α|= 1 is critical if the termb=
∣∣∣
〈

s(dA)−s(d
′
A),s(dB)−s(d

′
B)
〉∣∣∣/
∥∥∥s(dB)−s(d

′
B)
∥∥∥

2
−δ 2

min

is b≥ 1. In our case,b= z/2 and assumingz∈ {2,3,4} alwaysb≥ 1 and so a critical parameter is|α|= 1.
The configurations corresponding to the casez= 2 are

(0,0,1,1),(0,0,−1,−1),(0,1,−1,0),(1,1,1,−1). (5.45)

The configuration(0,0,1,1) entails thats(dA) = s(d
′
B) & s(d

′
A) = s(dB) thus impliesdA = d′

B & d′
A = dB and

is excluded by symmetricalNC Latin square which we already assume. The configuration(0,0,−1,−1)
is rather problematic, see its configuration in Fig.5.30. Without deep analysis, we conclude that whatever
mapping between waveformss(dA) and data symbolsdA we use, the bit-wise XOR function will always
exclude this situation. In other words, the superimposed signals of this situation have always the samedAB

symbol. The configuration(0,1,−1,0) falls into caseb), where the situation is geometrically possible,
but it implies that||s(dA) − s(d

′
A)||2 = 4 and the condition (5.38) is automatically fulfilled. The similar

situation occurs for the configurations

(0,1,0,−1),(0,−1,0,1),(0,−1,1,0),
(1,0,0,−1),(1,0,−1,0),(−1,0,0,1),(−1,0,1,0).

(5.46)

The case ofz= 3 are excluded in a similar way as forz= 1. The last casez= 4 have possible configura-
tions

(1,1,−1,−1),(−1,−1,1,1). (5.47)

The former case meanss(dA) = s(dB) & s(d
′
A) = s(d

′
B) thusdA = dB & d′

A = d′
B which corresponds to super-

imposed signals from the main diagonal ofNC Latin square. This is excluded, because such a condition
we already assume. The latter case impliesdA = dB & d′

A = d′
B and is again excluded by symmetricalNC

Latin square.
By the above three steps, we have provenz= 0, which proves the lemma.
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Chapter 6

Design of General UMP Alphabets by
Non-linear Optimization Tools

Wireless network coding is a promising 2-way relay strategydue to its potential to operate outside of
the classical MAC capacity region. We consider a practical scenario assuming CSIR and no channel-
adaptation, where WNC performance is unavoidably parametrized by channel fading coefficients. While
some modulations have the minimal distance reaching its upper-bound for all parameter values (e.g.
BPSK), some other modulations have the minimal distance much lower (e.g. QPSK), which appears as it
undergoes additional fading (denoted as a relative-fading). The design of modulations with performance
similar to BPSK (denoted as Uniformly Most Powerful (UMP)) have been introduced in the preceding
chapter.

In this chapter, we formulate a UMP alphabet design as a bi-quadratically-constrained linear optim-
isation problem on which the standard non-linear optimization methods are applied. We design a list of
UMP multi-dimensional modulations for several alphabet cardinalities and dimensions. It seems that the
every found UMP alphabet has the rate-per-dimension upper-bounded by 1bit/complexdimension (the
rate of standard UMP BPSK alphabet). Therefore, we propose adifferent type of alphabets called weak
UMP alphabets which have unlimited rate-per-dimension butfulfil the UMP condition only for parameter
ratios|α|= 1 which implies robustness to the phase rotation and the Rician-type of fading. As expected,
weak UMP alphabets perform several dB gain over canonical alphabets in the Rice channel.

6.1 Introduction

6.1.1 Motivation & Related Work

Performance of the WNC 2-way relying at the MA stage with CSIRis unavoidably parametric. There
are some modulation alphabets (e.g. QPSK) for which even non-zero channel parameters cause dramatic
performance degradation. In contrast, the modulations robust to this effect (e.g. BPSK) are denoted as
UMP [4] since their asymptotic performance depends on the parameters in the utmost way – its minimal
distance reaches the upper-bound for all channel parametervalues. Non-binary UMP alphabets require
more than one complex dimension which may provide non-linear multi-dimensional frequency modula-
tions [4]. Adaptive extended-cardinality network coding [54] and adaptive precoding technique [60] were
proposed to suppress the problem with channel parametrization. However, both techniques require some
form of adaptation that might not be always available.

This chapter proceeds development of UMP alphabets [4]. We formulate its design as an optimization
problem with given number of degrees of freedom on which non-linear constrained optimization methods
are applied. In contrast to [4], we are not restricted on frequency modulations where precise required
bandwidth is difficult to set. The found linear (with one complex dimension) weak UMP alphabets
perform several dB gain over the canonical linear alphabets(PSK, QAM, ASK). The optimized multi-
dimensional UMP alphabets do not significantly overcome BPSK.
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6.2 System Model

6.2.1 Constellation Space Model and Used Notation

Let terminalT ∈ {A,B} in a 2-WRC use modulation alphabetAT with cardinality|AT |= M to be strictly
a power of two. We suppose that the alphabet is formed by complex arbitrary-dimensional baseband

signals in the constellation space,AT = {s(dT )
T }M−1

dT=0 ⊂ CNs, where symboldT ∈ ZM = {0,1, . . . ,M−1}
denotes a data symbol transmitted by terminalT ∈ {A,B} andNs denotes the signal dimensionality. The
extra dimensions are assumed to be taken from any independent resource of dimensions e.g. time- or
frequency-slots. Further, we assume memoryless constellation mapperMT such that it directly corres-

ponds to the signal indexation,s(dT )
T = MT(dT). We distinguish between two cases: (a) both terminals

use identical alphabetsAA = AB implying MA = MB, in this case indexT ∈ {A,B} is omitted. Case (b)
assumes that both terminals use general alphabetsAA 6= AB with the same cardinality.

6.2.2 Model Assumptions

We assume a time-synchronized scenario with full CSIR whichare obtained e.g. by preceding tracking
of pilot signals. The synchronization issues are beyond thescope of this chapter and interested reader
may see e.g. [71] for further details. We restrict ourselves that adaptive techniques are not available either
due to the missing feedback channel, or the increased systemcomplexity, or the channel dynamics and
its estimation errors are making this approach infeasible.We consider a per-symbol relaying (avoiding
delay induced at the relay) and no channel coding which however can be additionally concatenated with
our scheme [51].

6.2.3 Wireless Network Coding Two-Way Relaying

The WNC strategy in a 2-WRC consists of two stages. At the firstMA stage, both terminals A and B
transmit simultaneously to the relay in the interfering manner. The received signal is

x = hAsA+hBsB+w, (6.1)

wherew is complex AWGN with variance 2N0 per complex dimension, and the channel parametershA

andhB are frequency-flat complex Gaussian random variables with unit variance and Rayleigh/Rician
distributed envelope. The Rician factorK is defined as a power ratio between stationary and scattered
components.

Subsequently, the relay makes the Maximum Likelihood (ML) decoding of network coded data sym-
bol dAB = N (dA,dB) from interfering signal (6.1). OperationN is a network coding function which
incorporates data from multiple sources via the principle of exclusivity [51] see (4.7). We assume a
minimal-cardinalityN function, i.e. the cardinality ofdAB alphabet isM [73]. The ML decoding at the
relay

d̂AB= argmax
dAB

p(x|dAB), (6.2)

uses the following likelihood function ofdAB [51]

p(x|dAB) =
1
M ∑

dA,dB:N (dA,dB)=dAB

p(x|dA,dB), (6.3)

where likelihood of joint[dA,dB] is

p(x|dA,dB) =
1

(2N0π)Ns
exp

(
− 1

2N0

∥∥∥x−hAs(dA)
A −hBs(dB)

B

∥∥∥
2
)
, (6.4)

by ||⋆ ||2 we denote the squared vector norm. At the BC stage,R broadcasts network coded symboldAB

which is sufficient for the successful decoding. Particularly, the terminalA obtains desired datadB with
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knowledge ofdAB and its own datadA asdB = N −1(dAB,dA) and vice versa forB. In this chapter, we
entirely focus on the MA stage which dominates the error performance due to the additional multiple
access interference.

6.3 Error Performance at the MA Stage

6.3.1 Nearest Neighbour Approximation of ML Metric

The relay needs to evaluate a sum of Gaussian exponential functions (6.3) to obtain a network coded
data estimate (even requiring the knowledge ofN0). However, for sufficiently high SNR, always one
of the exponential functions significantly outweighs the others and receiver metric (6.3) can be well
approximated by the largest one as

∑
dA,dB:N (dA,dB)=dAB

p(x|dA,dB)≃ max
dA,dB:N (dA,dB)=dAB

p(x|dA,dB). (6.5)

Inserting (6.5) into (6.3) and (6.2), we obtain the approximate ML decoding

d̂AB≃ arg max
dA,dB:N (dA,dB)=dAB

p(x|dA,dB) (6.6)

which is equivalent to the nearest neighbour joint decoding

[d̂A, d̂B] = argmax
dA,dB

p(x|dA,dB) (6.7)

followed by network codinĝdAB = N (d̂A, d̂B). Here,N0 is not needed and thus the latter method seems
to be more practical (at least for high SNR regime).

6.3.2 Pairwise Error Union-Bound and Its Parametrization

The error performance of the relay processing using the approximate metric can be well upper-bounded
by the pairwise error union-bound. LetPe = Pr{d̂AB 6= dAB} be a probability of a wrong decision, then
the union-bound is

Pe ≤
1
M ∑

dAB

∑
d′AB6=dAB

P2e, (6.8)

whereP2e is the pairwise error probability of decodingd′
AB whendAB was transmitted. If we define the

squared Euclidean distance of a function decoding as

∆2
A,B =

∥∥∥hA

(
s(dA)
A − s

(d′A)
A

)
+hB

(
s(dB)
B − s

(d′B)
B

)∥∥∥
2
, (6.9)

whereN (dA,dB) 6= N (d′
A,d

′
B), then the pairwise error isP2e = Q

(√
∆2

A,B/4N0

)
, where

Q(x) = 1/
√

2π

ˆ ∞

x
exp
(
−u2/2

)
du. (6.10)

For high SNR, the union-bound is proportional mostly to the highestPm2e = Q
(√

∆2
min/4N0

)
, where the

minimal distance is defined as

∆2
min = min

N (dA,dB) 6=N (d′A,d
′
B)

∥∥∥hA

(
s(dA)
A − s

(d′A)
A

)
+hB

(
s(dB)
B − s

(d′B)
B

)∥∥∥
2
. (6.11)

Conveniently, since the relay knows both channel parameters, we may put eitherhA or hB out of the
squared norm and assume the normalized minimal distances

|hA|2∆
′2
min = |hB|2∆

′′2
min = ∆2

min. (6.12)
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Figure 6.1: Symbol error rate of BPSK and QPSK in AWGN and RiceK = 10dB channel.

Supposingα = hB/hA, the normalized distances are

∆
′2
min(α) = min

N (dA,dB) 6=N (d′A,d
′
B)

∥∥∥
(

s(dA)
A − s

(d′A)
A

)
+α

(
s(dB)
B − s

(d′B)
B

)∥∥∥
2
,

∆
′′2
min(α) = min

N (dA,dB) 6=N (d′A,d
′
B)

∥∥∥1/α
(

s(dA)
A − s

(d′A)
A

)
+
(

s(dB)
B − s

(d′B)
B

)∥∥∥
2
. (6.13)

Since, we can use either∆′2
min or ∆′′2

min so that|α| or |1/α| is lower or equal to 1, than from now, we assume
that|α| ≤ 1.

It is important to see that minimal distance (6.11) as well as the performance bound are functions of
channel parametershA, hB. The average error performance bound, which is of the scope, is then

P̄m2e ≃ NminEhA,hB

[
Q

(√
∆2

min(hA,hB)/4N0

)]
, (6.14)

where EhA,hB[⋆] is an average operator overhA,hB distributions andNmin denotes a multiplicative factor
which equals to the average number of nearest neighbours, see more details in Sec.3.4.2.

6.4 Uniformly Most Powerful Alphabet

6.4.1 Problem of Parametric Performance at the MA stage

Asymptotic performance measure (6.11) is parametric and the way of parameter dependence is given
solely by the used network coding function and alphabet. Theperformance of BPSK and QPSK for case
(a)AA = AB well demonstrates that some modulations are more parameterrobust than some other mod-
ulations, see Fig.6.1. Although the performance in AWGN agree with 3dB shift between their minimal
distances of its primary alphabet defined as

δ 2
min = min

i 6= j

∥∥∥s(i)− s( j)
∥∥∥

2
, s(i),s( j) ∈ A , (6.15)

the performance in RiceK = 10dB shows a fundamental difference. QPSK appears as it undergoes
much stronger fading than BPSK. The reason of the QPSK performance loss in comparison to BPSK
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Figure 6.2: Minimal distance∆′2
min(α) of BPSK showing no singularities.

is well shown by their normalized parametric minimal distances∆′2
min (6.13) shown in Fig.6.2 and6.3.

The BPSK minimal distance has a parabolic type of parametrization, while QPSK indicates even zero
distances for same non-zero parameter ratiosα which we callsingular parameters. They effectively
present additional deep fading which appears as a diversity-loss in the error curves.

6.4.2 UMP Definition and Properties

We define a class of modulations with parabolic type of parametrization as has BPSK, in order to avoid
all singular parameters.

Definition 5. Uniformly Most Powerful (UMP) alphabet has the normalized minimal distance equal to

∆
′2
min(α) = |α|2δ 2

min, ∀α ∈ C, |α| ≤ 1, (6.16)

where the minimal distance of primary alphabetsδ 2
min is

δ 2
min = δ 2

T,min = min
dT 6=d′T

∥∥∥s(dT )
T − s

(d′T)
T

∥∥∥
2
, ∀dT ,d

′
T ∈ ZM ,T ∈ {A,B}, (6.17)

δ 2
min = min

T∈{A,B}

{
δ 2

T,min

}
(6.18)

for case (a)AA = AB and case (b)AA 6= AB, respectively.

Yet, we state several important lemmas; the proofs and further discussion can be found in chapter5.

Remark10. The term|α|2δ 2
min in (6.16) is an upper-bound on the distance∆′2

min(α) for any alphabet and
N function including the extended-cardinality one used e.g.in [54].

Lemma 9. Network coding functions meet the following conditions to allow UMP condition (6.16):

1. N (d,d) = N (d′,d′), ∀d,d′ ∈ ZM,

2. N (d,d′) = N (d′,d), ∀d,d′ ∈ ZM.
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Figure 6.3: Minimal distance∆′2
min(α) of QPSK showing singular parameters{± j,±1± j,±1/2± j/2}.

These conditions are fulfilled by the bit-wise XOR operationand it is the unique solution for binary
and quaternary case.

Lemma 10. All non-binary single-dimensional alphabets (Ns = 1, e.g. PSK, ASK, QAM) have some
singularity α and thus are never UMP. Non-binary UMP alphabets require extra dimensions, e.g. bi-
orthogonal alphabets are UMP.

Lemma 11. The UMP condition (6.16) is equivalent to the following two conditions (not using parameter
α)

∥∥∥s(dA)
A − s

(d′A)
A

∥∥∥
2
+
∥∥∥s(dB)

B − s
(d′B)
B

∥∥∥
2
−2
∣∣∣
〈

s(dA)
A − s

(d′A)
A ,s(dB)

B − s
(d′B)
B

〉∣∣∣≥ δ 2
min, (6.19)

−
∣∣∣
〈

s(dA)
A − s

(d′A)
A ,s(dB)

B − s
(d′B)
B

〉∣∣∣+
∥∥∥s(dB)

B − s
(d′B)
B

∥∥∥
2
≤ δ 2

min (6.20)

valid for all dA 6= d′
A, dB 6= d′

B such thatN (dA,dB) 6=N (d′
A,d

′
B); symbol〈⋆,⋆〉 denotes an inner product.

The first condition (6.19) corresponds to the UMP condition for|α| = 1 and the latter (6.20) must be
satisfied to keep the property also for|α|< 1.

Remark11. Setting (6.16) into (6.12) yields ∆2
min = |hA|2|α|2δ 2

min = |hB|2δ 2
min. Therefore, considering

average performance bound (6.14), we conclude that the UMP alphabets have the asymptotic performance
proportional to the performance of point-to-point communication,

P̄m2e ≃ NminEhB

[
Q

(√
|hB|2δ 2

min/4N0

)]
. (6.21)

6.5 UMP Alphabets Designed by Non-linear Optimization Tools

6.5.1 Optimization Goal

The aim of this chapter is to design UMP modulations for arbitrary modulation cardinalityM and di-
mensionalityNs. We distinguish between two cases (a) the same alphabetsAA = AB and (b) the unequal
alphabetsAA 6= AB and based on Lemma9 we consider bit-wise XOR operation. As an optimization
problem, we consider the maximization ofδ 2

min (6.17) subject to UMP condition (6.16) resp. (6.19,6.20).
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6.5.2 Energy Conditions

For a fair energy comparison, we add obvious energy conditions, assuming that the mean symbol energy
per dimension is one (resp. two), i.e.

1
MNs

M−1

∑
d=0

∥∥∥s(d)
∥∥∥

2
= 1, (6.22)

1
MNs

M−1

∑
d=0

(∥∥∥s(d)A

∥∥∥
2
+
∥∥∥s(d)B

∥∥∥
2
)
= 2 (6.23)

for case (a)AA = AB and (b)AA 6= AB, respectively. We assume equalities, since if we find UMP
alphabets that have average energy lower than one, than we could scale the alphabets enlargingδ 2

min. We
interpret condition (6.23) as that one terminal can transmit more power at the expense of the other one.
The energy dis-balance could be consequently balanced by periodic switching of the roles which terminal
has higher power.

6.5.3 Optimization Problem

Let us summarize the previous conditions, the optimizationis:

maximize δ 2
min (6.24)

s.t.: UMP (6.19,6.20) and energy (6.22) resp. (6.23) condition.

In the optimization design, we must carefully consider cases whenNs = 1 andNs > 1, since according to
Lemma10, the non-binary alphabets never meet the UMP condition forNs= 1. In this case, we soften the
UMP condition to be satisfied only for|α| = 1, i.e. instead of (6.19, 6.20) we require (6.19) only. Such
modulations will be denoted asweak UMP. The motivation is that it can be shown [57] that by increasing
Rician factorK, the probability distribution ofα concentrates more around|α|= 1.

6.5.4 Problem Classification

The optimization problem (6.24) is a standard minimax problem [79] which is conveniently reformulated
denotingδ 2

min = t as
maximize t (6.25)

subject to the additional minimal distance condition

t ≤
∥∥∥s(d)− s(d

′)
∥∥∥

2
, ∀d,d′ ∈ ZM : d 6= d′. (6.26)

Objective function (6.25) is now linear. Let us examine the form of the constraints (6.19,6.20), (6.22)
and (6.26). They are made by squared vector norms, squared norms of vector differences and absolute
values of inner product of vector differences. The norm of vectors and vector differences are quadratic,
unfortunately, the absolute value term incorporates a rootof the sum of squares in the same way as
|z|=

√
ℜ2{z}+ℑ2{z},z∈ C, thus the overall constraints are not quadratic. Taking thesquare of the re-

ordered conditions with absolute values, we obtain equivalent conditions of the 4th order, e.g. equivalent
condition to (6.20) is

(∥∥∥s(dB)
B − s

(d′B)
B

∥∥∥
2
− δ 2

min

)2

≤
∣∣∣
〈

s(dA)
A − s

(d′A)
A ,s(dB)

B − s
(d′B)
B

〉∣∣∣
2

(6.27)

which possess after some simplifications e.g. term
∥∥∥s(dB)

B − s
(d′B)
B

∥∥∥
4
.
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Table 6.1: Numerically designed UMP alphabets

M Ns log2 M/Ns (a) δ 2
min, AA = AB (b) δ 2

min, AA 6= AB (c) δ 2
min, not UMP

2 1 1 4 4 4
4 1 2 0.4† 0.68† 2
4 2 1 4 4.35 5.3
4 3 2/3 8 8 8
8 1 3 0.044† 0.088† 0.93
8 2 3/2 1† 1.86 4
8 3 1 4.36 4.83 6.54
8 4 3/4 8 8 9.16

Therefore, our optimization problem is order-4 polynomially (a.k.a. bi-quadratically) constrained
linear program. Apparently, this is at least the NP-hard problem, since it includes NP-hard quadratic
problems. Bi-quadratic conditions also make hard to determine whether the problem is convex or not
which would considerably simplify the choice of solving methods [79].

6.5.5 Problem Settings

We haveM vectors withNs-complex dimensions to determine. Without loss in generality, we assume the
first vector lying in the first coordinate,s(0) = (sℜ

00+ j0,0, . . .0), sℜ
00∈R. The number of real optimization

variables is 2MNs−M − 1. The number of conditions (6.19,6.20) is proportional to the number of all
dA,dB,d′

A,d
′
B ∈ ZM, dA 6= d′

A, dB 6= d′
B such thatN (dA,dB) 6= N (d′

A,d
′
B) which equals to

1/2M2(M−1)(M−2) (6.28)

and it grows proportionally toM4. According to the energy constraints (6.22), we may coarsely restrict
all variables to be within|sℜ

kl | ≤
√

MNs, |sℑ
kl | ≤

√
MNs, wheresℜ

kl ,s
ℑ
kl denote real and imaginary part of the

kth vector in thel th dimension.

6.5.6 Non-linear Optimization Methods

Since all conditions are twice differentiable, we apply thecommonly used non-linear global optimization
method based on the Nelder-Mead algorithm [80]. This approach works fine up-toM = 4, then the
large number of conditions (see Sec.6.5.5) and apparently large number of local optimums make it
infeasible – unlikely finding the global optima. To confirm our solutions more reliably, we started the
Nelder-Mead algorithm with several different points of itsrandom number generator utilizing an extensive
parallel multi-core computing implementation. ForM > 4, we use the local optimization method based
on the interior points algorithm [79]. We start it for several randomly chosen initial points to increase the
chance that local method finds the global optimum. Finally, all solutions are confirmed by the numerical
evaluation of the parametric minimal distance (6.13).

6.6 Numerical Results

The results are presented in Table6.1. We show minimal distancesδ 2
min (6.17) as a function of alphabet

cardinalityM and signal dimensionalityNs, supplemented by spectral efficiency per dimensionlog2 M/Ns.
We distinguish three cases, (a) the UMP alphabets assumingAA = AB, (b) the UMP alphabets assuming
not equal alphabetsAA 6= AB and (c) the alphabets constrained by energy condition (6.22) only (not
UMP). Case (c) serves as an upper-bound onδ 2

min of case (a) and (b) since it involves fewer constraints.
For brevity, we denote dimensionality as D.

According to the discussion from Sec.6.5.3, 4-ary and 8-ary 1-D alphabets are only weak UMP
(denoted by †). Their parametric minimal distance∆′2

min(α) for case (a) are depicted in Figs.6.4and6.5.
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Figure 6.4: Minimal distance∆′2
min of 4-ary 1-D weak UMP alphabet.

The found weak UMP alphabets are real (lie in one real dimension), though we have searched over the
complex dimensional space. They are symmetrically distributed around zero (antipodal) and in contrast
to ASK, they are not uniformly distributed, see Fig.6.6. Particularly,

A =
√

2/5{−2,−1,1,2} (6.29)

and
A =

√
1/91{−13,−11,−7,−5,5,7,11,13} (6.30)

is 4-ary and 8-ary weak UMP alphabet, respectively.
Let us consider case (a) and the unit per-symbol-efficiency alphabets. We conclude that BPSK is

UMP and has maximalδ 2
min in 2-ary 1-D case. The sameδ 2

min has 4-ary 2-D alphabet

A = {(1,1),(1,−1),(−1,1),(−1,−1)} (6.31)

which was suggested also in [81]. We obtain a bit largerδ 2
min in 8-ary 3-D case, see its minimal distance

∆′2
min in Fig. 6.8. In spite of largerδ 2

min, 8-ary 3-D alphabet does not overcome BPSK (see the bit-error-
rate curves in Fig.6.7) since it possess larger minimal distance multiplicityNmin and infeasible efficient
bit-mapping (some pair-wise errors withδ 2

min cause more than one bit error), where the bit-mapping was
chosen to minimize the bit errors of the pair-wise error event with δ 2

min.
Considering case (b), we may increaseδ 2

min of UMP alphabets in compare to case (a), at the expense
of the power switching between terminals, see discussion inSec.6.5.2. Remarkable are the weak UMP 4-
ary 1-D alphabetsAA 6= AB which resemble a scaled version of canonical QPSK alphabets(see Fig.6.9)
which have been proposed in [57]. For completeness, we depict parametric minimal distance∆′2

min(α) for
the 4-ary 2-D UMP alphabets in Figs.6.10and6.11.

In Fig. 6.12, we evaluate symbol error rate of 4-ary and 8-ary 1-D Weak UMPalphabets with tradi-
tional PSK and ASK modulations. For high SNR, weak alphabetsprovide several dB gain in comparison
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Figure 6.5: Minimal distance∆′2
min of 8-ary 1-D weak UMP alphabet.
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Figure 6.6: 4- and 8-ary 1-D Weak UMP alphabets.
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Figure 6.8: Minimal distance∆′2
min of 8-ary 3-D UMP alphabet.
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Figure 6.10: Minimal distance∆′2
min of 4-ary 2-D UMP alphabet for caseAA = AB.
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Figure 6.12: Symbol error rate of 4-ary and 8-ary Weak UMP alphabets in RiceK = 10dB channel.

to w.r.t. PSK/ASK, however they have identical slope of the error curves (diversity). The same slope of
the error curves is due to the fact that the weak UMP alphabetspossess the singular channel parameters.

6.7 Conclusion

We conclude that the numerically optimized non-binary linear alphabets (denoted as weak UMP) perform
several dB gain over canonical linear alphabets for HDF 2-way relying with CSIR in Rice fading channels.
However, they fulfil only weak UMP condition and thus possessso called singular parameters which still
significantly corrupts the performance. We found that the optimized UMP alphabets do not significantly
overcome BPSK and their spectral efficiency is limited by 1bit/complexdimension.
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Chapter 7

Impact of Relative-Fading in WNC
2-Way Relaying with Diversity
Reception

We identify two distinct sources of fading significantly degrading the performance of the WNC 2-way re-
laying with CSIR: Absolute-Fading (AF) and Relative-Fading (RF). AF corresponds to a standard small-
scale fading of a wireless point-to-point channel when absolute values of the channel parameters are
insufficiently strong. RF is a unique paradigm of WNC occurring when certain critical data symbols are
transmitted and a ratio of channel parameters is close to certain critical values. In this chapter, we show
that the diversity reception techniques (essential to restrain AF) significantly suppresses RF as well. We
measure the impact of RF on the uncoded error performance andergodic alphabet-constrained capacity
of representative QPSK alphabet in a wireless Rayleigh/Rice channel. We conclude that RF is suffi-
ciently suppressed by systems with a reasonable level of diversity which is typically assumed if only AF
is present.

7.1 Introduction

7.1.1 Motivation & Related Work

We focus on the WNC scheme with perfect CSIR. Two distinct sources of fading at the MA stage are
identified: AF and RF. AF corresponds to a standard small-scale fading of a wireless point-to-point
channel when absolute values of channel parameters are insufficiently strong. RF is a unique paradigm
of WNC occurring when certain critical data symbols are transmitted and a ratio of channel parameters is
close to certain critical singular values regardless of itsabsolute values.

In this chapter, we study the impact of RF in a diversity reception 2-WRC. We consider diversity
reception since it provides an effective way to eliminate fading [11] even if only AF is present. Although
we assume a simple Single-Input Multiple-Output (SIMO) scenario, our results hold with other sources of
diversity (e.g. in time or frequency). Combination of the spatial diversity systems with WNC have been
considered in recent works [82, 83, 84, 59] focusing on beam-forming optimisation, diversity evaluation,
transmit diversity and non-coherent approach, respectively. To measure the impact of RF separately from
AF, we study behaviour of representative QPSK alphabet in the phase-synchronised scenario and in the
scenario with random channel phase difference. QPSK attains the upper-bound on minimal distance (the
UMP upper-bound, introduced in chapter5) and moreover RF is not present if phase synchronisation
is provided. We compare the impact of RF on the uncoded error performance and ergodic Alphabet-
Constrained Capacity (ACC) (mutual information). We conclude that RF is less significant for systems
with reasonable level of diversity which is needed anyway inorder to suppress the ubiquitous AF. The
major finding of this chapter is to demonstrate that the gain of demanding RF suppressing strategies
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Figure 7.1:L-branch diversity SIMO bidirectional relaying.

[4, 5, 57, 60, 54] in diversity systems is not significant especially with modern near capacity-operating
channel codes.

7.2 WNC in Diversity SIMO 2-WRC

7.2.1 Model Assumptions

We consider a wireless 2-WRC shown in Fig.7.1 comprising terminals A and B bi-directionally com-
municating via a supporting relay R in a half-duplex manner (each node cannot send and receive at the
same time). The relay is equipped withL antennas for SIMO diversity reception. We assume a time-
synchronised scenario with perfect CSIR. We avoid adaptivetechniques [60], [54] due to the increase of
system complexity or insufficiently reliable channel estimations [85]. We assume a practical per-symbol
low-latency relaying which can be additionally concatenated with linear channel codes according to the
network-channel coding separation theorem [51].

7.2.2 Signal Space Model

Terminals A and B use a common alphabetAA = AB = A which is assumed to be a canonical linear
scheme with the alphabet cardinalityM = |A | to be a power of two. The baseband signals in the constel-

lation spaces(dT )
T ∈C forming the alphabetA = {s(dT )

T }M−1
dT=0 are normalised to unit mean symbol energy.

Let dT ∈ ZM = {0,1, . . . ,(M −1)} be a data symbol transmitted by terminalT ∈ {A,B}. We assume a

memoryless constellation mapperM : ZM → A such thats(dT )
T = M (dT).

7.2.3 Bidirectional Relaying based on WNC

Bidirectional relaying based on WNC consists of a MA stage when both terminals transmit simultan-
eously to the relay with network coded data decoding and a BC stage when the relay broadcasts the
previously decoded network coded data symbol. Final destinations perform successful detection exploit-
ing the knowledge of its own data, similarly as in the networkcoding approach.

XOR Operation

Network coded data symbol (denoted asdAB) incorporates data from multiple sources via an invertible
network coding operationN [51]. Throughout this chapter, we consider abit-wise XORoperationdAB=
N (dA,dB) = dA⊕dB since the other invertible operations e.g.modulo-sumfunction does not fulfil certain
symmetries (the same symbols on the main diagonal of symmetric Latin square [4]) implying existence
of singular parameters and RF.
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MA Stage

Received signal at theL-antenna relay is

x = hAsA+hBsB+w, (7.1)

wherew is a complex AWGN with variance 2N0 per-complex dimension, and vector of channel paramet-
ershT = (hT,1, . . . ,hT,L), T ∈ {A,B} is formed by frequency-flat complex Gaussian uncorrelated random
variables with the unit variance and a Rayleigh/Rician distributed envelope. We use Rician factorK
defined as a power ratio between stationary and scattered components. The maximum likelihood decod-
ing of dAB at the relay

d̂AB= argmax
dAB

p(x|dAB), (7.2)

uses the likelihood function derived in [51]

p(x|dAB) =
1
M ∑

dA,dB:dA⊕dB=dAB

pw(x−hAsdA −hBsdB), (7.3)

where the noise PDF equals to

pw(w) =
1

(2πN0)L e−||w||2/2N0. (7.4)

BC Stage

R broadcasts the network-coded symboldAB obtained at the preceding MA stage. Thereafter, final des-
tinationA obtains desired data symboldB with knowledge ofdAB and its own datadA asdB = dAB⊕dA

and vice versa for terminalB.

Performance Bottleneck

We focus on the challenging MA stage, since it apparently dominates the overall error performance due
to the additional multiple access interference.

7.3 Minimal Distance Analysis

This section concerns with a performance analysis of WNC based on a minimal distance. The min-
imal distance analysis is attractive due to the simple mathematical tractability which enables an intuitive
description in a simple geometric model, e.g. in which we define AF and RF and observe several import-
ant properties. However, the analysis sufficiently describes only the performance of uncoded systems for
high SNR. The performance of systems using modern near-capacity operating channel codes (e.g. LDPC,
turbo-codes) is influenced by the whole codeword distance spectrum including its multiplicity where the
minimal distance description is insufficient [86]. For that reason, we analyse also the ACC curves in
Section7.4.

7.3.1 Minimal Distance of WNC

The network-coded symbol decoding error probability at theMA stage is well approximated by a sum
of weighted pairwise error probabilities. The pairwise error probability dominating the performance of
uncoded system for high SNR is a function of the minimal distance [5].

Definition 6. Let the minimal distance respecting bit-wise XOR decoding is defined as

∆2
min(hA,hB) = min

dA⊕dB 6=d′A⊕d′B
‖∆u(hA,hB)‖2 (7.5)

where
∆u(hA,hB) = (∆u1(hA,1,hB,1), . . . ,∆uL(hA,L,hB,L)) (7.6)

116



Chapter 7 Impact of Relative-Fading in WNC 2-Way Relaying with Diversity Reception 7.3 Minimal Distance Analysis

is a vector of differences of superimposed constellation space signals∆ui(hA,i,hB,i) = hA,i∆sA+hB,i∆sB,

at theith antennai ∈ ZL and∆sT = s(dT )
T − s

(d′T)
T , denotes the signal difference of terminalT ∈ {A,B}.

Throughout this chapter, we use the termminimal distanceto denote minimal distance (7.5). Besides,
we use the termprimary minimal distanceto denote the standard minimal distance of terminal alphabet
A defined as

δ 2
min = min

i 6= j

∣∣∣s(i)− s( j)
∣∣∣
2
, s(i),s( j) ∈ A . (7.7)

7.3.2 Absolute-Fading and Relative-Fading

Minimal distance (7.5) is parametrised by channel coefficientshA,hB. We define afadingw.r.t. symbol
decoding when the minimal distance drops near-to-zero for some channel realisations as

∆2
min(hA,hB)< ε (7.8)

whereε is sufficiently small. Following order-of-magnitude approximation in [11], sufficiently small
roughly meansε to be inversely proportional to SNR,ε ∼ 1/SNR. Notation⋆ < ε denotes⋆ being near-to-
zero w.r.t. SNR and symbol∼ means proportionally in order-of-magnitude approximation.

Definition 7. Absolute-Fading (AF)we define as fading (7.8) providing that‖hA‖ < ε ′ or ‖hB‖ < ε ′. In
other words, whenever absolute value of any channel is near-to-zero (seriously weak), there will be a high
probability of error symbol decision regardless what data symbols were transmitted.

Definition 8. Relative-Fading (RF)is a non-absolute fading. It is a fading when‖hA‖> ε ′ and‖hB‖> ε ′.
Non-zero norm channel parameters forcing minimal distanceto zero (and so causing RF) which we
denoted as singular. Since minimal distance (7.5) compares all possible data symbols, RF fulfilling (7.8)
represents error symbol detection only for some critical data symbols pairs. In contrast to AF, the RF
phenomenon depends on what data symbols are being transmitted.

Example 2. RF can be clearly visualised in a single antenna caseL= 1. The minimal distance is paramet-
rised by scalar valueshA,hB. Since we assume CSIR, we may introduce a normalised minimal distance

∆
′2
min(α) = ∆2

min(hA,hB)/|hA|= min
dA⊕dB 6=d′A⊕d′B

‖∆sA+α∆sB‖2 (7.9)

where channel ratioα = hB/hA. RF can be equivalently described using (7.9) as if ∆′2
min(α) < ε for some

α and|hA|> ε ′, |hB|> ε ′. We denote channel parameter ratioα = hB/hA forcing∆′2
min(α) = 0 assingular.

For example, QPSK alphabet and XOR function possess singularities {±j,±1± j,±1/2± j/2} as shows
Fig.7.2.

7.3.3 Minimal Distance Upper-Bound Suppressing Relative-Fading

Lemma 12. Minimal distance (7.5) is upper-bounded as

∆2
min ≤ δ 2

minmin
{
‖hA‖2 ,‖hB‖2

}
(7.10)

whereδ 2
min stands for primary minimal distance (7.7).

Proof. Bound (7.10) is derived simply by evaluating minimum operation in (7.5) for cases a)dA = d′
A and

b) dB = d′
B. Since we do not evaluate the minimum for all data symbol pairssuch thatdA⊕dB 6= d′

A⊕d′
B,

we obtain the inequality. Assuming case a) (resp. b)), (7.5) simplifies to

min
dA⊕dB 6=d′A⊕d′B,dA=d′A

‖∆u‖2 = min
dB 6=d′B

‖hB∆sB‖2 = δ 2
min‖hB‖2 , (7.11)

min
dA⊕dB 6=d′A⊕d′B,dB=d′B

‖∆u‖2 = min
dA 6=d′A

‖hA∆sA‖2 = δ 2
min‖hA‖2 , (7.12)

respectively. Taking (7.11), (7.12) together gives us the bound (7.10).
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Claim1. The alphabets reaching bound (7.10) for all possible channel realisations (denoted as UMP) do
not possess any singular channel parameters. It is because the r.h.s. of (7.10) is near-to-zero only if one of
the channel norm is near-to-zero. Hence, RF is not present (regardless of transmitted data symbols). As
shown in [4], such an alphabet is e.g. BPSK. In contrast, QPSK has several catastrophic parameters (see
Fig.7.2) and does not reach the bound. Surprisingly, it reaches the bound for real channel parameter ratio
α ∈ R as shown in Fig.7.3. This is a key founding which enables us to independently study the impact
of absolute-fading and relative-fading on representativeQPSK performance.AF and RF is present for
general complex channel parameters but only AF is present for the real channel parameters (i.e. zero
channel phase difference∆θi = arghB,i −arghA,i = 0, i ∈ ZL).

Remark12. Since the extended-cardinality network coding mapper cannot cluster data symbols corres-
ponding todA = d′

A or dB = d′
B together due to the principle of exclusivity, bound (7.10) holds also for

extended-cardinality adaptive network coding approach [54].

7.4 Alphabet-Constrained Capacity Analysis

ACC is a mutual information between a discrete-valued uniformly-distributed input (given by the partic-
ular modulation alphabet) and an unconstrained-output. Itis an information-theoretical tool representing
an achievable rate using particular alphabet with the idealcapacity-achieving channel codes [51].

7.4.1 Parametric ACC

ACC in WNC SIMO bidirectional relaying is expressed by likelihood functions of network coded symbol
decoding (7.3) as

C∗ = log2M+
1
M

ˆ

x∈CL

M

∑
dAB=1

p(x|dAB) log2
p(x|dAB)

∑M
d′AB=1 p(x|d′

AB)
dx. (7.13)

which is parametrised by channel parametershA,hB.

7.4.2 Ergodic ACC

Providing an ergodic observation, ACC averaged over channel parametershA,hB is expressed as

C∗ =

ˆ

hA∈CL,hB∈CL
C∗p(hA)p(hB)dhAdhB. (7.14)

wherep(h) is PDF of particular channel model. As an illustrative example, let us considerL = 1 for
which ergodicC∗ in the polar coordinates is

C∗ =
1

(2π)2

˘

[0,2π ]2×[0,∞]2
C∗
(

ρAejθA,ρBejθB

)
p(ρA)p(ρB)dθAdθBdρAdρB (7.15)

wherep(ρ) is a relevant Rayleigh/Rice distribution. We may save one phase-averaging, supposing

|ρAejθA∆sA+ρBejθB∆sB+w|= |ρA∆sA+ρBej∆θ ∆sB+w′|, (7.16)

where the channel phase difference is∆θ = θB−θA andw′ = e−jθAw is circularly symmetric AWGN with
the same statistic asw and so

C∗ =
1

2π

˚

[0,2π ]×[0,∞]2
C∗(ρA,ρBej∆θ )p(ρA)p(ρB)d∆θdρAdρB. (7.17)

Similarly, we compute the ergodic ACC forL higher than 1.
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Figure 7.4: SER of BPSK in a SIMO Rayleigh channel.

Table 7.1: The losses of uncoded QPSK error performance (i.e. a gap between performance with∆θ
random and∆θ = 0) caused by the relative-fading and the absolute-fading (in dB at SER10−4)

Diversity orderL 1 2 3 5

RF loss in Rayleigh 2 0.6 0.15 0.1
AF loss in Rayleigh 30.5 13 7.5 4

RF loss in RiceK = 10dB 22.7 8.6 3.8 0.7
AF loss in RiceK = 10dB 6 2.2 1.5 0.7

7.5 Numerical Results

Now, we show the uncoded symbol error performance and ergodic ACC of WNC at the MA stage. We
assume Rayleigh/RiceK = 10dB flat fully-interleaved fading channel coefficients to be perfectly known
at receivers. The message consists of a sequence ofNd = 256 symbols. The antenna array gain of
SIMO is removed from SNR in order to clearly observe the effects of diversity on the performance i.e.
SNR is defined asγ = 1/2N0L. We assume diversity orderL not higher than 2 for ergodic ACC analysis
and occasionally we restrict on most interesting SNR range[0,15]dB due to the substantial numerical
demands. For the sake of numerical stability, we use the Gaussian approximation of Rician PDF in ACC
evaluation (7.17) described in [87, p.126].

We consider BPSK and QPSK alphabets and two type of channels:A) real channels with zero phase
channel difference∆θ = 0 and B) realistic uniformly distributed∆θ . BPSK reaches UMP bound (7.10)
for all channel parameter values and therefore it performs in the same way for A)∆θ = 0 as well as for
B) random∆θ as confirm SER curves in Fig.7.4, 7.5and ACC plots in Fig.7.8,7.9.

In contrast to BPSK, QPSK possesses several singular parameters for B) random∆θ and no singular
parameter for A)∆θ = 0 (see Fig.7.2, 7.3). Tables7.1, 7.2 present impact of AF and RF on the QPSK
performance. We observe in Fig.7.6 that the impact of RF on the uncoded performance w.r.t. to AF in
the Rayleigh channel is negligible. Rician factorK increases the impact of RF w.r.t. AF as shown in
Fig.7.7. The same trend is observed at ACC in Fig.7.10, 7.11. The impact of RF on the performance in
uncoded case is much higher than in the channel coded case with modern channel codes (described by
ACC). DiversityL = 5 (resp.L = 2) suppresses the loss of RF under 1 dB for both considered channels
in uncoded (resp. ACC) case.
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Figure 7.5: SER of BPSK in a SIMO Rice channel.
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Figure 7.11: ACC of QPSK in a SIMO Rice channel.

Table 7.2: Losses ofC∗ of QPSK caused by the relative-fading and the absolute-fading (in dB at rate 1
[bits/channel use]).

Diversity orderL 1 2

RF loss in Rayleigh 1.75 0.5
AF loss in Rayleigh 3.5 1.5

RF loss in RiceK = 10dB 2 0.75
AF loss in RiceK = 10dB 0.75 0

7.6 Conclusion

In this chapter, we have analysed the impact of the relative-fading and the absolute-fading of representat-
ive QPSK alphabet in a diversity single-input multiple-output 2-way relay channel with WNC and CSIR.
It has been found that the impact of RF w.r.t. AF is more significant in strong line-of-sight (Rician)
channels and less significant in Rayleigh channels. The minimal distance analysis as well as uncoded
error performance shows that RF is significantly suppressedif diversity order is increased. For example,
the losses caused by RF drop under 1 dB or are much lower than AFlosses for moderate diversity order
L = 5. The alphabet-constrained capacity analysis, representing the system performance with modern
near capacity-operating channel codes, show that the losses caused by RF are much lower than in the
uncoded case (below 1 dB even for only diversityL = 2). We conclude that demanding RF suppressing
approaches [4, 5, 57, 60, 54] do not provide large gains if combined with diversity reception techniques
and modern state-of-the-art channel codes.
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Chapter 8

Optimised Constellation-Prerotation
for WNC Relaying in 3-Terminal
1-Relay Network

WNC method is an interference harnessing physical-layer concept combining network coding principles
and broadcast nature of the wireless medium. Significant capacity gains of WNC were shown in a wireless
2-WRC. The extension of WNC to more complicated network topologies potentially offers even larger
gains than in the 2-WRC. However, such an extension is generally non-trivial.

In this chapter, we show that it is feasible to achieve additional considerable capacity gains in compare
to bidirectional relaying approach in a 3-Terminal 1-Relay(3T-1R) network. We focus on the constella-
tion design for its uplink MA stage. The throughput maximisation is achieved by an optimised prerota-
tion of carefully selected source constellations and corresponding network coding functions, effectively
reducing the number of required MA stages. We propose ASK andmodulo sum operation withπ/3
prerotation which seems to be a favourable choice for 3T-1R since it keeps the same minimal distance as
in the point-to-point case.

8.1 Introduction

8.1.1 Motivation & Related Work

Extension of WNC to more complicated network topologies hasbeen investigated so far only sparsely.
The extension is generally non-trivial, but it offers even larger gains than in the 2-WRC. WNC has been
successfully generalised for a “chain” multi-hop and “butterfly” topology [73] and for a “star” topology
with multiple bidirectionally communicating pairs sharing the same relay [62]. Concept [62] exploits the
overheard conversation between neighbouring terminals providing additional information links. These
additional links increase the amount of side-information at the final destinations which allow a stronger
compression of information to be broadcast (the number of required BC stages). The compression is
covered by the network coding approach respecting the amount of available side-information.

In this chapter, we introduce a novel WNC paradigm which offers higher achievable rates in complex
multi-source networks based on a carefully handled multi-source MA stage when the relay decodes a
network coded data symbols. Our proposed approach optimises a precoding (prerotation) of source con-
stellations which allows an effective reduction of the number of required MA stages. This approach is
demonstrated in a 3T-1R network (see Fig.8.1). Our proposed approach is applicable to a more general
setting especially in combination with the utilization of additional overheard information links [62]. The
3T-1R topology is considered e.g. also in recent related works [88], [89] and [90]. Work [88] optimises
resource management of the 3T-1R network considered as two separated 2-WRCs. This scenario serves
us as a benchmark model for our proposed method.
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Figure 8.1: Wireless 3T-1R network.

Figure 8.2: I. 2-Stage MA strategy, II. 1-Stage MA strategy and III. 2-Stage MA strategy transmitting the
same amount of information as II.

125



8.2 System Model Chapter 8 Optimised Constellation-Prerotation for WNC in 3T-1R Network

8.2 System Model

8.2.1 3-Terminal 1-Relay Network

Let us consider the 3T-1R network comprising three terminals A,B,C communicating in a half-duplex
manner via relayR. Every terminal wishes to send its message to all other terminals; the data-flows,
denoted by oriented blue lines in Fig.8.1, represent e.g. “video-conference” – the nodes are exchanging
its common status information. Nonetheless, the aim of our scenario is to simply demonstrate benefits of
the WNC-based multi-source (esp. more than 2-source) MA strategy. Unlike in [62], we do not assume
a presence of direct links among terminals. Our scenario assumes a time-synchronised low-mobility
environment allowing adaptive-precoding strategy [60] inverting the wireless channel fading coefficients
and arbitrary setting the constellation prerotation. Further, we assume a per-symbol relaying and we do
not consider channel coding which can be additionally concatenated to our scheme [51].

8.2.2 Constellation Space Model and Used Notation

The terminals use a common primary alphabetAA = AB = AC = A which is assumed to be a canonical
linear scheme (ASK, PSK, QAM) with the cardinality of the alphabet|A | = M to be a power of two.

The baseband signals in the constellation space forming thealphabetA = {s(dT )
T }M−1

dT=0, wheres(dT )
T ∈ C

are normalised to the unit mean symbol energy. LetdT ∈ ZM = {0,1, . . . ,(M − 1)} be a data symbol
transmitted by terminalT ∈ {A,B,C} to all other terminals. We also assume a memoryless constellation

mapperM such thats(dT )
T = M (dT).

8.2.3 Considered MA strategies

We consider two major MA strategies, see Fig.8.2: I. 2-stage MA strategy and II. 1-stage MA strategy,
described later in Sec.8.3.1and Sec.8.3.2, respectively. Since we assume the same symbol duration
case I has half the rate than II due to the orthogonal separation of MA stages. Case III is introduced for
comparison purposes as it possess the same rate as II, however requiring additional time resources.

8.3 WNC Strategy in a 3T-1R Network

Final destinations using WNC in the 3T-1R network (as well asin the 2-WRC) can successfully decode
messages from other terminals with knowledge of its own dataand network coded data, similarly as in the
link-layer network coding approach. Network coded data incorporate data from multiple sources via an
invertible network coding functionN [45]. The typical minimum-cardinalityN operations are bit-wise
XOR

dAB= dA⊕dB, (8.1)

and modulo-M addition
dAB= (dA+dB)modM. (8.2)

The broadcast of network coded data is desirable since it reduces the required amount of information to
be broadcast without a loss of performance.

In the 3T-1R, broadcast ofdAB anddBC is sufficient because the terminalA obtains desired datadB

anddC with a help of its own datadA by the following steps: at first

dB = N
−1(dAB,dA), (8.3)

is decoded followed by
dC = N

−1(dBC,dB), (8.4)

whereN −1 is the inversion ofN . In a similar way,BobtainsdA=N −1(dAB,dB) anddC =N −1(dBC,dB),
andC obtainsdB=N −1(dBC,dC) anddA=N −1(dAB,dB). In this chapter, we focus on the MA strategies
where the relay decodes network coded coded data[dAB,dBC].
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8.3.1 Two-stage MA strategy

The natural extension of WNC for a 3T-1R network would be to separate the 3T-1R network into two
separate 2-WRCs i.e. the MA stage would be divided into the two independent stages as appeared e.g.
in [88]. At the first stage,A andB (resp. at the latter stageB andC) are simultaneously transmitting and
d̂AB (resp.d̂BC) are decoded as follows. The adaptive-precoding strategy [60] inverts the channel fading
coefficientshA, hB by setting the precoding coefficients topA = 1/hA, pB = 1/hB. The received signal at the
relay is

x= hApAs(dA)
A +hBpBs(dB)

B +w= s(dA)
A + s(dB)

B +w, (8.5)

wherew is a complex AWGN noise with variance 2N0 and frequency-flat coefficientshA andhB fol-
low appropriate distributions. We suppose an easy-to-implement variant with two-step decoding pro-
cessing [45]: an estimate of network coded datâdAB (and similarly ford̂BC) is obtained by 1) the Joint
Maximum Likelihood (JML) decoding

[d̂A, d̂B] = arg min
[dA,dB]

∣∣∣x− s(dA)
A − s(dB)

B

∣∣∣
2

(8.6)

followed by 2) the network coding operation̂dAB = N (d̂A, d̂B). Note, that by JML we are not able to

distinguish e.g.[s(dA)
A ,s(dB)

B ] = [1,−1] from [s(dA)
A ,s(dB)

B ] = [−1,1] when BPSK alphabet is considered.
However, it is not a source of errors, since we are interestedin decoding ofd̂AB which is in both cases
identical and equals tôdAB= 1.

8.3.2 One-stage MA strategy

In addition to invert the wireless channel coefficients, theadaptive-precoding technique [60] enables
prerotation of individual constellations to the desired position as seen at the relay which permits a joint
detection of both network coded data symbols[dAB,dBC] at the single MA stage. Let

pA = 1/hA, pB = 1/hB exp( jϕ1), pC = 1/hC exp( jϕ2) (8.7)

be the adaptive precoding coefficients together with the proposed constellation prerotations where the
alphabet of terminalA remains fixed andB alphabet (resp.C) is rotated by angleϕ1 (resp. ϕ2). The
received composite signal is

x= s(dA)
A + s(dB)

B ejϕ1 + s(dC)
C ejϕ2 +w, (8.8)

wherew is a complex AWGN noise with variance 2N0 andhA,hB,hC are frequency-flat coefficients. The
WNC-based network coded data decoding resembles the preceding two-stage case; initial JML yields

[d̂A, d̂B, d̂C] = arg min
[dA,dB,dC]

∣∣∣x− s(dA)
A − s(dB)

B ejϕ1 − s(dC)
C ejϕ2

∣∣∣
2

(8.9)

which is followed by the network coded data encoding

[d̂AB, d̂BC] = [N (d̂A, d̂B),N (d̂B, d̂C)]. (8.10)

Similarly, an erroneous joint detection (8.9) is error-free as long as it produces correct network coded pair
[dAB,dBC] = [d̂AB, d̂BC].

8.3.3 Optimised Constellation Prerotation for the 1-stageMA Strategy

The prerotation angels[ϕ1,ϕ2] are chosen to maximise the squared minimal Euclidean distance between
important signal points of a superimposed (composite) constellation which mostly influences the system
error performance for sufficiently high SNR [54]. We define the minimal distance as

∆2
min(ϕ1,ϕ2) = min

[dAB,dBC]6=[d′AB,d
′
BC]

∣∣u(ϕ1,ϕ2)−u′(ϕ1,ϕ2)
∣∣2 (8.11)
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Table 8.1: Minimal distances∆2
min of composite constellations with optimised constellationprerotation

ϕ̂1 for different primary alphabetsA and network coding functionN

A δ 2
min N ϕ̂1 ∆2

min 10log10

(
∆2

min
δ 2

min

)

BPSK 4 XOR π/3 4 0
4-ASK 0.8 MOD π/3 0.8 0
4-ASK 0.8 XOR 0.19π 0.088 -9.6
QPSK 2 MOD 0.097π 0.19 -10.2
QPSK 2 XOR 0.097π 0.19 -10.2
8-ASK 0.19 MOD π/3 0.19 0
8-ASK 0.19 XOR 0.19π 0.0076 -14
8-PSK 0.56 MOD 1.21π 0.0089 -18
8-PSK 0.56 XOR 1.21π 0.0089 -18

to properly respect[dAB,dBC] decoding from the superimposed constellation, where composite signal is

u(ϕ1,ϕ2) = s(dA)
A + s(dB)

B ejϕ1 + s(dC)
C ejϕ2, (8.12)

and similarly

u′(ϕ1,ϕ2) = s
(d′A)
A + s

(d′B)
B ejϕ1 + s

(d′C)
C ejϕ2. (8.13)

The prerotation angles are set to maximise the minimal distance,

[ϕ̂1, ϕ̂2] = arg max
[ϕ1,ϕ2]

∆2
min(ϕ1,ϕ2). (8.14)

The numerically obtained results for several alphabets andnetwork coding functions are summarised in
Table8.1. Apparently due to the symmetry of our problem, there are multiple optimal solutions but all of
them have the second optimal angleϕ̂2 = 2ϕ̂1. Acronyms ’XOR’ and ’MOD’ refer to bit-wise XOR and
modulo-M function, respectively. Note that by evaluating of the minimum in (8.11) with fixeddA anddB

and variabledC, we obtain the minimal distance of primary alphabet

δ 2
min = min

i 6= j

∣∣∣s(i)− s( j)
∣∣∣
2
. (8.15)

Therefore,∆2
min is naturally upper-bounded byδ 2

min. In our notation,δ 2
min refers to the minimal distance

of primary alphabetA while ∆2
min is a minimal distance of the composite alphabet (superposition of three

prerotatedA ) and affected also by the chosenN .
The results show thatM-ary M-ASK, modulo sum operation andπ/3 prerotation forms the compact

hexagonal structure, see Figs.8.3, 8.4, 8.5, which is favourable since it keeps the same minimal distance
as in the point-to-point case∆2

min(ϕ̂1, ϕ̂2) = δ 2
min.

8.3.4 Generalisation for a multi-source network

The extension to multi-sourceN-Terminal 1-Relay (NT-1R) network is trivial in the sense that we can
always optimise the mutual prerotation of alphabets w.r.t.network coded data decoding. However, we
cannot always expect the optimality possessed by the solution in the 3T-1R network (π/3 prerotatedM-
ASK and modulo sum operation) where by optimality, we mean that minimal distance∆2

min equals to its
upper-bounding minimal distance of primary alphabetδ 2

min. The design of the alphabets similarly optimal
in an NT-1R network is challenging and apparently it requires a joint design ofN distinct alphabets. Based
on this work, we may conjecture that the optimal composite constellation would form some dense lattice-
constellation (apparently multi-dimensional) withN-axis of symmetry, since in 3T-1R the result is the
dense hexagonal lattice with 3 axis of symmetry (marked in Fig8.3by the dashed lines).

128



Chapter 8 Optimised Constellation-Prerotation for WNC in 3T-1R Network 8.3 WNC Strategy in a 3T-1R Network

Figure 8.3: Composite constellation of three mutuallyπ/3 prerotated BPSK modulations. The interfering
signals at the point 0 in the signal space correspond to[dA,dB,dC] = [0,0,0] and[1,1,1].Since these points
lie in the region with identical[dAB,dBC] (identical colour), it is not a source of errors.
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Figure 8.4: Superimposed-constellation ofπ/3 prerotated 4-ASK. Interfering points are not a source of
errors because they are clustered in the same coloured region [dAB,dBC]; similarly as in Fig.8.3.

Figure 8.5: Superimposed-constellation ofπ/3 prerotated 8-ASK. Interfering points are not a source of
errors because they are clustered in the same coloured region [dAB,dBC]; similarly as in Fig.8.3.
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Figure 8.6: Alphabet-constrained capacity curves for several alphabets, network coding operations and
mutual prerotations.

8.4 Performance Evaluation

In Fig.8.6, we compare different alphabets in the 1-stage (dashed lines) and the 2-stage (solid lines) MA
strategies by its Alphabet-Constrained Capacities (ACC)C∗. ACC is the information theoretical chan-
nel capacity respecting the practical constraints given bythe particular alphabet i.e. the capacity with
a discrete-valued uniformly-distributed input and an unconstrained output. We numerically evaluateC∗

as the mutual information between uniformly distributed[dAB,dBC] and the received signal (8.5) for the
2-stage MA strategy and between received signal (8.8) for the 1-stage MA strategy. More detailed de-
scription ofC∗ evaluation is e.g. in [51]. All wireless links are assumed to have the same SNR for the
sake of simplicity. The depicted 2-stage strategies correspond to case I in Fig.8.2and attain asymptotic-
ally (SNR→ ∞) only halfC∗ of the 1-stage strategy (case II) due to the orthogonal separation of the MA
stages (it requires two channel uses to deliver the same amount of information). Reference case III is not
depicted in Fig.8.6, since its capacity is simply the case I capacity multipliedby 2, however, requiring
two times more of the temporal-resources. We confirm that the1-stage MA strategy with optimally prero-
tated ASK modulations and modulo sum operation performs thehighest constrained capacity for given
SNR among the other considered strategies.

8.5 Conclusion

This work proposes an optimised constellation-prerotation for carefully selected constellations and net-
work coding functions for the WNC-based strategy in the 3T-1R network. It effectively reduces the num-
ber of MA stages resulting in the considerable capacity gains. We believe that the proposed paradigm is
applicable in general settings attractive especially in combination with the utilization of additional over-
heard information links as pointed out in [62]. Our proposed approach exploits the knowledge of network
topology, data-flows and channel adaptation technique.
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Chapter 9

Conclusion

This thesis is concerned with a modulation design for the emerging wireless network architecture denoted
as Wireless Network Coding (WNC). The modulation design topic is challenging even in the simplest
possible network scenario – a 2-Way Relay Channel (2-WRC) which is our most assumed scenario. The
reason is that unlike in the standard point-to-point communication, the WNC method works with a signal
superposition where a crucial impact on the overall performance possess also a network coding function
used by the relay (relay processing in general). Moreover, there are considerably more possibilities of
mutual distributed synchronisation among the nodes including the quality of Channel State Information
(CSI). Generally, there is a larger amount of parameters significantly influencing the system performance
than in the point-to-point communication.

We see a great potential of our work considering the affine-indexed lattice-constellations with modulo-
sum relay decoding [2]. This contribution is rather theoretical one, but due to its simple analytical res-
ults, it provides a very useful theoretical tool. As far as weknow, the modulations and network coding
functions have been so far designed only numerically, particularly, by suboptimal greedy clustering al-
gorithm [54] or by the algorithm filling a partially-filled Latin squares[38] (it is an NP hard algorithm
very similar to the algorithm solving a Sudoku game). It can provide a solution only for reasonably large
constellation alphabets. In our approach, we are always sure that the modulo-sum function is decodable at
the relay as long as all lattice-constellations are affine-indexed. We believe that the lattice-constellations
are naturally suitable for the modulo-sum decoding also in ageneral network topology because a super-
position of any number of constellations taken from the samelattice is again a point in that lattice. It
is very convenient that we can describe both domains mixed byWNC (i.e. the continuous signal space
of physical-layer and the discrete integer space of networkcoding) by a common algebraic structure (by
lattice-coordinate integer vectors).

We have successfully utilised the discovered properties ofthe affine-indexed lattice-constellations
with modulo-sum relay decoding and based on them we find a 4HEXconstellation suitable for adaptive
WNC strategy [1]. Our proposed 4HEX constellation is probably the most practical contribution suitable
for real implementation. In addition, the adaptive WNC with4HEX uses the bit-wise XOR function
which enables a simplified relay processing (requiring a linear network coding function).

The considerable part of our work studies the negative impact of the relative-fading. We have found
the frequency multi-dimensional modulations robust to therelative-fading [4]. These modulations are
beneficial especially when also the constant envelope property is demanded (e.g. in low-cost receivers
or satellite communication). Our analysis of a general design of Uniformly Most Powerful (UMP) al-
phabets reveals that we cannot entirely eliminate the relative-fading by a suitable alphabet design when
a spectral-efficiency is higher than 1bit/dimension [5]. In that case, we can find alphabets (denoted as
weak UMP) with better performance than standard QAM, PSK butstill the proposed modulations per-
form considerably worst than the utmost UMP scheme. The obstacle of the relative-fading seems to be
practically solved when some level of diversity is assumed [6]. Either the environment is so static that we
can effort some form of adaptation eliminating the relative-fading or the environment is so dynamic that
a rich source of temporal or frequency diversity is available. Our analysis shows that the relative-fading
has significantly lower negative impact when enough diversity is provided (diversity is employed anyway
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if only standard absolute-fading is present).
WNC in a 2-WRC is both theoretically as well as practically quite well understood but the generalisa-

tion of WNC into a more complex network topology is still an open problem. We have identified another
potential source of gains based on the optimisation of the multiple-access stage in [3]. The future direc-
tion of the WNC research must contain an issue of WNC generalisation in order to provide a complete
network architecture based on WNC. So far, the generalisation is strongly dependent on the assumed
topology and there is no general concept how to scale WNC intoa whatever network size. Certainly, the
most important question is whether WNC can still provide thebest performance in such a general wireless
network as it can provide in a 2-WRC. This essential problem needs to be addressed and answered also
by means of measured gains in the real scenario simulation which includes e.g. overall overheads due to
the distributed synchronisation assumptions. The future steps should focus on a mutual time asynchron-
isation which forbid the constellation space model (widelyassumed in our work). We believe that also
a deeper analysis deserves paper [63] which states that in some cases (like unidirectional relaymultiple
access channel) the WNC strategy does not have to provide thebest throughput so the future work should
definitely aim at a more careful analysis of Complex-Field Network Coding (CFNC) w.r.t. the WNC
strategy.
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