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Abstract

Hydronic networks distribute heat from a source to thermal zones with heat demand. Present hydronic networks
evolve only fractionally and don’t keep up with the ongoing rapid digitization of buildings. Only so much can be
done with traditional mechanical feedback, and electronic software-based control solutions are taking place. The cost
of energy minimization algorithms is probitive, and centralized solutions suffer from maintenance issues.

This thesis rethinks hydronic network control from field components to the building-wide system level. A ‘Hydronics
4.0’ concept is formulated to enable economic, self-commissioning, remote self-diagnosing hydronic heat delivery.
On top of this, the newly developed temperature-feedback hydronic actuators provide decoupling and power delivery
linearization. Energy optimization is formulated in a plug-and-play manner and solved on the edge devices (actuators)
via node-to-node communication, thus providing resistance to single-point failures and enhancing the maintenance
and reconfiguration capabilities.

Advances in components modelling, simulation tools and network solvers, up to network stability, analysis, distributed
building model calibration and the concept of distributed optimal control are presented within the thesis.

Keywords: hydronic heating; pumping one-pipe; heat flow control; optimization; distributed control; Hydronics 4.0

Abstrakt

Otopné (hydronické) sítě slouží k distribuci tepla ze zdroje do teplotních zón. Pokrok u současných otopných sítí
zaostává za probíhající rapidní digitalizací budov. Tradiční mechanické řídicí prvky neposkytují nové možnosti a
začínají se prosazovat elektronická, softwarová řešení. Nasazení optimalizačních algoritmů je v současnosti investičně
náročné a centralizovaná řešení mají vysoké nároky na údržbu.

Tato práce reviduje otopné systémy od komponent polní instrumentace až po systémový pohled na úrovni celé budovy.
Navrhovaný koncept ‘Hydronics 4.0’ přináší snížené investiční náklady na materiál a práci díky zjednodušenému
automatickému nasazení a vzdálené diagnostice. Nově navržené hydronické aktuátory s teplotní zpětnou vazbou
navíc potlačují vzájemné vazby v síti a linearizují dodávku tepla. Optimalizační úloha úspory energie je formulovaná
modulárně a řešena přímo na koncových zařízeních, aktuátorech, díky decentralizované komunikaci. Takto je zvýšena
robustnost proti poruchám jednotlivých bodů a umožněno optimalizační úlohy snadno udržovat a překonfigurovávat.

Prezentovány jsou pokroky v modelování komponent, simulačních nástrojích a sít’ových řešičích, až po analýzy
sít’ového chování, stability, distribuované kalibrace modelu budovy a návrhu distribuovaného optimálního řízení.

Klíčová slova: otopný systém; čerpadlová jednotrubka; řízení tepelného toku; optimalizace; distribuované řízení;
Hydronics 4.0
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1. Introduction

Energy consumption of dwellings amounts to 40% of the total energy consumption in the European Union [1, 2],
from which the majority of 64.7% is used for space heating. During a building life cycle, around 40% of energy
is spent on its construction and 60% during operation [3]. There is only a minority of energy efficient buildings
(25% [2]) and thus there is a solid opportunity for energy savings. The European Commission in 2016 extended the
Paris Agreement by a commitment to reduce CO2 emissions by 40% by 2030, where energy efficiency measures in
buildings are among the main drivers; buildings produce 36% of greenhouse emissions [1].

Modern heating/cooling systems used in the European sector are hydronic systems (also called Variable Water
Volume, VWV), the north-American sector uses air distribution systems (called Variable Air Volume, VAV) and
the Asia-Pacific area use mostly refrigerant systems (called Variable Refrigerant Flow, VRF). Per the EU report [4]
(Fig. 1.1), heating and cooling (H/C) accounted for 50 % of the EU’s final energy demand (FED). Space heating
accounts for 53 % of FED for H/C and is the major demand source, followed by process heating (32 % of FED for
H/C). Space heating is relevant for all EU countries as opposed to space cooling (2% of FED for H/C), which is only
relevant for southern countries. The cooling demand in Europe is, however, rising [4].

Energy-saving renovations are ongoing in the whole of Europe, especially after the energy crisis of 2022. Although
varying greatly nationally, the EU-wide regulations are gradually pushing building energy losses through the envelope
to passive or near-zero/net-zero standards (national definitions differ [5]). The insulation thickness is, however,
increasing throughout the whole of Europe [5].

Figure 1.1.: Final energy division of the EU in 2015 [4].

Although a reduction in energy losses through envelope can bring the highest economic gains, it is also necessary
to address effectivity of all active technical systems inside the building. From revealing the most obvious issues,
such as heating and cooling at the same time to slightly more hidden aspects, such as too early preheating of spaces,
moisture accumulation in walls due to too low night setback temperatures, etc. [6]. Apart from direct energy cost, the
installation and maintenance cost of systems should also be addressed [7].

Considering further only heating systems, an EU directive [8] recommends newly designed heat generators to be
sized for average/typical conditions instead of percentile extremes. Such practice will put higher demands on a heat
distribution network as the main heat generator will operate near its maximum ratings for prolonged periods. Efficient
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1. INTRODUCTION

and stable control of the heat distribution network is essential to maintain space comfort without switching in any
auxiliary heat sources.

The main purpose of a hydronic network is to deliver heat from heat sources to terminal zones. Hydronic networks
of the past ran only by gravitational circulation, where correct piping design and realization were necessary to
achieve proper circulation/ heat distribution. First circulation pumps were utilized around 1928 (became standard
around 1950 [9]) and vastly improved control over the heat distribution process and its versatility. Pressure gained by
the fixed-speed pumps allowed to have reasonable flow in almost any heat exchanger in the network. Progressing
till the current day, pipes are getting narrower and all circulation pumps are variable speed, but new challenges
emerge. Hydraulic networks are often disbalanced causing delays in heat delivery and reduced efficiency of heat
sources; on-the-spot solutions to heat delivery issues often come in the form of increasing pump pressure, causing
further inefficiencies and noise issues. The commissioning process could be more convenient and faster. Current
actuation valves lack remote diagnostic features, failures propagate to tenant comfort levels. Control systems are
local, oblivious to the bigger picture, communicating through proprietary protocols and a multitude of gateways,
which are gradually becoming impossible to set and maintain after years of service.

Is it possible to build hydronic networks that deliver heat properly and effectively to every zone without the need for
a multitude of highly specialized technicians or elaborate simulations? Is there a more efficient and economically
favourable alternative? An answer to these questions and possibly others is the objective of this thesis.

1.1. Objectives of the thesis

Ongoing digitization of building components provides only marginal improvements. The cost of system integration
and optimal control deployment is prohibitive. Only a radical new concept may overcome the hurdles posed by
the hydronic heating of today. It is necessary to rethink-rebuild (bottom to up) hydronic distribution networks (and
possibly others) to meet efficiency goals for future buildings.

The thesis objectives are:

• Study hydronic heating in buildings.
• Define an enhancing concept by applying control theory to the building thermal control domain.
• Develop the necessary simulation tools for all involved control and estimation layers.
• Develop and validate the control and estimation algorithms involved in the concept.

1.2. Decentralized building control concept

Commercial buildings are gradually becoming robots we humans built around ourselves. The infrastructures such
as HVAC, lighting, access, fire protection, security, phone, IT and others are necessary in order to accommodate
human needs indoors. Such systems, overall, consist of thousands of edge devices in a typical commercial building,
but also several tens of transcoders and gateways, a handful of communication protocols with their respective master
controllers up to one SCADA system, hopefully integrating all of the systems.

A “whole-building” approach, i.e. considering all technical systems together, is envisioned in the roadmap [10]
by NREL. There are, however still, barriers to the widespread adoption of the approach nowadays. According to
[7] the cost is the main barrier, from which labour expenses take up the majority (for a medium office, HW costs
constitute only about 24% of a complete control system). The complexity of the systems leads to specialized labour
requirements and associated labour costs. In particular, the more complex the HVAC systems are the more labour
cost intensive they are relative to the hardware.

In 2014, I envisioned a hydronic system with a completely decentralized and flat communication architecture, which
was eventually shaped into a concept called “Hydronics 4.0” with its associated grant project [11]. The concept
stands on the following principles
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1.2. DECENTRALIZED BUILDING CONTROL CONCEPT

1. edge-to-edge communication architecture (flat), control and analytics at the edge,
2. daisy-chained power-over-ethernet,
3. zero-commissioning hydronic actuators, remote self-diagnostics,
4. optimized hydronic network topology,
5. distributed model-based optimization algorithm.

The aim is to minimize complexity in communication by using standardized IT infrastructure and avoiding in-
between controllers and gateways. Thus, labour is saved, as is the case for power-over-ethernet concept adoption
which greatly simplifies wiring. Hydronic actuators with temperature feedback allow robust zero commissioning
and remote self-diagnosis of hydronic networks. Incorporating pumping one-pipe hydronic branches may further
decrease installation and HW costs. Lastly, capable communicating edge devices can solve optimization tasks in a
distributed/decentralized manner, including global resource restrictions.

Fig. 1.2 depicts a multilayer conceptual visualization of a heating system. Floor plan and zoning determine the first
layers of interactions - the zone-to-zone coupling. Considering commercial buildings, zone comfort is driven by
fan coil units (FCU), which may or may not be coupled through ductwork. A heating coil of an FCU is controlled
by a hydronic actuator (valve, local pump), and there are disturbances caused by hydronic network coupling. A
hydronic actuator comprises an actuation part (i.e. el. motor) and a sensoric part (e.g. temperature sensors). Electronic
peripheries connect to a microcontroller (MCU). The MCU communicates over Ethernet, which always has the
star topology, but once the power-over-ethernet (PoE) is daisy-chained (connection in series), it brings about a PoE
network topology coupling. The MCU contains a local power controller, as well as self-diagnostic routines. Indoor
air quality (IAQ) is governed by a distributed/decentralized control and optimization layer, whose message exchange
network is the last node relation of the whole stack. The nodes - hydronic edge devices - are intertwined, and it is
crucial to detangle (=decouple) as many dependencies as possible.

A suggestion from the report for the U.S. Department of Energy [7] from 2022 reads: “A cost-reduction strategy
might be to embed controllers at equipment similar to the way edge computing networks operate, which conceptually
reduces the number of devices and controllers and the associated labour costs”, which fully aligns with the “Hydronics
4.0” concept outlined.

Figure 1.2.: The “Hydronics 4.0” concept. Each edge device (e.g. actuator) consists of multiple HW and algorithmic
layers. There are multiple coupling to other edge devices with different topologies.
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1.3. Structure of the thesis

The thesis is organized into four parts in the bottom-up fashion according to physical scale:

Part I – Hydronic components Describes important field-level components of hydronic networks; their governing
physics, modelling and important variants. Chapter 4 contains an original method to accurately solve heat
exchanger thermal equations for prevailing convection conditions.

Part II – Load power control Covers strategies for regulating the heat output of a heat terminal by managing the
velocity of a heat transfer liquid. Chapter 6 describes a patented method and device for controlling absolute
heat flow without the use of a flowmeter. Real-world validation of the device performance with a testbed
description rounds off the part.

Part III – Hydronic networks Describes and analyses traditional hydronic topologies, as well as, less known
decentralized pumping hydronic networks. Chapter 9 provides an original stability analysis of distributed
controllers in the two-pipe hydronic network and also, so far not published, inlet temperature drop mitigation
methods for the pumping one-pipe system. The part is completed by hydronic network control strategies.

Part IV – Building level control Scopes the entire building’s thermal control. Chapter 12 provides the methodology
of creating a building model in a distributed manner and Chapter 13 outlines decentralized/distributed and
centralized (optimal) control strategies.

State-of-the-art sections precede important results distributed throughout the body of the thesis.

Chapters and sections based on original publications are, for convenience, labelled by footnotes in the respective
titles.
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Part I.

Hydronic components
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A hydronic network consist of hydronic components. The components can be of purely hydraulic domain, such
as circulators, valves, pipes, etc., or couple the hydraulic domain with a thermal domain such as boilers, chillers,
radiators, fan coil units, and so on.

We can categorize the hydraulic components into hydraulic resistances (pipes, valves, hydraulic model of a heat
exchanger, etc.) and pressure sources (circulators, elevated tanks, etc.).

A component hydraulic model describes the relation between flow and pressure potential. The flow can be inter-
changeably defined as either a flow of mass (common notation ṁ) or a volumetric flow (common notation V̇ , Q)
where the relation between the two is

ṁ = ρV̇ ,

where ρ stands for liquid density. Both descriptions are equally useful as both can be conserved properties in hydraulic
scenarios.

Pressure potential is equal to a differential pressure (common notation ∆p) between two positions in a hydraulic
circuit. Hydraulic literature also defines the pressure potential in terms of a hydraulic head (common notation H). The
hydraulic head is a specific measurement of a liquid pressure, more precisely, a height of a liquid column generating
certain liquid pressure difference to the environment surrounding the liquid column

∆p = Hρg

H =
∆p
ρg
,

where ρ is the working fluid density and g is the acceleration due to gravity. Hydraulic head is useful in describing
centrifugal pumps as their characteristics tent to be independent of the liquid density and provides practical basis
for pump specification in liquid elevation scenarios. Hydraulic head is expressed in units of distance (e.g. m or to
improve clarity as mw.c.).
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2. Hydraulic resistance

A hydraulic resistance is, as in its electrical analogy, a measure of how much of a hydraulic potential is lost over a
hydraulic component under given flow

∆p = fR (Q,R) ,

where R represents the hydraulic resistance and fR is a function to be derived further on. The resistance description is
useful in determining pressure/head loss of a hydraulic circuit.

Conversely, as in the electrical analogy, hydraulic conductivity is a measure of how strongly a hydraulic component
impedes flow under a given pressure potential

Q = f −1
R (∆p,R) = fK (∆p,K) ,

where K represents the hydraulic conductivity. The exact relation between the hydraulic resistance and conductivity
is to be derived further on. The conductivity expression is beneficial in describing flow control valves, for example.

A head loss in general may be of one of the following kind:

• a “major” head loss due to viscous friction of a fluid on a hydraulic component wall, e.g. in pipes etc.,
• a “minor” head loss due to hydrodynamic energy losses in bends, connections, contractions, expansions, etc.,
• a variable hydraulic conductivity, e.g. valve

2.1. Viscous friction resistance

For all flows in this chapter, we will assume that a pipe is filled with the fluid being transported. As opposed to
open-channel pipe, where the sole driving force of the flow is gravity, the driving force in a pipe flow is mainly a
pressure difference between the ends of a pipe. Flow regimes may be, according to Reynolds, laminar, transitional or
turbulent.

The most important dimensionless parameter for a flow pipe, describing, for example, the flow regime, is the Reynolds
number

Re =
ρvDh

µ
,

where v [m/s] is an average velocity of the flow in a pipe, Dh [m] is a hydraulic diameter of a pipe, ρ [kg/m3] is a fluid
density and µ [kg/m·s] is a dynamic viscosity of the fluid. For a flow in a pipe, the formula also reads as

Re =
QDh

νAc
,

where Q
[
m3/s

]
is a volumetric flow, ν = µ/ρ

[
m2/s

]
is a kinematic viscosity and Ac

[
m3

]
a cross-sectional area of the pipe.

For circular pipe, the hydraulic diameter Dh [m] equals to the inside pipe diameter d [m]. The flow in a round pipe is
laminar if the Reynolds number is less than approximately 2100 and turbulent if it is greater than approximately
4000 [12, p. 386]. In between, the flow may switch between laminar and turbulent in a random fashion; this region is
called transitional.

Without further notice, the flow is for simplicity considered fully developed unless specifically stated otherwise.

The best known representation of the pipe viscous friction is given by Darcy-Weisbach formula [12, eq. 8.34]

H = fD
L

Dh

sign (v) v2

2g
,

9



2. HYDRAULIC RESISTANCE

where H f [m] is a head loss due to friction, L [m] is length of a pipe, Dh [m] is a hydraulic diameter of the pipe,
v = Q/(ρ·Ac) [m/s] is average flow velocity, g [m/s2] is a local gravitation due to gravity and fD [−] is the Darcy friction
factor. For circular pipes, the hydraulic diameter is equal to the actual diameter of the pipe Dh = D and the
cross-section area is Ac = π

D2

4 , so the head loss formula becomes

H = 8 fD
Lsign (Q)
gπ2ρ2D5 Q2. (2.1)

In the laminar region (Re< 2100), the Darcy friction factor depends solely on the Reynolds number [12, eq. 8.19]

fD =
64
Re
.

In the turbulent region (Re > 4000), the Darcy friction factor is solved iteratively from a Colebrook formula [12, eq.
8.35a]

1√
fD
= −2 ln

 1
3.7

ϵ

D
+

2.51

Re
√

fD

 ,
where an initial solution can be given by a Haaland formula [12, eq. 8.35b]

1√
fD
= −1.8 ln

( 1
3.7

ϵ

D

)1.1

+
6.9
Re

 ,
which gives the Darcy factor explicitly. Given that the solution to the Haaland formula varies by 2% from that of
Colebrook and that the Colebrook formula approximates the friction factor with ±15% accuracy over the whole
range, it is probably sufficient to use just the Haaland formula for computationally extensive simulations [13, p. 370].
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Figure 2.1.: Pipe viscous friction head loss by Darcy-Weisbach formula (L = 10m,D = 2.54cm).

For smooth pipes, there is a correlation developed by Petukhov [14, eq. 8.21], which gives the friction factor in an
explicit form as

fD = (0.79 ln (ReD) − 1.64)−2 3000 ≤ ReD ≤ 5 · 106
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2.2. HYDRODYNAMIC LOSSES

2.2. Hydrodynamic losses

Any hydraulic system has friction and hydrodynamic losses called minor losses. These are due to

• pipe entrance or exit,
• bends, elbows, tees or other flow arrangement changes,
• expansion or contraction.

The flow pattern in fittings and bends is rather complex, so the losses are commonly measured experimentally. The
head loss is usually given in the following form

H = sign (v) k
v2

2g
= k

sign (Q)
2gA2

c
Q2,

where k [−] is the measured dimensionless loss coefficient [13, eq. 6.78]. The loss coefficient is often not correlated
to Reynolds number but rather to the physical shape of the bend or fitting (diameter, angle, etc.).

2.3. Generic hydraulic resistance/conductivity

Friction head loss or similarly hydraulic resistance of complex structures is generally nearly impossible to derive
analytically. The friction loss is therefore measured, and the data are correlated to the generic formula

∆p = RQm, (2.2)

where ∆p [bar] is a pressure loss, R is a hydraulic resistance, Q
[
m3/h

]
is flow, and m is a flow exponent. Analytically,

for a straight pipe, the exponent is given by the Darcy-Weisbach formula (2.1) as m = 2, the Hazen-Williams formula
gives m = 1.85 [15]. The exponent can, however, be fitted arbitrarily to measured data if necessary.

A generic hydraulic conductivity is
Q = K m

√
∆p, (2.3)

The hydraulic conductivity unit is
[
m3/(h·bar0.5)

]
, but for the sake of practicality, a simplified formulation version[

bar→ m3/h
]

or similarly
[

m3/h
∣∣∣
1bar

]
is defined and used throughout the thesis.

Unless stated specifically otherwise, the exponent from Darcy-Weisbach formula, m = 2, is used throughout the
thesis.

Series and parallel connections of hydraulic resistance and conductivities is covered in Sec. A.1.

2.4. Variable hydraulic resistance

A variable hydraulic resistance/conductivity mainly occurs in valves. A valve is governed by

Q (x) = Kv (x) sign (∆p)
√
∆p (2.4)

where Q
[
m3/h

]
is the volumetric flow through the valve, ∆p [bar] is a differential pressure across the valve, Kv (x)

[
m3/h

∣∣∣
1bar

]
is a flow factor defining the amount of flow at a certain valve position and pressure ∆p = 1bar = 105Pa and x ∈ ⟨0,1⟩
is a relative valve opening. A valve size is defined by its saturation flow at 1bar named Kvs

[
m3/h

∣∣∣
1bar

]
and by a flow

11



2. HYDRAULIC RESISTANCE

through the valve when it is fully closed named Kv0

[
m3/H

∣∣∣
1bar

]
. Formally

Kv (x) =
Q√
∆p

Kvs =
Q√
∆p

∣∣∣∣∣∣∣
x=1,∆p=1bar

,

Kv0 =
Q√
∆p

∣∣∣∣∣∣∣
x=0,∆p=1bar

.

The shape of the valve characteristics is usually given by a ratio of the latter constants, also called rangeability r.
Rangeability of 50 is common.

r =
Qmax

Qmin

∣∣∣∣∣
∆p=1bar

=
Kvs

Kv0
.

The equation 2.4 can be rearranged to give pressure difference

∆p (x) = sign (Q)
(

Q
Kv (x)

)2

The hydraulic head loss across the valve is given by the formula

Hv (x) =
∆p
ρg
=

sign (Q)
ρgK2

v (x)
Q2,

where the HV [m] is the valve head loss, Q
[
m3/h

]
volumetric flow, ρ [kg/m3] fluid density, g [m/s2] gravity acceleration

and Kv (x)
[

m3/h
∣∣∣
∆p=1bar

]
flow factor at valve opening x ∈ ⟨0,1⟩.

The most important part of a valve is its stroke-to-Kv characteristics defined by a valve insert. The most common
insert types and their respective describing functions are covered in Sec. A.2. An equal-percentage characteristic
convenient for controlling heat exchanger power output is described by

Kv (x) = Kvsrx−1.
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3. Pressure source

A hydraulic pressure source can be either a pump or an elevated body of liquid - a tank. A tank provides the pressure
proportional to a hydraulic head as ∆p = Hρg. A hydronic circulator is an elementary component in modern hydronic
networks. It is usually a centrifugal pump, a device designed to transfer electrical power into hydraulic power of a
fluid through a rotating impeller. The fluid flows from an inlet to the centre of the impeller and out along its blade.
The centrifugal force hereby increases the kinetic energy of the fluid, and consequently, the velocity and pressure are
increased.

Electrical power Pe [W] is at a pump drive converted into rotational mechanical power Pshaft [W]

Pshaft = η1Pe,

the shaft powers the impeller, thus transferring the mechanical power into hydraulic power Ph [W]

Ph = η2Pshaft = Q∆p.

The total efficiency of a pump is defined as a ratio of the hydraulic power produced to the electrical power consumed

ηtot = η1η2 =
Ph

Pe
=

Q∆p
Pe

.

Pressure of the working fluid is in the pump industry commonly measured in the hydraulic head, which relates to
pressure as

∆p = Hρg,

where ∆p [Pa] is a pressure difference between two points in hydraulic setting, ρ [kg/m3] is a density of the fluid,
g [m/s2] is gravitational acceleration and H [m] is a height of equivalent fluid column, i.e. hydraulic head. Such a
measure is motivated by the natural, historical objective of a pump to elevate fluid.

When impeller rotational velocity changes, so does the kinetic energy given to the fluid and thus also the pressure. It
turns out that so-called affinity laws can well predict the variation of the pump performance with speed change.

3.1. Affinity laws

When the angular velocity of the pump shaft is changed, the consequences can be predicted using affinity laws. The
laws are derived under the assumption of geometrical similarity of velocity triangles during speed changes. More
information about the derivation can be found at [16]. The first law represents the linearity of a flow change with
speed

Q (n) = Qn

(
n
nn

)
, (3.1)

where Qn is a nominal pump flow at n = nn, nn is nominal speed (usually the full speed or the design point) and n is
the actual speed of the pump. The variables are intentionally given without units, as the laws hold for all appropriate
units. The second law states that the pump head scales quadratically with speed

H (n) = Hn

(
n
nn

)2

, (3.2)
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3. PRESSURE SOURCE

where Hn is a nominal pump head at n = nn. The third law is derived easily from the first two and describes the
variation of pump shaft power with speed

Psha f t (n) = QnHn

(
n
nn

)3

. (3.3)

The latter formula assumes that the efficiency of the pump remains constant. That is rarely true in practice. Modelling
the efficiency scale to decrease with speed, (3.3) can be compensated for by decreasing the scaling exponent. More
information is be given in Sec. A.3.1.

3.2. Pump characteristics

A pump is well defined by its head-flow characteristics and either efficiency or power consumption characteristics.
Small circulation pump characteristics are plotted in Fig. 3.1.

The head-flow characteristics at nominal pump speed can be approximated by a polynomial

H (Q)|n=nn
=

dH∑
i=0

ai,nQi (3.4)

and usually a second order approximation (dH = 2) is sufficient, so the pump head variation with the flow at nominal
conditions is given by

H (Q)|n=nn
= a2,n (Q)2 + a1,nQ + a0,n.

The electric power consumption at nominal conditions can also represented by a polynomial

Pe (Q)|n=nn
=

dP∑
i=0

bi,nQi, (3.5)

where the first or second order (dP = 1 or 2) should sufficiently capture the relationship.
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Figure 3.1.: Pump characteristics of a residential circulation pump.
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3.3. GENERIC PUMP MODEL

Varying the pump speed by a ratio
S =

n
nn

results by the affinity laws (3.1), (3.2) in adapted pump head-flow polynomial with coefficients

ai (S ) = ai,nS 2−i

bi (S ) = bi,nS (3−χ−i),

where the detailed description may be found in Sec. A.3.1.

Hydraulic power characteristic is described by a polynomial

Ph (H,Q,S ) =
dH+1∑
i=0

ci (S ) Qi,

where the coefficients are (see Sec. A.3.2 for derivation)

ci (S ) = 1
3,6·103 ρg · ai−1 (S ) , i = 1 . . . dH + 1

c0 = 0.

The best efficiency point is found using relations found in Sec. A.3.3. The energy efficiency index of a pump is
described in Sec. A.3.4.

3.3. Generic pump model

Pump characteristics may be fully described by a variety of models, however, due to the theory given in Sec. 3.1 a
low-order polynomial function in two parameters provides sufficient basis functions to capture real-world pump
behaviour. The polynomial model has the following generic form

H (Q,S ) = polH (Q,S )
Pe (Q,S ) = polPe

(Q,S ) . (3.6)

When fitting the model (3.6) to data, it is beneficial to enforce shape constraints to ensure

• for H (Q,S ),
– concave in flow
– monotonically increasing in speed
– non-negative

• and for Pe (Q,S ) ,
– monotonically increasing in flow
– monotonically increasing in speed
– non-negative.

Polynomial shape constraints can be translated into linear constraints in parameters [17, 18] instead of being
calculated on a grid in the input space. An example of such a characteristic is in Fig. 3.2.
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3. PRESSURE SOURCE

Figure 3.2.: A 2D polynomial model with shape constraints fitted to real pump data.
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4. Heat exchanger

A heat exchanger (HX) is a device designed for transferring heat between two working fluids. Most common heat
exchanger found in the HVAC industry is the water-to-air heat exchanger with either forced air convection (e.g.
fan coil unit) or natural convection (e.g. convectors), the gas-to-water HX (e.g. gas boiler), the water-to-water (e.g.
domestic heat transfer station) and the air-to-air (e.g. ventilation recuperation unit) heat exchanger.

Residential hydronic heating systems use as heat sources mainly boilers, either wood, coal, oil or gas-fired and
increasingly, in the recent past, also heat pumps. On a smaller scale, purely electric heating is used. Apartment block
buildings situated in cities mainly use district heating and superheated-steam-to-water heat exchangers.

Cooling hydronic systems use chillers as the main heat/cold source. The heat transfer fluid, in this case, is commonly
ethylene glycol solution or other solutions providing a lower freezing point than water. A 30-70% glycol water
solution has a freezing point −13.7◦C, but the payoff is a lowered specific heat capacity 3.768kJ/kg·K (90% of pure
water). A great deal of information about heat sources is provided in [19, chap. 3].

Commercial building HVAC systems use as heat emitters mainly fan coil units or convectors. Residential buildings
often use natural-convection radiators or floor radiant heating.

A hydraulic and thermal description of a heat exchanger follows.

4.1. Hydraulic model

From the hydraulic point of view, a heat exchanger is a hydraulic resistance, and as such, it is defined by a generic
hydraulic loss formula 2.2.

The hydraulic resistances of boilers/chillers are difficult to obtain from the datasheets. Old solid-fuel-fired heaters
had low hydraulic resistance, whereas the new condensation boilers have very high resistance and also commonly
incorporate a built-in pump (of unknown specification) to compensate for the head loss and to provide circulation.

Friction loss of natural-convection radiators is low; fan coil units have generally high hydraulic losses; convectors
stand in between, but the most hydraulically resistant are underfloor heating installations. See Fig. 6.5 for hydraulic
conductivities of numerous randomly sampled heat terminals.

4.2. Thermal model1

A heat exchanger system is, from the mathematical point of view, an instance of a general advection-diffusion-reaction
equation being a special case of a general continuity equation. The following sections will provide a method for
solving an advection-diffusion-reaction equation by the standard finite volume method (Sec. 4.2.2) and by an original
mixed-mesh finite volume method (Sec. 4.2.3). Implementation of the latter method for a heat exchanger is provided
in Sec. 4.2.5.

1Based on the original paper: Jiří Dostál and Vladimír Havlena. “Mixed Mesh Finite Volume Method for 1D Hyperbolic Systems with
Application to Plug-flow Heat Exchangers”. In: Mathematics 9.20 (Oct. 2021), p. 2609. issn: 2227-7390. doi: 10.3390/math9202609
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4. HEAT EXCHANGER

4.2.1. Problem formulation

Consider a general continuity equation in one spatial dimension

∂t q + ∂x f = s, (4.1)

where the flux f (x,t) is of the form
f = Vq + D∇q

and the variables of interest (states) q (x,t) : R × R → Rn are defined on a spatial domain x ∈ Ω and time domain
t ∈ J , V (t) is a matrix of time-dependent transport velocities, D is a diffusion coefficient matrix, s (q,x,t) ∈ Rn is a
source/sink term and ∂t = ∂/∂t, ∂x = ∂/∂x are shorthand notations for partial differential operators with respect to
time and space (Euler notation), respectively.

Under the assumption of incompressible fluid, spatially invariant transport velocity and constant diffusion coefficients,
we get a common advection-diffusion-reaction equation

∂t q + V∂xq + D∂2
xq = s. (4.2)

Focusing further on highly advective systems (with the Péclet number much larger than 10) the diffusion term is
marginal, and can be omitted [21]. Consider now the initial boundary value problem (IBVP) for the system (4.3),
where q0(x) is an initial spatial profile at time t = t0 and boundary conditions at x = 0 are b (t) (transport velocities
are considered non-negative in the positive direction of x),

∂t q + V∂xq = s (4.3a)
q (x,t0) = q0 (x) (4.3b)
q (0,t) = b (t) . (4.3c)

The goal is to obtain a transient solution for the variables q (x,t) on a defined time intervalJ ≡ ⟨t0,T ⟩. In particular, to
obtain a numerical solution that preserves the wave behaviour of the system without introducing numerical diffusion.

4.2.2. Finite volume method

A finite volume method (FVM) is one of the numerical solution techniques used for solving fluid dynamics problems.
The core of the method lies in the usage of the divergence theorem on cells of finite volume and then on an
approximation of the cell boundary fluxes from cell averages (a cell-centred method is assumed). More specifically,
define a grid of N nodes, equidistant for simplicity, with a node-to-node distance ∆x = 1/N. For any h : R × R→ Rn

define a notation of an average value over one grid length,

(h)x (t) =
1
∆x

∫
c(x)

h (s,t) ds, (4.4)

where the interval c (x) = ⟨x − ∆x/2, x + ∆x/2⟩. Now, applying the cell average to (4.3) and using the divergence
theorem results in a system of ordinary differential equations for all cell-average variables

d
dt

qi +
V
∆x

(
qi−1/2 − qi+1/2

)
= si, (4.5)

where qi = (q)xi
is a cell average about position xi = (i − 1/2)∆x, i = 1, . . . ,N, qi±1/2 = q (xi ± ∆x/2,t) denote left and

right face values, and si = (s)xi
is a cell source term average. The face value approximation depends on the numerical

scheme used. In the first-order upwind scheme, for example, are the face values simply qi−1/2 = qi−1, qi+1/2 = qi. The
first-order upwind approximation is monotone (no non-physical oscillations) but introduces a considerable numerical
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4.2. THERMAL MODEL

diffusion. Higher-order schemes bring higher accuracy, where the solution is smooth, but by the order barrier theorem
[22] cannot be monotone. The remedy is to approximate the face values by low order scheme, where the solution has
high gradients and by high order scheme, where the solution is smooth. The switch between schemes is performed
according to a slope/flux limiter function and the method coined the term MUSCL [23]. Numerous limiters were
introduced over the past five decades, starting by Van Leer [24]. An important class of slope limiters is one forbidding
an appearance of any new local extrema - the total variation diminishing class [25]. In the MUSCL scheme, the face
values are approximated, component-wise, as

qi−1/2 = qi−1 +
ϕ (ri−1)

2
(qi−1 − qi−2)

qi+1/2 = qi +
ϕ (ri)

2
(qi − qi−1) ,

where the slope limiter function is, for example, the one by Van Leer [24]

ϕ (r) =
r + |r|
1 + |r|

and the smoothness monitor is
ri =

qi − qi−1

qi+1 − qi
. (4.6)

See [26, 27] for more schemes and slope limiters.

Time evolution of (4.5) is obtained using standard integration techniques such as RK4; special care, however, has to
be taken concerning the sampling period. In order to contain the physical domain of dependence in the numerical
domain of dependence (or, in other words, avoid interaction with adjacent Riemann problems), the sampling period
must satisfy the Courant–Friedrichs–Lewy (CFL) condition [28]

max
(∣∣∣eig (V)

∣∣∣)∆t ≤ ∆x. (4.7)

4.2.3. Mixed-mesh finite volume method

The challenge of the numerical approximation of hyperbolic transport equations is to obtain high accuracy of the
solution in both discontinuous and smooth regions [29]. Highly advective systems also present a challenge for the
finite volume method. The cells are considered coherent (ideally mixed); consequently the flux at one boundary
immediately influences fluxes at all the other boundaries. The numerical propagation speed is, therefore, always
infinite for FVM. Pure discontinuities, as well, always dissolve into smooth step changes. The finer the grid, the less
the phenomenon is observed. An exact solution, advecting discontinuities sharp, is obtained for an infinite number of
cells [30].

To overcome this fundamental limitation, we propose a modified approach.

Remark 1. Where coherent cells of finite volumes are used, an exact finite transport speed is only preserved by
moving the grid by this velocity.

A Mixed-mesh Finite Volume Method (MMFVM) based on the observation of Remark 1 is presented here. The
underlying principle is simple: advect (move) cells of the flowing field and simultaneously solve FVM for both the
moving and static cells until the moving grid passes the static grid by one grid length; sample the state and reinitialize
all moving cells to their starting positions and assign appropriate cell averages. The idea was first introduced in the
preceding conference papers [31, 32] and will be generalized here. We believe a similar approach was used in [33,
34], but a description of the spatially discretized system and its analysis is missing therein.

Definition 1 (Monocharacteristic hyperbolic system). A system of the form (4.1), where the flux Jacobian J ≡ ∂ f/∂q
can be decomposed to

J = vRDR−1, D = diag (d1, . . . ,dn) , di ∈ {0,1} ∀i (4.8)
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4. HEAT EXCHANGER

with v (t) ∈ R being a space-independent velocity and R being a square decomposition matrix is a monocharacteristic
hyperbolic system, e.i. the system has a monocharacteristic hyperbolic property.

Remark 2. Since a hyperbolic system has a diagonalizable flux Jacobian with real eigenvalues, a system is monochar-
acteristic hyperbolic when the Jacobian has just one non-zero eigenvalue, i.e., when a subset of the vector variable q
advects with a transport (characteristic) velocity v, and the rest of q is stationary.

Definition 2 (Normal monocharacteristic form). A normal monocharacteristic form is

∂t q + v
[
I ·
· 0

]
∂xq = s (4.9)

or equivalently

∂t

[
qa
qs

]
+ v

[
I ·
· 0

]
∂x

[
qa
qs

]
=

[
sa
ss

]
, (4.10)

where q =
[
qT

a qT
s

]T
, s =

[
sT

a sT
s

]T
and qa (x,t) : R × R→ Rna is a vector of advected states, qs (x,t) : R × R→ Rns

is a vector of stationary states and sa (q,u,t) ∈ Rna , ss (q,u,t) ∈ Rns are respective spatially independent sink/source
terms. I, 0 are square unit and zero matrices of appropriate sizes and (·) denote rectangular zero matrices of the
corresponding sizes.

Lemma 1. A system (4.1) with a monocharacteristic property (4.8) has a normal monocharacteristic form (4.9),
(4.10).

Proof. We will prove the statement by transformation construction. The system (4.1) can be decomposed using the
chain rule as

∂t q +
∂ f
∂q

∣∣∣∣∣
x=const.

∂xq = s − ∂

∂x
f
∣∣∣∣∣
q=const.

,

where J ≡ ∂ f/∂q|x=const. is the flux Jacobian and s̄ ≡ s − ∂/∂x f |q=const. is an equivalent sink/source term. Since the
system is monocharacteristic hyperbolic, J can be decomposed to form (4.8). Defining now a permutation matrix P
such that

PT DP =
[

I ·
· 0

]
,

the Jacobian is

J = vRP
[
I ·
· 0

]
(RP)−1 .

So (4.1) can be rewritten as

∂t q + vRP
[
I ·
· 0

]
(RP)−1 ∂xq = s̄

(RP)−1 ∂t q + v
[
I ·
· 0

]
(RP)−1 ∂xq = (RP)−1 s̄.

Now, define a transformation T (x) = (RP)−1 x, then q̃ ≡ T (q), s̃ ≡ T (s̄) and

∂t q̃ + v
[
I ·
· 0

]
∂x q̃ = s̃

is in a normal monocharacteristic form (4.9). □
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4.2. THERMAL MODEL

4.2.3.1. Method formulation

Consider a problem (4.1) with a monocharacteristic property (4.8) without a loss of generality in the monocharacter-
istic form (4.10)

∂t qa + v∂xqa = sa
(
qa,qs,u

)
(4.11a)

∂t qs = ss
(
qa,qs,u

)
(4.11b)

qa (0,t) = b (t) (4.11c)
qa (x,0) = qa,0 (x) (4.11d)
qs (x,0) = qs,0 (x) , (4.11e)

where u(t) are external inputs, initial spatial profiles for advected states and static states are qa,0 (x), qs,0 (x), respec-
tively and v (t) ≥ 0. Define an equidistant grid of N elements with a grid spacing ∆x. The stationary grid Ξs resembles
the one of FVM

Ξs =

{
xi

s

∣∣∣ i ∈ Z, 0 ≤ i ≤ N,∆x =
1
N
, xi

s =

(
i − 1

2

)
∆x

}
, (4.12)

but the advected grid differs importantly. The basic idea behind the MMFVM is to allow the grid of advected states
to flow along the stationary states with the characteristic velocity v.

Definition 3 (Relative cell shift). A relative stationary-to-advected grid shift p is a distance a tracer would travel
with a velocity v in a time interval ⟨t0,t0 + τ⟩ taken relative to one grid length ∆x

p (t) =
1
∆x

∫ t0+τ

t0
v (s) ds, (4.13)

where the integration start t0 will be specified later on.

Definition 4 (Advected grid). Grid positions of the advected states are

Ξa =
{

xi
a

∣∣∣ i ∈ Z, 0 ≤ i ≤ N, xi
a = xi

s + p∆x
}
, (4.14)

where p is given by (4.13).

Remark 3. Note that there is always at least one upwind “ghost” cell for the advected states at position x0
a =

(p − 1/2)∆x, where a boundary condition is applied. Other ghost cells are added depending on the boundary conditions.
See Fig. 4.1 for illustration. Also, note that there is a ghost cell at position x0

s that can be used to apply boundary
conditions for static states, but this cell does not play any role and is only added for future use and simplification of
the notation.

Theorem 1 (MMFVM step). Time evolution of a problem (4.11) discretized on grids Ξs, Ξa, is on a time interval
⟨t0,t0 + τ⟩ given by

d
dt

[
qi

a
qi

s

]
= (1 − p)

sa

(
qi

a,qi
s,u

)
ss

(
qi

a,qi
s,u

)
+p

sa

(
qi

a,qi+1
s ,u

)
ss

(
qi−1

a ,qi
s,u

) (4.15)

d
dt

p =
v
∆x

, (4.16)

where qi
a, qi

s, i = 0, . . . ,N, denote centred cell average values of the advective and static grid, respectively, and
sa

(
q0

a ,q0
s ,u

)
= 0, sa

(
qN

a ,qN+1
s ,u

)
= 0, ss

(
q0

a ,q0
s ,u

)
= 0, ss

(
q−1

a ,q0
s ,u

)
= 0. The length of the time interval τ is given by

21



4. HEAT EXCHANGER

Figure 4.1.: Illustration of the advected grid movement against the static grid.

the relative cell shift to integrate from p (t0) = 0 to p (t0 + τ) = 1 or equivalently∫ t0+τ

t0
v (t) dt = ∆x. (4.17)

The initial conditions are

qi
a (t0) =

(
qa (x,t0)

)
xi

s
(4.18a)

qi
s (t0) =

(
qs (x,t0)

)
xi

s
(4.18b)

p (t0) = 0, (4.18c)

for i = 1, . . . ,N. The boundary conditions are applied to the upwind ghost cell q0
a (t0) = b (t0) at the beginning of the

integration.

Proof. Direct. Spatial discretization of (4.11), by applying cell average operator (4.4) about positions xi
s, x

i
a, gives(

∂t qa
)

xi
a︸  ︷︷  ︸

(4.19a)

+
(
v∂xqa

)
xi

a︸    ︷︷    ︸
(4.19b)

= (sa)xi
a︸︷︷︸

(4.19c)

(4.19)

(
∂t qs

)
xi

s︸  ︷︷  ︸
(4.20a)

= (ss)xi
s︸︷︷︸

(4.20b)

(4.20)

and to prove Theorem 1 we will deal with all the terms in (4.19) and (4.20) separately. Remember that xi
a (t) =

xi
s + p (t)∆x.

The time differential term (4.19a) reads as

(
∂t qa

)
xi

a
=

1
∆x

∫ xi
a(t)+ ∆x

2

xi
a(t)− ∆x

2

∂t qa (x,t) dx,
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4.2. THERMAL MODEL

where using the Leibnitz’s integral rule the order of integration and differentiation can be switched to obtain

(
∂t qa

)
xi

a
=

1
∆x

d
dt

∫ xi
a(t)+ ∆x

2

xi
a(t)− ∆x

2

qa (x,t) dx −

1
∆x

qa

(
xi

a (t) − ∆x
2
,t
)

d
dt

(
xi

a (t) − ∆x
2

)
+

1
∆x

qa

(
xi

a (t) +
∆x
2
,t
)

d
dt

(
xi

a (t) +
∆x
2

)
.

Now, first calculating the integral bounds derivative,

d
dt

(
xi

a (t) ± ∆x
2

)
=

d
dt

(
xi

s + p (t)∆x
)

= ∆x
d
dt

(p (t))

= ∆x
d
dt

∫ T

t0

v (s)
∆x

ds

= v (t) ,

we obtain the first term as

(
∂t qa

)
xi

a
=

1
∆x

(
∆x

d
dt

qi
a − v

(
qi+1/2

a − qi−1/2
a

))
=

d
dt

qi
a −

v
∆x

(
qi+1/2

a − qi−1/2
a

)
, (4.21)

where qi
a (t) =

(
qa

)
xi

a
(t) is a cell average value and qi±1/2

a (t) ≡ qa

(
xi

a ± ∆x/2,t
)

denote cell face values.

The transport term (4.19b) reads as

(
v∂xqa

)
xi

a
=

1
∆x

∫ xi
a+
∆x
2

xi
a− ∆x

2

v∂xqa (x,t) dx,

which using the Ostrogradsky’s divergence theorem simplifies to(
v∂xqa

)
xi

a
=

v
∆x

(
qi+1/2

a − qi−1/2
a

)
. (4.22)

The time differential term (4.20a) reads as

(
∂t qs

)
xi

s
=

1
∆x

∫ xi
s+
∆x
2

xi
s− ∆x

2

∂t qs (x,t) dx

which by substitution qi
s (t) =

(
qs

)
xi

s
(t) immediately gives

(
∂t qs

)
xi

s
=

d
dt

qi
s. (4.23)

The static state source term (4.20b) reads as

(ss)xi
s
=

1
∆x

∫ xi
s+
∆x
2

xi
s− ∆x

2

ss
(
qa (x,t) ,qs (x,t) ,u (t)

)
dx.

23



4. HEAT EXCHANGER

Given ss is spatially independent and inspecting Fig. 4.1 we observe, that the integral may be separated as

(ss)xi
s
=

1
∆x

∫ xi
s− ∆x

2 +p(t)∆x

xi
s− ∆x

2

ss
(
qa (x,t) ,qs (x,t) ,u (t)

)
dx

+

∫ xi
s+
∆x
2

xi
s− ∆x

2 +p(t)∆x
ss

(
qa (x,t) ,qs (x,t) ,u (t)

)
dx

 ,
which, under a piecewise constant spatial profile approximation of qa, qs is

(ss)xi
s
= (1 − p) ss

(
qi

a,q
i
s,u

)
+pss

(
qi−1

a ,qi
s,u

)
(4.24)

and finally, following the same reasoning as above, we obtain the advected state source term (4.19c)

(sa)xi
a
= (1 − p) sa

(
qi

a,q
i
s,u

)
+psa

(
qi

a,q
i+1
s ,u

)
. (4.25)

The source term formulas are only valid for 0 ≤ p (t) ≤ 1, which corresponds with (4.17). Note that higher-order
spatial reconstructions are possible following that appropriate calculation of the source terms (4.24), (4.25) above is
performed.

Now, by substitution of (4.21) to (4.25) into (4.19), (4.20) we get

d
dt

qi
a −

v
∆x

(
qi+1/2

a − qi−1/2
a

)
+

v
∆x

(
qi+1/2

a − qi−1/2
a

)
= (1 − p) sa

(
qi

a,q
i
s,u

)
+psa

(
qi

a,q
i+1
s ,u

)
d
dt

qi
s = (1 − p) ss

(
qi

a,q
i
s,u

)
+pss

(
qi−1

a ,qi
s,u

)
moreover, we see that the velocity-dependent terms cancel out, and by aggregation of states, we obtain (4.15).
Differentiation of the relative cell shift equation (4.13),

d
dt

p (t) =
v (t)
∆x

with p (t0) = 0 gives (4.16) and concludes the statement. □

Corollary 1 (MMFVM step for systems with a linear source term). If a monocharacteristic hyperbolic system of
Theorem 1 has a linear source term

s
(
qa,qs,u

)
=

[
Aaa Aas
Asa Ass

] [
qa
qs

]
+

[
Ba
Bs

]
u, (4.26)
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then (4.15) simplifies to

d
dt

[
qi

a
qi

s

]
=

[
Aaa Aas
Asa Ass

] [
qi

a
qi

s

]
+

+p
[

0 Aas
Asa 0

] 
(
qi−1

a − qi
a

)(
qi+1

s − qi
s

) +
+

[
Ba
Bs

]
u (4.27)

and the whole system of equations can be formulated as

d
dt

x =
(
Ac + pAcp

)
x + Bcu, (4.28)

where the state vector x ∈ R(N+1)·n aggregates the advected states and stationary states as

x =
[(

q0
a

)T
, . . . ,

(
qN

a

)T
,
(
q0

s

)T
, . . . ,

(
qN

s

)T
]T
.

Proof. By construction. Substituting (4.26) into (4.15), after minor arrangements, gives (4.27). Defining now

Ãc,1 ≡
[
Aaa Aas
Asa Ass

]
, Ãc,2 ≡

[
0 0

Asa 0

]
, Ãc,3 ≡

[
0 Aas
0 0

]
, B̃c ≡

[
Ba
Bs

]
, M = N + 1 and aggregating the states as

x̃ =
[[(

q0
a

)T (
q0

s

)T
]T
, . . . ,

[(
qN+1

a

)T (
qN+1

s

)T
]T]T

,

we can summarize (4.27) for i = 0, . . . ,M into a formula

d
dt

x̃ =
(
IM ⊗ Ãc,1

)
x̃

+ p
(
KM
−1 ⊗ Ãc,2 + KM

+1 ⊗ Ãc,3

)
x̃

+
(
1M ⊗ In ⊗ B̃c

)
u, (4.29)

where KM
−1 =

(
IM
−1 − IM

)
, KM
+1 =

(
IM
+1 − IM

)
, Ik denotes an identity matrix of size Rk×k, Ik

−1, Ik
+1 are lower and upper

shift matrices of size Rk×k, respectively, 1k ∈ Rk is a column vector of ones and ⊗ denotes the Kronecker product.
Now, define a permutation matrix P such that x = PT x̃

P = P̃ ⊗ 12, P̃ = {pi, j} =
〈 1 i odd, j = i+1

2
1 i even, j = i+2N

2
0 otherwise

, (4.30)

then (4.29) becomes (4.28) with

Ac = PT
(
IM ⊗ Ãc,1

)
P (4.31a)

Acp = PT
((

KM
−1 ⊗ Ãc,2 + KM

+1 ⊗ Ãc,3

))
P (4.31b)

Bc = PT
(
1M ⊗ In ⊗ B̃c

)
. (4.31c)

□

Theorem 2 (Mixed Mesh Finite Volume Method, MMFVM). A numerical solution to a monocharacteristic hyper-
bolic system is obtained by a repetitive solution of the MMFVM step (Theorem 1/ Corollary 1).
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4. HEAT EXCHANGER

There is a delay τ in the solution

τi (t) :


∫ t

t−τi(t) v (s) ds = ∆x
2 ; x = xi

s, i = 1, . . . ,N∫ t
t−τi(t) v (s) ds = ∆x; x = xi

s, i = N + 1
(4.32)

caused by the fact that there is an additional (N + 1)st cell in the advected grid.

Proof. During the MMFVM step, the cell average values evolve by the governing PDE, as proved in the Theorem 1.
Consider now a ghost cell q0

a initialized by an appropriate boundary condition. It takes N + 1 MMFVM steps to move
this cell along all the stationary cells. Only after N + 1 MMFVM steps, the cell has interacted with all the stationary
cells and its value stops evolving.

The solution delay of the cell inside the spatial domain (x = xi
s, i = 1, . . . ,N) is caused by the length the MMFVM

solution has to travel further opposed to a true analytic solution. More precisely, the true analytic residence time
ςi

T (x,t) is by the method of characteristics given as

ςi
T

(
xi

s,t
)

:
∫ t

t−ςi
T

v (s) ds = xi
s =

(
i − 1

2

)
∆x. (4.33)

The MMFVM solution, however, has to travel a longer path (see Fig. 4.1) and its residence time ςi
A (x,t) is given by

ςi
A

(
xi

s,t
)

:
∫ t

t−ςi
A

v (s) ds = xi
s +
∆x
2
= i∆x,

which can be, due to the linearity of the integral operator, also written as∫ t−ςi
A+ς

i
T

t−ςi
A

v (s) ds +
∫ t

t−ςi
A+ς

i
T

v (s) ds =
(
i − 1

2

)
∆x +

∆x
2
. (4.34)

Defining a solution delay as τi (t) = ςi
A (t) − ςi

T (t) and identifying (4.33) in (4.34) we conclude the first part of (4.32)∫ t

t−τi(t)
v (s) ds =

∆x
2
, i = 1, . . . ,N.

Similarly, for i = N + 1, the analytic residence time ςN+1
T is given by∫ t

t−ςN+1
T

v (s) ds = 1.

The MMFVM residence time ςN+1
A is given by∫ t

t−ςN+1
A

v (s) ds =

(
N + 1 − 1

2

)
∆x +

∆x
2

= 1 + ∆x,

from which we can, by the same manipulation as above, conclude the remaining part of (4.32)∫ t

t−τN+1(t)
v (s) ds = ∆x.

□
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Figure 4.2.: Illustration of a discrete state jump in otherwise continuous state evolution.

Corollary 2 (State jump). When a consecutive MMFVM step is being initialized (at p (t) = 1 from the preceding
step), then the initial averaging of states (4.18) over the stationary grid Ξs (instead of the fully shifted Ξa grid)
effectively performs a state shift/jump

qi
a
(
t+

)
= qi−1

a (t) (4.35a)
qi

s
(
t+

)
= qi

s (t) (4.35b)
p
(
t+

)
= 0, (4.35c)

where t+denotes the just-after-jump instance at time t. Note that this relation holds only for a piecewise constant
spatial profile approximation. Analogous relations can be derived for higher-order reconstructions.

Proof. Integration of (4.18) at p = 1 gives (4.35). See Fig. 4.2 for illustration.

□

Note that in the case of a simple transport equation ∂t q + v∂xq = s (q), s (q) = Aq + b, the solution delay (4.32) of
MMFVM for the position xN+1

s (corresponding to the analytic solution at x = 1) can be compensated by a modification
to the velocity v̂ = (N+1/N) v and modification to the source term ŝ (q) = N+1/N (Aq + b). This statement can be shown
to be true, but as it does not apply to the more general case considered, the proof is omitted.

Remark 4. There is a minor numerical diffusion caused by the cell homogeneity (constant spatial profile over a cell).
Imagine an advected cell being halfway shifted (p = 1/2), as it interacts with its left stationary cell, its state value
changes and this, by cell homogeneity, in turn, affects the interaction with its right stationary cell and vice versa. This
effect is, however, minor compared to FVM, where the cell homogeneity affects the greater advective flux.

In FVM, the sampling in time is bounded by the CFL condition (and possibly other stability conditions) but otherwise
can be chosen freely. Sampling instances tk in MMFVM are, however, rigidly defined by the grid refinement and the
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4. HEAT EXCHANGER

actual characteristic velocity; in particular by∫ t0+tk

t0
v (t) dt = k∆x, k ∈ N.

Those are the instances where the stationary and advected grid, (4.12) and (4.14), coincide ,and when the last advected
cell is done interacting with the stationary cell, its value remains unchanged from there on. The advected state
boundary condition is sampled at this rate. Homogeneity assumption (piecewise constant spatial profile reconstruction)
disallows free time sampling at fixed spatial positions due to passing discontinuities. Free time sampling is in general
possible, but the quality of the solution strongly depends on the quality of the spatial profile reconstruction.

When the characteristic velocity tends to zero, the sampling intervals tend to infinity; this is not a desired property.
To prevent this scenario, the following step is advised.

Remark 5. When the sampling interval exceeds an allowed threshold, switch the solution method to FVM. I.e., stop
the advected grid and incorporate the advective flux as is usual in FVM. It may also be beneficial to refine the grid
momentarily.

Note that for low velocities, the relative importance of the advective flux decreases, and any numerical advection
artifacts of FVM decrease. Also, as the velocity increases, the solution delay of MMFVM decreases. The MMFVM
method is in a sense complementary to FVM, and its advantages prevail in highly-advective scenarios.

Remark 6. For systems with no static grid, apply the boundary condition directly to the first advected cell (and the
upwind cells in the case of boundary conditions on the derivatives). MMFVM reduces to a system of ODEs with
state shifts and solves the problem without transport delays in the solution.

Remark 7. The problem (4.11) can be imagined as time and spatial evolution of an infinite number of infinitesimally
small slices/points. For illustration, in a cooled water pipe, we can imagine infinitely many slices of water of width
dx travelling by a defined input velocity through a pipe consisting again of infinitely many, now static, slices. For
increasing N, MMFVM approximates ever so closely the continuum of the governing PDE; the solution delay of
Theorem 2 diminishes and so does the numerical diffusion introduced in Remark 4.

Two example implementations will be given now: a simple transport-decay equation, for which an analytic solution is
known and a plug-flow heat exchanger, for which a comparison to a fine-grid FVM solution will validate the solution.

4.2.4. Advection-decay test system

A simple transport equation with decay

∂tq (x,t) + v∂xq (x,t) = −sq (x,t)

q (0,t) = b (t)

q (x,0) = 0

has by the method of characteristics an analytical solution that is only a time-shifted initial or boundary condition
with exponential decay along the transport,

q (x,t) =

0 t < x
v

b
(
t − x

v

)
e−

s
v x t ≥ x

v .

This analytic solution is compared to an FVM solution with a first order upwind scheme, an FVM solution with a
‘superbee’ limiter [35] and finally to the MMFVM.

According to the Theorem 2, the MMFVM solution is obtained by repetitive solution of the MMFVM step, i.e.
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integrate the following system in time

d
dt

q = −sq

d
dt

p = Nv

for p ∈ ⟨0,1⟩ and perform a state jump according to Corollary 2 at p = 1,when b (t) is assigned to the first volume
state.

Fig. 4.3 shows the results for q (1,t), with a simulation setting N = 5, v = 0.1 and s = −v ln (0.6). A number of
elements N = 5 is set low to highlight low-dimensional behaviour of the said methods. Time integration is performed
by BS23 [36] method with event location [37] (at p = 1) . The analytic solution is q (1,t) = 0.6 × b (t − 10) , t ≥ 10.
Fig. 4.3 also contains the input signal b (t).

Notably, the FVM solution with first order profile approximation brings great numerical diffusion to the solution.
Using the superbee slope limiter [35] improves the behaviour but still under-performs in advecting discontinuities.
The MMFVM solution is capable of truly advecting the input. The sampling is, however, dictated by the advection
speed and is rather sparse in the case of only few elements (N = 5). The solution preserves the shape of input but
suffers from the solution delay, as analysed in Theorem 2 and its proof.

Note that the problem contains no static states and therefore Remark 6 applies. However, in order to highlight the
properties of the method for general scenarios, the boundary condition has been applied to a first upwind ghost cell in
order to generate the transport delay in the solution (N+1 integration steps instead of N). The source term had to be
altered as s′ = s N

N+1 to account for this modification.

0 10 20 30 40 50 60 70 80

0

0.2

0.4

0.6

0.8

1 Input

Analytic solution

FVM FO upwind

FVM superbee

MMFVM

Figure 4.3.: Method comparison for the advection-decay test at x = 1; the number of volumes for all methods is
N = 5.

4.2.5. Water-to-air heat exchanger thermal model

A plug-flow heat exchanger is a plug-flow reactor where no reaction, only a heat exchange occurs. Its model captures
a distributed parameter, distributed time delay behaviour and can be used for simplified modelling of, for example,
water-to-air heat exchangers.

A water-to-air heat exchanger is considered a tubular single-pass cross-flow heat exchanger with the following
assumptions:

A.1 Heat transfer rates are constant in space, time and temperature. They solely depend on flow velocities.
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A.2 There is only one phase in both fluids, i.e. no condensation nor evaporation occurs.
A.3 Fluids are incompressible and of constant density and specific heat capacity.
A.4 Heat conduction (dispersion, diffusion) in the direction of flow is negligible.
A.5 Water flow is radially coherent. The heat exchanger is thin in the airflow direction.
A.6 Airflow has no dynamics and is ideally mixed at the inlet and outlet. The air temperature acting on the heat

exchanger body is assumed constant and equal to the air inlet temperature.
A.7 Water velocity (mass flow) is known.

The model is derived using the Fourier’s and conservation laws. The resulting system of partial differential equations
is first order hyperbolic

∂tTw + v∂xTw = α (Tb − Tw)

∂tTb = β1 (Tw − Tb) + β2 (Ta − Tb) ,

where the state variables Tw = Tw (x,t) [◦C] and Tb = Tb (x,t) [◦C] denote the water and metal body temperature,
respectively, and v (t) = ṁ(t)/mw

[
s−1

]
is a normalized transport speed, where ṁ [kg/s] is a water mass flow and mw

[
kg

]
a weight of water in the heat exchanger. The space variable was normalized using x = ξ/L [−], where ξ [m] is the
space variable along the length of the heat exchanger, L [m] denotes the length of the heat exchanger.

The boundary conditions are

Tw (t,0) = Tw,in (t)

Ta (t,x) = Ta,in (t) , x ∈ ⟨0,1⟩

moreover, initial conditions are

Tw (0,x) = Tw,0 (x)

Tb (0,x) = Tb,0 (x) , x ∈ ⟨0,1⟩

where Tw,0 (x) and Tb,0 (x) are initial temperature profiles in the water and body, respectively, and Tw,in (t), Ta,in (t) [◦C]
are water and air inlet temperatures, respectively. The coefficients are

α =
Hwb (ṁ)

Cw
, β1 =

Hwb (ṁ)
Cb

, β2 =
Hba

(
V̇
)

Cb
,

where Hwb (ṁ) [W/K], Hba(V̇) [W/K] are flow dependent heat exchange coefficients and Cw [J/K], Cb [J/K] are total heat
capacities of water and metal body, respectively. Air volumetric flow is denoted V̇

[
m3/s

]
. The outputs of the model

are a heat flow from body to air

Q (t) =
∫ 1

0
UAba

(
Tb (x,t) − Ta,in (t)

)
dx [W] (4.36)

and an outlet water temperature Tw,out (t) = Tw (1,t) .

FVM is applied in a standard way; the CFL condition is ṁ (t) τs (t) N ≤ mw, where τs (t) is a sampling period.

For the application of MMFVM, first define advected and static state variables qa = Tw, qs = Tb and boundary
conditions b (t) = Tw,in (t), u (t) = Ta,in (t). Quick observation of the source terms

sa (qa,qs) = −αqa + αqs

ss (qa,qs) = β1qa − (β1 + β2) qs + β2u,
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4.2. THERMAL MODEL
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Figure 4.4.: Time sequence of inlet water temperature Tw,in, inlet air temperature Ta,in, water mass flow ṁ and air
volumetric flow V̇ .

reveals their linearity. By application of the MMFVM step (4.26) we get the following evolution of volume averages

d
dt

[
qi

a
qi

s

]
=

[−α α
β1 − (β1 + β2)

] [
qi

a
qi

s

]
+ p

[
0 α
β1 0

] [
qi−1

a − qi
a

qi+1
s − qi

s

]
+

[
0
β2

]
u

and a relative shift equation

d
dt

p =
v
∆x

.

Solving now this system according to Theorem 2 we obtain the solution. Time integration is performed by BS23 [36]
method with event location [37] at p = 1.

Setting of the experiment was: Hwb (ṁ) = 43.1 (ṁ/3600)0.292 W/K, Hba

(
V̇
)
= 1.68 × 10−3V̇2 − 0.87V̇ + 260 W/K,

Cw = 2.41 · 103 J/K, Cb = 2.26 × 103 J/K, mw = 0.577 kg, Tw,0 = Tb,0 = 20 ◦C. The time sequence of all four inputs
is depicted in Fig. 4.4. Fig. 4.5 shows body and water volume temperatures at four equidistant spatial positions
x = [0.125, 0.375, 0.625, 0.875] (from top to bottom). Fine FVM solution (N = 1004) with HCUS limiter [38]
mimics the role of the true solution. In order to have a comparison with the two consecutive solutions with N = 4, the
states of the fine solution are averaged in space over ∆x = 1/4. Fig. 4.6 depicts the outputs. An interesting comparison
begins with the FVM simulation with only four volumes (N = 4) and HCUS flux limiter. Both state and output
figures show how numerical diffusion alters the solution. The inlet temperature step at t = 100 s is smeared out,
whereas the true solution is a sharp-moving front. MMFVM with only four volumes (N = 4) is able to advect the
sharp front. However, the time sampling is tightly defined by the problem setting and transport velocity, as also is the
solution delay. Considerable quality enhancement is achieved by having more volumes; a low number of volumes
has been chosen to intensify the distinction in properties of the compared methods. Nevertheless, the MMFVM still
performs reasonably well in this highly convective scenario.

4.2.6. Thermal model solution method summary

A numerical solution method for systems with a dominant advective component has been presented. The method
utilizes an Eulerian grid for stationary states and a Lagrangian grid for states with a characteristic velocity. Formulation
of the interaction of the two grids is the main contribution. The employment of the Lagrangian grid removes
advection flux from the cell-to-cell flux for its volumes as derived in the proof to Theorem 1. A solution to this
problem formulation can contain discontinuities and the numerical diffusion is significantly decreased. Since no
finite numerical method can give a perfect numerical solution, there also is a price to pay for the MMFVM. The
time sampling intervals are advection velocity dependent, and there is a velocity-dependent delay in the solution. It
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Figure 4.5.: Time evolution of the body and water temperatures Tb, Tw at x = [0.125, 0.375, 0.625, 0.875] (from top
to bottom). The fine FVM solution was spatially averaged to the cell size of the latter two solutions.
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Figure 4.6.: Time evolution of the heat output Q and the water outlet temperature Tw,out(at x = 1).
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4.2. THERMAL MODEL

is reasonable to resort to the classic FVM for low-to-zero range velocities, where diffusion/dispersion/conduction
prevails over the convection anyway. The MMFVM method should be used as complementary to the FVM in highly
advective conditions (Pe ≫ 10). A low-order simulation model of a heat exchanger was implemented using both
methods; the model implementation in Matlab® is publicly available at [39].
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Part II.

Load power control
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The sole purpose of a heat distribution network is to deliver heat from a heat source to zones in a desired quantity.
Heat exchange is a natural phenomenon that takes place whenever a temperature gradient exists. To control the
heating power of a heat terminal (e.g. FCU etc.), one has to either alter the temperature gradient or limit the quantity
of the heat exchange fluid. Both approaches are used in reality, heat source supply temperature is controlled as low as
possible to sustain the heat demand of zones under full load (an equithermic regulation) and individual needs of the
zones are regulated by adjusting heat transfer fluid flow rate (a quantitative regulation).

The equithermic regulation is based on the fact that heat losses through a building envelope are a linear function
of the outside temperature and heat gains from heat terminals are a linear function of the supply temperature. Heat
sources have built-in supply temperature regulation based on the outside temperature and the selected equithermic
curve.

The ultimate goal of a heating system is to maintain thermal comfort for tenants. User comfort is a complex task [40],
mainly translated into maintaining a set air temperature in a zone.

Fig. 4.7 provides three different architectures of zone temperature control; a direct zone temperature feedback loop,
a zone control with an independent pressure controller and a cascade control with an inner power feedback loop.
The direct temperature feedback (Fig. 4.7 (a)) is the standard for zone control: a controller regulates the flow rate
through a heat exchanger by adjusting an opening x of a hydraulic flow regulation device (a throttling valve (CV) in a
supply-oriented network or a control pump in a demand-oriented network, for details see Part III ). The heat flow q is
affected by changes in available differential pressure ∆p and a supply-to-zone temperature difference ∆T = Ts − Tz
and heat exchanger (HX) fan speed. The system input-output gain (x to q) varies with ∆p and ∆T making it difficult
to tune the controller. Furthermore, if the CV does not have an exact inverse characteristics of the HX, the system is
non-linear. Any variation in the disturbance variables is propagated through the zone prior to being attenuated by the
temperature controller TC. Any change in the CV opening causes pressure variation for all other units in the network.

The advent of pressure-independent control valves (PICV) brought pressure variations to rest since they employ an
independent pressure control loop (Fig. 4.7 (b)) via mechanical regulator. Pressure difference over a control valve is
constant, therefore the flow through the PICV is only a function of the CV opening. Each heat terminal unit is thus
decoupled in pressure from all other units. The system input-output gain is, however, still affected by ∆T , which
together with the non-linearities make the tuning of the zone controller not trivial. The PICV carries pressure ports
by which the flow may be manually sensed for commissioning and diagnostic purposes.

This thesis advocates for an architecture with power-feedback control devices for supply-oriented networks (Chapter 5
and Fig. 4.7(c)) and for demand-oriented networks (Chapter 6). Such devices use the HX temperature-drop and other
sensoric measurements to determine heat exchanger power and stabilize the power output by an inner power-feedback
loop. The heat exchanger input-output system is thus linearized from the perspective of the cascade zone controller
whose tuning may be in turn fixed and optimized. The HX temperature measurements may be used for remote
hydraulic and thermal diagnostics. Furthermore power tracking of a known power reference qSP allows for easier
modelling of the thermal zone behaviour, which is an essential component for energy optimizing model predictive
control (MPC).
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Figure 4.7.: Direct zone temperature control loop (a), zone control with an independent pressure-feedback loop (b)
and zone control with an inner power-feedback loop (c).
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5. Power control valve1

Power delivery through a hydronic load - a heat exchanger - depends on inlet temperature and flow rate in both
streams. An ideal control device makes use of one of the inlet variables to control power output regardless of
variations in the rest of the variables. In hydronic networks, the water flow rate is used to control the output power
locally in the low power region. When the water flow is saturated, the airflow rate is controlled to increase the power
output further. The water source temperature is used to set the max. heat output globally in the whole network based
on the extent of losses to the exterior. The inlet air temperature, i.e. the zone temperature, is the controlled variable
for which the heat is being delivered.

The water flow through a heat exchanger, as mentioned in Chapter 2, depends on the pressure difference over the
hydraulic resistance the HX represents; usually adjusted by varying the hydraulic resistance of an accompanied valve.

The branch source pressure difference is, however, not constant and varies due to openings in other branches. The
inlet water temperature also varies with the total flow due to heat losses along the transport. A solution is to employ a
mechanical spring-type pressure regulator as in the pressure-independent control valve (PICV), or use an electronic
flow meter in line with the valve. Another solution, termed “power control valve” (QCV), is to use temperature
feedback, as proposed in the co-authored patent [41], and stabilize directly the power output.

The basis of the patented idea is to observe the ratio of delivered power to available power as depicted in Fig. 5.1.
Regardless of heat exchanger size, there is a flow rate where an increase in flow does not increase power output
sufficiently, i.e. the heat exchanger is saturated on the waterside.

The power ratio
q

qmax
=

Qcp,w (Twi − Two)
Qcp,w (Twi − Tai)

=
Twi − Two

Twi − Tai
= ϵw,

maybe observed from water inlet and outlet temperature, Twi and Two, respectively and inlet air temperature Tai. The
flow rate Q does not need to be known. The power ratio is also known as thermal effectiveness ϵw (on the water
stream), or normalized temperature drop [42].

An important feature of the power control valve is the overflow avoidance, which is realized by controlling the valve
position such that the power ratio does not undergo a preset limit. Therefore, regardless of inlet temperatures and air
stream flow rate, the heat exchanger is always kept out of the saturation region.

The hydronic network, where no branch is in overflow is called balanced. The advantage of this balancing method is
that it is free of any flow settings, which are heat exchanger capacity dependent.

Remark. The power control below the saturation limit and other details are subject to a business secret and may not
be disclosed.

1Based on the co-authored original patent: Pavel Trnka, Jiří Dostál, Václav Prajzner, and Christoph Sturm. “Method for operating a
hydronic heating and/or cooling system, control valve and hydronic heating and/or cooling system”. European pat. EP3073205. Sept. 2016. url:
https://register.epo.org/application?number=EP15161449
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Figure 5.1.: Power control valve essential principle.
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6. Power control pump1

This chapter presents the development and algorithms behind an active control device for pumping one-pipe (or
primary-secondary pumping, see Part III ) systems. The main feature of such a system is the series connection of
thermal loads/sources and a small pump by each load/source for control, as opposed to classical two-pipe systems
with a parallel connection and throttling control valves. The main contribution is an integration of all necessary
components into one device and the ability to infer mass flow in a secondary circuit without a flow meter. By also
measuring the temperature drop, we can estimate and control heat flow and provide remote thermal and hydraulic
diagnostics of a connected heat terminal. It is powered and communicates through the Ethernet and contains a
wet-rotor BLDC pump controlled by the field-oriented control method. A Kalman filter provides a mass flow estimate,
and a robust distributed parameter system controller regulates the heat flow.

6.1. Introduction

As described earlier, the regular way to control a hydronic system is to impose resistance to flow by a throttling
valve. However, an alternative way is to pump heat transfer liquid where needed instead of throttling it where not
required. This solution is already available on the market [44, 45] and uses a small pump for each heat terminal. Let
us call systems with throttling valves passive or throttling and systems using the pumps active or pumping. Wilo
AG has also established a terminology where throttling systems are called supply-oriented and those with pumps
demand-oriented. It is also possible to meet the term centralized for systems with a central pump and decentralized
for the decentralized pumping systems.

Although there is also a two-pipe variant of a decentralized pumping system [44, 46], this chapter expands only on
the one-pipe pumping hydronic network and its designated control device.

This chapter presents the development, algorithms and real-life validation of a pumping one-pipe network control
device.

6.2. Functional principle

The pumping one-pipe hydronic system is fully described in the introduction to Part III . In short, however, there is a
main pipe routed from the heat source and the main circulator. Two closely spaced T-fitting are mounted to the main
pipe near a heat terminal. The free terminals of the T-fittings form a base of the secondary piping, where a secondary,
tiny pump with a heat source/terminal is looped; see Fig. 6.1a. Consecutive heat terminal branches are connected to
the primary piping all in series. The main (primary) piping loops throught all heat terminal branches back to the heat
source.

The power output of the heat terminal is controlled by the secondary flow. As there is no variable hydraulic resistance
in the secondary circuit (only pipes, HX, but no valves) and there is no additional pressure source (the T-fittings are
close together), the secondary flow is governed solely by the pump speed.

Such conditions enable us to infer flow from pump power readings, as Fig. 6.1b ideologically depicts. Knowing the
pump speed, power, and power-flow characteristics is the main predisposition to estimate the absolute liquid flow

1Based on the original paper: Jiří Dostál, Tomáš Bäumelt, and Jiří Cvrček. “Control device for pumping one-pipe hydronic systems”. In:
The REHVA European HVAC Journal (June 2022), pp. 45–51. issn: 1307-3729. url: https://www.rehva.eu/rehva-journal/chapter/
control-device-for-pumping-one-pipe-hydronic-systems
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6. POWER CONTROL PUMP

rate through the pump and therefore through the whole secondary circuit including the heat terminal. The flow rate
estimate is, in general, a function of pump power and pump speed

Q̂ = f (P,S ,θ) ,

where θ represents a vector of parameters. Heating/cooling power can be obtained by adding a pair of temperature
sensors, one on a HX supply pipe and the other on a HX return pipe. The HX thermal power estimate is

q̂ = Q̂cp∆THX.

The functional principle is protected by multiple patents [47–51].
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Figure 6.1.: Power control pump scheme (a) and basic functional principle (b).

6.3. Device design

The subject of our other patent family [52–54] is a one-pipe hydronic heating control device. It is an advantageous
composition of the two closely-spaced T-fittings, pump housing, check-valve, two temperature sensors and electronics
in one compact device. See Fig. 6.1a for a schematic depiction and Fig. 6.2 for an illustrative physical resemblance.
The same device is or was historically also called a power control pump (PCP), a Q-pump (QP) or an IQ-pump (IQP,
used historically).

6.3.1. Pipe sizing

The device contains primary and secondary piping; both shall be designed to allow a desired energy throughput, pose
reasonable operating cost and minimize raw material needs (investment cost). Flow velocity and diameters are to be
designed.

Flow speed in an HVAC pipe should neither be too low nor too high. An increased speed results in lower solid
deposition, lower air deposition, smaller pipe size – and hence lower material cost, less liquid volume in the system,
faster power delivery time and decreased risk of secondary circuit self-recirculation for small installations. On the
other hand an increased speed increases pressure drop – and hence the pumping power costs, increases fatigue on
fittings, increases noise risks. A survey conducted from available sources and questionnaires by practitioners at
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6.3. DEVICE DESIGN

Figure 6.2.: The power control pump device consists of a circulator motor (1), pump housing (2), where impeller
(3) works and pumps liquid into secondary outlet (3) featuring a supply temperature sensor (4). A heat
terminal is connected between the secondary outlet (3) and the secondary inlet (5) featuring a return
temperature sensor (6). The device connects to the heat source primary piping through the primary inlet
(7); thereafter the heat transport liquid branches into the pump housing (2) and continues to be mixed
with the heat terminal return only to leave through the primary outlet (8).

“Školení topenářů, Pilsen, 2019” have resulted in the velocity recommendation of 0,2 − 1,2 m/s for any HVAC piping
[55].

The primary pipe loop is considered to run horizontally in each floor, where the primary loops in all floors are
supplied by two-pipe risers (see Fig. 9.19). The EU directive [56] recommends designing heat sources for a typical
(average) building load instead of the maximal load, with a complimentary heat source to cover extreme conditions.
Applying the principle of designing for typical conditions also to heat distribution, the main pipe size has been
chosen DN32 with G5/4 threads. It renders an economic pressure drop 392 Pa/m (4 ft head/100 ft)[19] for supplying one
floor (63.7 kW/loop at 15◦C temp. drop and max. velocity 1.2 m/s) of 77% of commercial buildings in the EU. The
per-floor power needs were modelled by a Gamma distribution (mean 851 m2 × 55 W/m2 = 46.8 kW [57], shape factor
3, see Fig. 6.4). The rest of 23% of establishments with higher loads shall, but only for 6% of operation time [58],
experience higher main pipe velocities. It should, however, be noted that according to our survey the max. velocity
recommendations vary greatly depending on the situation. It is estimated that 95% of heating needs (~100 kW/floor)
shall be satisfied by a DN32 copper pipe (or PEX equivalent) with the velocity of 1.8 m/s. Such velocity is permissible
for a piping not routed directly through offices. A minimum recommended velocity 0.2 m/s yields minimum per-floor
load of 11 kW. The control option for the power throughput in the primary pipe are described in Sec. 10.1.1.

The secondary piping of the power control pump is sized to accommodate connected heat terminals. Fig. 6.5 depicts a
thermal and hydraulic analysis of randomly selected heat terminal manufacturers and their product lines (normalized
using EN 442-1:1995 to the 70/55/20°C conditions). The average weighted hydraulic conductivity is 1.6 bar→ m3/h.
The majority of heat terminals make use of G1/2 threaded connections typical for DN15 pipe size. Such pipe is
capable of delivering 12.4 kW at 1.2 m/s and 15◦C temperature drop.
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Figure 6.3.: Maximum heat throughput of a pipe
(CTS-M, velocity 1.2 m/s, temperature
drop 15°C).
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Figure 6.4.: Per-floor power needs of EU com-
mercial buildings (Gamma dist., mean
46.8 kW[57], shape f. 3).

6.3.2. Secondary pump selection

The secondary pump is the most important element of the power control pump device. Its ability to create pressure
potential gives an upped bound on maximum flow to deliver through the secondary circuit with the heat terminal and,
therefore, also on the maximum thermal power output.

At first, designing a pump for the PCP was considered in cooperation with the Brno University of Technology,
but it is a relief I didn’t pursue this development line. Such a pump, should it have better characteristics, would
certainly prove prohibitively expensive and very difficult to do subsequent research with. Research through 20+ small
circulators has been conducted [55] for an off-the-shelf solutions. The selected pump is a D5 type (Fig. 6.6) circulator
produced by several manufacturers. It is a canned spherical wet-rotor pump with a metal casing used in hot water
recirculation, solar thermic installations, computer cooling etc. The pump is 60 mm in diameter and has 32 mm
rotor-tip-stator-tip height. The rotor has four magnetic poles and is magnetically fixed on a ceramic ball bearing;
lubrication and cooling of both the rotor and the stator are provided by the pumped liquid. For PCP, the D5 pump
was stripped of all control electronics down to stator winding. Electronic commutation of the rotor-impeller is held
by the PCP electronics (Sec. 6.3.4).

The power and pressure characteristics of a selection of the researched small circulators are depicted in Fig. 6.8.
For comparison, there is also the hydraulic performance of the power control pump (line QP2023). It shows that
for secondary circuits having hydraulic conductivity no less than K = 1.25, the PCP is capable of serving a 10 kW
heat terminal at the 70/55/20°C conditions; the electric power drawn by the PCP is at the 25 W power-over-ethernet
maximum power delivery limit for a powered device. Note that the secondary circuit is considered to have 14 m of
DN15 copper piping in series with the heat terminal.

6.3.3. Body design

The PCP body consists of the main pipe, from which a pump housing extends with its suction hole. The secondary
pump outlet is directed perpendicularly away from the main pipe axis. The secondary outlet port houses a spring
check valve and a secondary supply temperature sensor. From the same direction comes the secondary inlet, where
the secondary return temperature sensor is housed and that connects back to the main pipe.

The PCP body was made as symmetrical as possible from the primary-pipe point of view to enable mounting the
PCP facing with the secondary ports to the right or to the left, regardless of the flow direction in the main pipe. I.e.
the direction of flow in the main pipe does not alter hydraulic conditions in the secondary piping.
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6.3. DEVICE DESIGN

Figure 6.5.: Thermal and hydraulic analysis of heat terminals. All terminals were normalized to 70/55°C water
temperature, 20°C air temperature using EN442-1:1995. Red vertical lines mark design velocities, black
line average weighted conductivity.

One of the PCP assumptions is that the secondary circuit is hydraulically separated from the primary circuit. A
measured primary-to-secondary piping influence is 4,5 l/h per 1000 l/h change in the primary circuit.. There is a divider
plate in the primary pipe to prevent recirculation of the secondary return. There were four variants produced, tested
and optimized for the least primary-secondary dependence.

There were eight different gradually evolving body designs developed and manufactured over the years [59]. The
prototypes were first manufactured using ABS 3D printing and cured for water tightness. Later, a resin bracing was
used to improve pressure-temperature ratings. The final 3D printed prototypes were manufactured using thermal
sintering from Nylon 12. Finally, brass prototypes were cast using ceramic moulds created on top of 3D printed
masters and machined using CNC. The final design is fully brass-castable and machinable by standard techniques.
See Fig. 6.7 for a glimpse of the body design.

There has been performed a CFD analysis to help optimize the pump volute and four variants have been manufactured
and tested.

The first prototypes used wet temperature wells; the final design utilizes custom designed dry temperature wells with
minimized thermal convection bridges.

There were three different types of electronic covers designed to provide IP44 and cable-pull protection. The final
design is injection-mouldable without using special cores.

Remark. The design details are intentionally left out of the thesis; they are development outcomes rather than
research, and they are subject to business secret.

6.3.4. Electronics and firmware

There was a multitude of control electronics developed throughout the device development since 2014. The first
hardware made use of STMelectronics Nucleo board. Later, a version based on Raspberry Pi Compute Module was
developed (Fig. 6.9).

Several BLDC motor drivers were designed and built, from 6-step controllers to integrated field oriented control
(FOC) solutions in the final electronics. Power measurements proved problematic when not performed on the chip.
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Figure 6.6.: A D5-type shaftless canned spherical
wet-rotor pump selected for the power
control pump.

Figure 6.7.: Final brass-casted PCP prototype with
the D5 pump stripped of electronics.

The pre-final electronics utilizes an NXP i.MX-RT microchip with built-in motor control features (hardware sine-wave
commutation, 10-bit ADC, timing circuits). The pump speed and electrical power acquisition is performed by vector
control methods [61], allowing for efficient pump speed control in the whole range from zero to maximal flow.

The device is powered by Power-over-Ethernet with a 24 V switching power supply. Two PT1000 temperature sensors
are used.

The processor runs FreeRTOS, temperature readings, mass flow estimation, heat flow control and communications
run in separate threads.

Final electronics have been schematically proposed, see Fig. 6.10.

6.4. Mass flow estimation

Mass flow estimation without the need of a flow meter is the key innovation of the power control pump device. Being
able to determine flow enables cost-effective implementation of the following features:
• Heat flow estimation
• Heat flow control
• Hydraulic diagnostics
• Thermal diagnostics

Looking at the schematic of the secondary circuit (Fig. 6.1a), one can observe in the secondary circuit the double
T-fitting (connection to the primary circuit), the pump with a check-valve and the hydraulic load – the heat terminal
with its piping. The T-fittings are spaced closely together so as not to create a pressure source for the secondary
circuit – hence, the two circuits are hydraulically separated. This simplifies the secondary hydraulic circuit to just
two components: the pump and the load.
The PCP device always has full control authority over the heat terminal, as it directly controls the flow. Precision
speed control of the pump enables precise flow control (up to 1l/h steps). Therefore, the PCP body with its pump
housing, check valve and ports has one fixed size, and the hydraulic performance can be described precisely by one
set of head-flow (HQ) and power-flow (PQ) characteristics.
Pump characteristics were discussed in Sec. 3.2. Although the affinity scaling is generally true, better precision may
be achieved by a polynomial model in two input dimensions, flow and speed, as discussed in Sec. 3.3. The polynomial
model used has a full set of monomials up to the order 3 for both the HQ and the PQ characteristics
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Figure 6.8.: Pressure and power characteristics of researched off-the-shelf small circulators. The hydraulic loads
depicted consist of a heat terminal and 14 m of DN15 copper pipe.

H (Q,S ) = polHQ (Q,S ) =
3∑

i=0

3∑
j=0

ai, jQiS j (6.1)

P (Q,S ) = polPQ (Q,S ) =
3∑

i=0

3∑
j=0

bi, jQiS j. (6.2)

Fig. 6.11 illustratrates the polynomial model fit in normalized coordinates. The fitting was performed under an L1
norm with shape constraints (details in Sec. 3.3). The residuals are in absolute non-scaled values in [m] and [W],
respectively.
Where should the residuals be normalized by the variation over the flow range (for K = 1)

H̃ (S data) =
Hdata − H (Qdata,S data)

maxQ H (Q,S data) −minQ H (Q,S data)

and similarly for P̃,we get Fig. 6.12 from which signal-to-noise ratios (SNR) may be observed. For high speed, the
residuals over many pump samples and their measured datasets with respect to a mean pump model have a maximum
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(a) (b)

Figure 6.9.: PCP electronics using RPi Compute module 3 (a) and its overview PCB layout (b) [60].

of 10% noise. The noise is gradually bigger than the valid signal magnitude for low speeds.
Mass flow estimation is based on the underlying mathematical model of the circuit (Fig. 6.13) consisting of a pump
and a load model.
The pump model is mainly given by the head and power polynomials (6.1), (6.2). The dynamic behaviour is primarily
governed by the speed controller, flow inertia and impeller inertia. The latter are, however, fast enough to enable
approximation by first-order dynamics. The pump model inputs are uP = [Q, S REF]T , the state is xP = [S ] and the
outputs are yP = [H, P, S ]T . The state space model reads

Ṡ = τP (S REF − S )

H = (Eq. 6.1)

P = (Eq. 6.2) ,

where S REF is a speed reference set by a heat flow controller.
The quadratic Darcy-Weisbach law (Sec. 2.1) mainly governs the model of the load

HL =
cL

K2 Q |Q| (6.3)

The hydraulic conductivity K is unknown and considered not changing; however it is mildly dependent on the mean
water temperature. The dynamic flow model is derived from thre hydraulic inertance model, where the head difference
between input and load is the flow change driving potential. The load model input is uL = [H], the state is xL = [Q]
and the output is yL = [Q]. The state space model is

Q̇ = τL (H − HL) ,

where the load head HL is given by (6.3).
The overall model for estimation is non-linear due to the Darcy-Weisbach law, has one input u = [S REF], three states
x = [S ,Q,K]T and two measured outputs y = [P, S ], where the state and output equations are constructed by merging
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Figure 6.10.: Proposed high-level electronics scheme.

the pump and load models as per Fig. 6.13 into the standard form

ẋ = fc (x, u)

y = g (x, u) .

The pump speed and, most importantly, the flow, altogether with the hyd. conductance of the load are estimated by an
extended Kalman filter (EKF) [62] through a standard process of discretization (forward Euler with subsampling) and
linearization (using automatic differentiation) at each step. The [63] implementation has been utilized. The resulting
flow estimate is denoted Q̂.
Fig. 6.14 depicts the filter performance after initialization. There are three calibration steps at high speeds, where
the power characteristics gradient is the greatest and the relative noise magnitude is the smallest. The calibrated
hydraulic conductivity then enables accurate flow rate estimates at low speeds, where the power characteristic is flat
and any meaningful information is hidden in the noise. There is an actuated valve connected in series with the HX,
which was randomly positioned to represent an unknown hydraulic load. Steady-state comparison of the estimated
mass flow rate vs. measurement is depicted in Fig. 6.15; the standard deviation in the whole range was 3.91 l/h.

6.5. Heat flow control

Once the mass flow rate is known, an instantaneous apparent heat flow estimate q̂ [W] may be obtained as

q̂ = Q̂cV,w
(
Tw,i − Tw,o

)
, (6.4)

where a mass flow estimate Q̂
[
m3/s

]
is translated into appropriate units, cV,w [J/m3K] is specific heat capacity of a

working liquid and Tw,i,Tw,o are inlet and outlet temperatures on the heat exchanger liquid side, respectively. The
PCP has a liquid temperature measurements integrated, therefore all the necessary information the available to the
PCP to perform the heat flow estimate.
Remark. Water is almost always the working liquid. Its utilization may be automatically detected by the PCP
by spinning the rotor below check-valve opening speed/pressure and employ statistical detection methods. The
supervised diploma thesis [64] covers the topic.

49



6. POWER CONTROL PUMP

Figure 6.11.: Pump polynomial model data fit. The residuals are in absolute non-scaled values in meters of head and
watts, respectively.

A heat terminal, e.g. FCU, behaves thermally as a distributed parameter, distributed time-delay system governed
when simplified by a one-dimensional hyperbolic PDE (see Sec. 4.2 or [20]). The heat flow that is desired to control is
the heating power transferred to the air side. The instantaneous heat flow (6.4) is a coarse estimate of a liquid-to-body
power, which only equals the body-to-air side after an attenuation of any transients; the main complication being the
flow-dependent transport delay in the HX piping and PCP-to-HX connection piping.
The MMFVM method (Sec. 4.2.3) was developed to obtain low-order HX models with convection accurate properties,
e.g. the variable transport delay. As a quick reminder: liquid volumes (i.e. temperature states) are not fixed but travel
at the speed of the fluid from inlet to outlet with respect to body volumes. Nevertheless, the MMFVM model still
needs accurate parameters (volume of liquid in the piping, heat transfer coefficients, heat capacities) to simulate
heat flow precisely. Even though automatic identification should be possible using the known mass flow rate and
temperature readings, it has never been pursued.
Instead, a simple, robust approach of filtering out spikes at transients has been utilized. See the top graph of Fig. 6.17
for a measured instantaneous apparent heat flow rate (red) and filtered estimate (violet).
Standard PID feedback control is not suitable for systems with unknown variable transport delay. However, a controller
by Sandoval [65] has been specifically designed for robust velocity control of convective spatially distributed systems,
e.g. heat terminals. The control law (simplified)

ζ̇ = kIsg (e)
(∣∣∣uζ − ζ2

∣∣∣ + |ė|)
u = kPe + ζ,
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(a) (b)

Figure 6.12.: Data fit residuals over many pump samples and their characteristics (a) and normalized residuals to
reveal signal-to-noise ratios (b).
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Figure 6.13.: Mass flow estimation model.

is designed to stabilize the governing hyperbolic PDE and drive the control error

e = qREF − q̂

to the origin, where qREF [W] is a heat reference assigned by a supervisory zone controller, e.g. simple temperature
feedback wall module or MPC from Sec. 13.2). The controller can be considered a PI controller with a variable
integral gain, where the two constants kP and kI are tuning parameters for proportional and integral action, respectively.
A clamping anti-windup has been utilized to prevent integrator wind-up. The control error derivative is filtered and

sg (e) =

1 e ≥ 0
−1 e < 0.

Fig. 6.17 depicts the dynamics of the heat flow rate tracking; measured power in the air and the instantaneous power
water are overlaid for comparison.
Fig. 6.16 presents steady state reference tracking performance on the water-to-air heat exchanger. The results were
obtained by ramping up and down the absolute heat reference value. The standard deviation over the whole range of
the heat terminal was 158 W. However, there were a few factors affecting the tracking precision especially at low
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Figure 6.14.: Mass flow estimation filter test. The hydraulic conductance parameter has been intialized to 0.65. Three
identification steps at high speeds were performed, followed by a slow ramp and random steps.

heat flows. The slope of the ramp will always be for some heat flow too steep where the results cannot be assumed
steady state any more; however, the error in mass flow estimation has a bigger impact. Second, the delivered (real)
heat is calculated from wet-well water temperature sensors positioned directly on the heat exchanger inlet and outlet.
In contrast, the estimated power is calculated from dry-well temperature sensors onboard the PCP device; there is
a notable portion of uninsulated piping in between them. The heat flow controller tracks the heat estimate to the
reference without any error. However, the but the estimated power is higher than the reference measurement due to
heat emission in the piping. The systematic power control error in the higher flows is likely due to the same heat
losses and bias in temperature readings.
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Figure 6.15.: Estimate to measurement correspon-
dence of mass flow rate.

Figure 6.16.: Reference to thermal power delivery
correspondence.
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Figure 6.17.: Heat flow control. Heat flow rates on top, power in water and air measured from the testbed using flow
meters and separate sets of temperature sensors. Mass flow estimate in the middle. Pump speed at the
bottom.
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7. Testbed

Theoretical advances made throughout the realization of the power control valve and power control pump devices
would not have any practical utility without a proper feedback from real-life application. The Hydronics 4.0
project [11] enabled the realization of the temperature-feedback hydronic control device testbed, which builds upon
experience gained building the preceding two test-stands of significantly smaller scale and budget.
The testbed contains three connected circuits. A primary hydronic circuit starts with the main pump and passes
through a hot water tank, the primary side of the PCP device, set of PT1000 temp. sensors and electromagnetic flow
meter prior to routing back to the main/primary pump. A secondary circuit starts at the PCP device’s secondary
outlet port and passes through an actuated valve, where QCV can reside, and further to a Coriolis flow meter, a set of
PT1000 temp. sensors to a water-to-air heat exchanger and back to the PCP secondary inlet. A precise differential
pressure sensor can be connected to either PCP secondary ports, primary ports or to the QCV ends. A third circuit
contains a small tank holding water of significantly distinct temperatures to realize sharp temperature changes in the
primary circuit prior to the PCP and QCV hardware. The third circuit is connected to the primary pipe and actuated
via an old PCP prototype in a one-pipe manner. There is a short-circuit connection by which the secondary circuit
may be transitioned from a one-pipe configuration (hydraulically independent “parallel” circuit) into a two-pipe
configuration (secondary and primary connected into one “series” circuit). A hot water tank with a heat source is
connected to the primary circuit via an actuated 3-way valve. See Fig. 7.2 for a full P&ID diagram.
An airstream starts with a straight duct employing a filter and a Wilson grid flow meter and continues through a
controlled centrifugal fan and a set of PT1000 temp. sensors into the water-to-air heat exchanger, from where it
leaves the testbed back to the thermal zone (room), where it is positioned in.
The physical realization of the testbed is depicted in Fig. 7.2.

7.1. Controllers

The testbed contains the following local control loops:
• Primary flow controller - PI type, no time delay, min. pump actuation limit
• Air flow controller - PI type, static time delay, min. fan actuation limit
• Hot tank controller - ADRC type Han [66], flow-dependent transport delay (stratification), open-loop heat loss

estimator + closed-loop state observer on an identified model
• Cold tank controller - on/off + hysteresis type

There is also a centralized non-linear MPC controller designed in the supervised thesis Zelenka [67] for the purpose
of tracking simulation inputs. A receding horizon MIMO controller is needed for tracking building simulation in the
cyber-physical testbed concept (see Sec. 7.4). The controller has been designed and validated in simulations and the
implementation on the real testbed is yet to come.

7.2. Data management

I have learned that a test stand is not a fixed appliance, but rather a dynamic machine morphing with an evolution
of the tested unit. Difficulties with keeping multiple ledgers with signal names, units and bounds for each data bus
quickly turned intractable.
To tackle the issue, a rapid prototyping data management system named “Matlab EXperiment Prototyping Interface”,
or MEXPI, in short, has been designed and developed under the supervised thesis [68].
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The ideology is to have one configuration file communicated at each client connection. The clients set the inputs and
outputs dynamically according to the configuration file.
The I/O configuration page, as well as, a I/O monitoring page and server configuration and logging are available
through an embedded webserver in a target PLC running Linux.
The advantage of MEXPI is that controllers designed and tested via remote I/O communication can be, for research
purposes, automatically embedded for stand-alone deployment into the PLC via a Matlab/Simulink Coder. All the
controllers mentioned in Sec. 7.1 were implemented via automated embedding.

7.3. Experiments

This section serves only to display the amount of effort involved in constructing and using the testbed.
The following types of experiments have been performed on the testbed:
• Pump characteristics (speed, hydraulic load, temperature)

– detailed HQ, PQ measurements
– repeatability
– fouling
– pump-to-pump variability

• Primary-secondary dependence
• Load temperature model
• Motor coil temperature
• Flow estimation
• Heat flow control
• Valve characteristics
• Deadzone, deadband
• Glycol concentration estimation
• Peltier cooling
• Primary flow estimation with a flow meter in a parallel branch
• Primary flow control
• Air flow control
• Supply temperature control

Selected operational statistics are listed in Tab. 7.1.

Parameter Value Unit
Completion duration 2 years

In operation 5 years
Saved logged experiments 2137 -

Total saved experiment length 5284 (220.2) hours (days)
Total size of “.mat” logged data 5.75 GB

Secondary circuit pumped weight 2 218 267 litres
Primary circuit pumped volume 10 819 556 litres

Total electricity consumption 6880 kWh

Table 7.1.: Testbed operation statistics.

7.4. Cyber-physical hydronic testbed

A cyber-physical appliance has its part simultaneously simulated, while the rest react to real-world environment. The
concept of a cyber-physical hydronic testbed, depicted in Fig. 7.4, revolves around having a simulated building with
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a simulated hydronic heating network, from which any of the heat loads with its actuation may be realized in the
physical testbed using a real-world components.
The building simulation may be with advantage performed by co-simulation between the EnergyPlus [69] building
energy simulation program and Matlab [70] using the authored EnergyPlus co-simulation toolbox for Matlab (see
Sec. 11.1, [71]). The hydronic network may be simulated using the authored software Hydronic heating toolbox (see
Sec. 11.2, [72]). The simulation is at every sampling time run for the length of the prediction horizon to get actual
and future conditions for the physically tested assembly. The simulation outputs over the prediction horizon are fed
into a simulation tracking controller.
The simulation tracking controller is the main component connecting the simulated and real world and, as such, is the
main focus of the supervised thesis [67]. The simulation tracking controller is responsible for controlling the primary
flow (1-pipe)/primary pressure (2-pipe), the supply water temperature and ideally, the inlet air temperature. The air
temperature, however, cannot be controlled and thus, the effect of different inlet temperature must be compensated
for in the measurement conditioning block (see Fig. 7.4).
The main complexity is in supply water temperature tracking, as there are limited means to change the supply
temperature. The means of temperature actuation are the small cold water tank and the primary circuit 3-way valve.
Sudden temperature changes may only be realized by separating the primary circuit from the hot water tank (via
the 3-way valve) and pumping the cold tank into the primary circuit. Long-term temperature decrease may only
be realized by continuous cooling via the cold tanks liquid-to-liquid heat exchanger and via the water-to-air heat
exchanger heat load itself.
The testbed model results in a system of DAE. The receding horizon non-linear control has been realized using the
CasADi framework [73] with the IPOPT solver [74].
While the tracking controller has been designed, the entire cyber-physical testbed still needs to be assembled.
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(a)

(b)

Figure 7.1.: Temperature-feedback hydronic control device testbed P&ID scheme; main circuit (a), temperature
preparation circuits (b).
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Figure 7.2.: Temperature-feedback hydronic control device testbed realization. The testbed parts are: A) controller
PLC, B) power control pump, 1) primary pump, 2) primary induction flow meter, 3) secondary Coriolis
flow meter, 4) water-to-air heat exchanger, 5) main tank, 6) actuated valve/power control valve, 7)
differential pressure sensor, 8) controlled fan, 9) small tank for sudden temperature changes.
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Figure 7.3.: Matlab EXperiment Prototyping Interface (MEXPI).

Figure 7.4.: Cyber-physical testbed concept.
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Part III.

Hydronic networks
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A heat distribution network is a technical system built to transport heat from a heat source to designated zones/processes;
and it should do so efficiently, reliably, economically, and invisibly. There are multiple plausible choices for heat
transfer fluid used, mainly air-, steam-, liquid- or refrigerant-based systems, and we are going to briefly cover the
history of space heating and how the technology progressed.
Over millennia, the heating of occupied spaces was ensured by a fire burning directly in the heated room or by a hot
air conveyed from the fireplace. It all changed at the beginning of the 18th century, when a Swede Marten Trifvald, in
1716, designed the first central hydronic heating system, which was utilized in a greenhouse [75]. However, it took
almost another 150 years till the central hydronic heating systems spread among resident houses significantly.
In the 18th century dozens of steam heating systems used to be in operation; in many cases, these systems exploited
waste heat from steam engines. Radiators were connected by a single pipe, which had both the steam supply and the
condensate drainage function. Drawbacks of the steam heating systems such as noise, complexity and also the health
hazard of users inhibited the extension of those systems into resident buildings and at the end of the 19th century,
they were no longer competitive with - at that time - more and more succeeding hydronic heating systems.
Nevertheless, the massive spread of hydronic heating came in the second half of the 19th century. At first, gravity
systems were built (no circulator pumps existed in those days); since the 50s of the 20th century electrical circulator
pumps had been utilized, which allowed designers to use pipes of smaller diameters and to install heating systems
into broader range of buildings. In the 70s and 80s, the number of one-pipe systems increased significantly, mainly
due to the material savings during an installation. One-pipe networks from that period were sensitive to inaccuracies
in design and realization and to changes in the system, which could rapidly decrease the efficiency and functionality
of such systems [76]. There are, however, modern pressure and temperature balancing solutions available [77].
We can now identify four principally distinct hydronic network topologies: throttling systems utilizing valves to
reject flow, pumping systems using small pumps to induce flow, and for each its two-pipe and one-pipe variants. An
example of a control device - actuator for each system is given in Fig. 7.5.

�

�

�

�

(a) (b) (c) (d)

Figure 7.5.: Piping scheme and actuator for a) throttling 2-pipe, b) pumping 2-pipe, c) throttling 1-pipe, d) pumping
1-pipe system.

By far the most predominant topology used today is the throttling two-pipe network (Fig. 7.5a), which despite
surpassing the one-pipe throttling setup (Fig. 7.5c) in robustness, modifiability and control still pertain difficulties,
mainly:
• Need for hydraulic balancing of loads or often poorly set in practice [78, 79]
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• Dynamic pressure interactions between loads
• Pumping energy dissipation on control elements [78].

Pumping hydronic networks overcome these issues. The 2-pipe version (Fig. 7.5b) was developed by Wilo SE [44] in
years 2001-2015 and is available in the market as Empur® Geniax (formerly Wilo Geniax). Full research reports are
available on hydronic system analysis [79], field-testing [80] and reliability improvements [81]. An overview article
[78] states the pumping 2-pipe system to be up to 90% more efficient in terms of pumping power and about 20% more
efficient in thermal power (mainly due to better room control accuracy and proper night set-back). It also presents an
advantage of a “demand driven” hydronic network to be the possibility of optimizing the supply water temperature
- as opposed to “supply driven” networks, where the heating power has always to be prepared and is just rejected
when not needed (valve closure). A different study of a comparative field test [82] confirms electricity savings of
53% (even with the electronic control system running as well in summer) and 21% gas savings. The pumping 2-pipe
system usually requires an installation of hydraulic separation between the primary heat generator circuit and the
secondary heat distribution circuit [79]. This technology had/has patents for the US [83] and Europe [84].
Other studies on distributed pumping [46, 85, 86] state savings in pumping energy up to 55%. The decentralized
pump system suffers from more extensive wiring for pumps and controllers in retrofit cases [87]. Need-based or
“demand driven” approach is the key energy saving principle by [88] and ISO52120 [89].
Significant progress has been made in residential heating/cooling over the last decade. New materials and fabrication
technologies gave birth to slim copper pipes, plastic and composite flexible tubing, opening new opportunities
and challenges in the field. Hydronic networks formed by this type of piping exhibit different hydraulic behaviour,
and thus there is space for new piping concepts and pumping strategies. A close-tee hydraulic separation [19] is a
good example of a novel piping scheme, and decentralized pumping is a revolutionizing concept of active media
distribution. These and other new concepts prove that even a well-established field of study, such as hydronic heating,
is still evolving.

Ideal hydronic network

Hydronic systems, in a modern European form have served our buildings for the last 50 years without any major
innovation. It is worth stepping aside from the beaten track for a moment and considering what an ideal hydronic
network should look. In my view, an ideal hydronic network is
• low on investment,

– least amount of pipe length and pipe sizes
– minimum number of fittings

• easily installed,
– least number of piping connections
– no manual pre-settings

• self-commissioning,
– self-organised
– remote diagnostics

• easily maintained,
– robust
– self-diagnostics
– low-barrier extensibility

• efficient,
– low pipe pressure loss
– minimum pumping power
– low heat loss

• self-optimizing,
– local decoupling
– edge-to-edge decentralized optimization.

Its closest real-life resemblance is the pumping one-pipe hydronic network with temperature-feedback actuators.
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8. Simulation of hydronic networks

Hydronic networks merge together hydraulics and heat transfer fields. A variety of tools is available at the moment to
simulate hydronic networks, for example:
• Building Library for Modelica [90]. This open-source library for the simulation of building energy and control

systems is based heavily on the Modelica Fluid library. Even though the Modelica object-oriented modelling
language and the building library are free, the necessary Dymola development environment is not. A nice
example of the use of the Dymola/Modelica simulation environment is presented in [91]. See Fig. 8.1 for other
illustrative examples.

• Base Circuit Methodology (BCM) Library [92]. This hydronic network simulation library is based on the idea,
that any network can be decomposed into a number of “base circuits”. These two or three-port building blocks
cover a variety of possible network settings. Even though the library itself is distributed as open source, the
simulation engine Engineering Equations Solver (EES) is not. See Fig. 8.1 for an illustrative example.

• THERMOSYS toolbox for Matlab Simulink. A toolbox developed by the University of Illinois at Urbana-
Champaign, where the hydronic part was developed in the thesis [93]. The thesis also contains useful
control-oriented model linearizations for predictive control of hydronic networks. The THERMOSYS toolbox
is a commercial product.

• XRG Hydronics Library. Commercial product by XRG company developed in collaboration with multiple
German universities.

• Matlab Simulink. Simulink is one of the most powerful continuous-time dynamic simulators. It employs
efficient numerical integration solvers to simulate the evolution of differential systems. However, when fast
dynamics of hydraulic networks is neglected, algebraic loop emerge and the generic solver algorithms begin
to struggle. A specialized algorithm for solving hydraulic network loops is called a Hardy Cross method [94].
A numerical solution can be obtained by Newton-Raphson iterations [95].

• A list of building simulation toolboxes is given in [96].
There are certainly more simulation tools available, but none of them is free, provides flexibility and pairs well with
Matlab for analysis. These reasons led me to create tools presented in the following sections, the Hydronic network
solver (Sec. 8.1), the Hydro toolbox (Sec. 8.2) and the Hydronic heating toolbox (Sec. 11.2), which is also a building
simulation tool.
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(a) BCM Library [92] (b) Modelica Building Library [90]

Figure 8.1.: Illustrations of available hydronic network simulation tools.

8.1. Hydronic network solver1

Hydronic networks may contain dynamic elements (digraphs, etc.) and the propagation velocity is finite with the
speed of sound (as seen in the water hammering, for example). However, these transient hydraulic phenomena
diminish orders of magnitude quicker than what may be a practical timescale in hydronic (i.e., hydraulic-thermal)
networks. Therefore, we are interested in quasi-steady-state solutions for any practical purpose of delivering heat
through hydronic networks.
This hydronic network solver was developed to analyse network-wide properties of the throttling two-pipe vs. the
pumping two-pipe control. The solver may be used to simulate 1-pipe networks as well, but in the case of pumping
1-pipe network, the problem simplifies into a number of separated elementary source-and-load circuits.
The solver employs a graph-based modelling approach using one unified building block to calculate the network
solution, i.e. all pressures and flows in the network.

8.1.1. Hydraulic network simplification

All of the components of a hydronic network act, for the quasi-steady-state purposes, as either hydraulic sources or
hydraulic resistances. A hydraulic scheme can be greatly simplified using the hydraulic-electric component analogy
detailed in the following sections.

8.1.1.1. Hydraulic-electric analogy

Hydraulic circuits can be advantageously seen as equivalents to electric circuits, which, especially for electrical
engineers, are natural and intuitive. The analogy between through and across variables is listed in Tab. 8.1. A
non-exhaustive list of electric-hydraulic component analogies is given in Tab. 8.2.
An example of the hydraulic-electric analogy transformation is depicted in Fig. 8.2.

1Based on the original paper: Jiří Dostál and Vladimír Havlena. “Modeling, optimization and analysis of hydronic networks with decentralized
pumping”. In: CACS 2014 - 2014 International Automatic Control Conference, Conference Digest. 2014, pp. 269–274. doi: 10.1109/CACS.
2014.7097200
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8.1. HYDRONIC NETWORK SOLVER

Hydraulic domain Electric domain
Pressure Potential

Pressure difference Voltage
Flow rate Current

Table 8.1.: Hydraulic analogy variables.

Hydraulic domain Electric domain
Pipe, valve, etc. Non-linear resistor

Pump Source
Diaphragm fixed in a tank Capacitor

Paddle wheel Inductor
Check-valve Diode

Table 8.2.: Hydraulic analogy elements.

8.1.1.2. Network simplification

A simplification of the hydronic network is possible by creating equivalent circuits with compound components. In
other words, to collect all serial-parallel connections of resistances into one equivalent resistance and all serial-parallel
connections of the pump into an equivalent pump model.
Recall from Sec. A.1 that for a series connection of hydraulic resistances it stands

R1—2 = R1 + R2,

and for a parallel connection

R1∥2 =
R1R2(

2√R1 +
2√R2

)2 .

For pumps, recall from Sec. A.3.5 that for a series connection, the pressures add up; for a parallel connection, the
flows add up.

8.1.2. Graph based modelling approach

A two-pipe hydronic network piping is formed by a main supply/return line from which individual heat exchangers
with their piping and controls branch out. This is a pattern that replicates throughout the whole network. Realization
of this fact sparked an idea expressed in the following proposition.
Proposition 1. A hydronic network can be modelled as an interconnection of identical hydronic sub-network
elements.
The basic modelling sub-network element is called basic hydronic network element, and it is introduced in the
following section. Each basic hydronic network element represents one node in a graph and the hydronic network
may be modelled by a directed interconnection between these nodes.

8.1.2.1. Basic hydronic network element

A common pattern can be recognized in two-pipe hydronic networks. Usually, there is a supply and return pipe
of a certain length leading to a junction where a heat exchanger with its piping branches out. This basic pattern,
accompanied with a pump on the supply line and a pump by the heat exchanger, represents the generic construction
block of the presented modelling approach.
Hydraulic resistance of the supply and return line can be equivalently substituted by one serial hydraulic resistance.
Any valves present on the supply/return line are also incorporated into the serial hydraulic resistance. Parallel
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Pipe

Valve

Heat
exchanger

Boiler/
chiller

Pump

(a)

Hydraulic 
head source

Static 
hydraulic 
resistance

Variable
hydraulic 
resistance

(b)

Figure 8.2.: Hydronic circuit (a) and its hydraulic-electric analogy representation (b).

hydraulic resistance aggregates any heat exchanger (boiler/chiller) hydraulic resistances, auxiliary piping resistances
and resistances of any valves present by the heat exchanger (boiler/chiller). Any boosting pump would be represented
by a serial pump, a main circulator pump or decentralized heat exchanger pumps are represented by a parallel pump.
The basic hydronic network element is schematically depicted in Fig. 8.3.

Q i (k )

H i(k )

Qo (k )

Q p(k )
H o (k)

H ps(k) H pp(k )

H rp (k)

H rs (k )

Serial
pump

Serial hydraulic
resistance

Parallel hydraulic
resistance

Parallel pump

Figure 8.3.: Generic construction block of the modelling approach: the basic hydronic network element.

It follows from the water head balance in a k-th node that

Ho (k) = Hpp (k) − Hrp (k) , (8.1)
Hi (k) = Hps (k) − Hrs (k) + Ho (k) , (8.2)

where Ho denotes outlet water head potential of the basic hydronic element, Hpp denotes parallel pump head gain,
Hrp parallel hydraulic resistance head loss, Hi denotes element’s inlet water head potential, Hps denotes serial pump
head gain and Hrs denotes serial hydraulic resistance head loss. The mass conservation law governs the flows in the
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k-th node as
Qi (k) = Qp (k) + Qo (k) , (8.3)

where Qi is an inlet flow of the basic hydronic network element, Qp is a flow through the parallel branch in the
element and Qo denotes an outlet flow.
The head gains and losses of the serial and parallel sources and resistances have non-linear polynomial representations
given in Part I .

8.1.2.2. Network interconnection

An important step in the presented modelling framework is to properly identify the basic hydronic network elements
in a hydronic network at hand. There will rarely be a complete basic hydronic network element present in a hydronic
network, but instead, there will be segments where some of the components are missing. The next section explains the
most important part of the approach - identifying basic hydronic network elements in the network and a translation
into a graph.

Identification of basic hydronic network elements Note that leaving out the serial pump, serial hydraulic
resistance or one of the parallel components by setting its respective heads to zero still leaves the modelling approach
tractable. The only necessary component to be present in every basic hydronic network element is one of the parallel
components. The following list will help with the translation from a piping network into a node graph.
• Substitute serial/parallel connections of hydraulic resistances with one equivalent hydraulic resistance. Substi-

tute serial/parallel connections of pumps with one equivalent pump model.
• There is usually a basic hydronic element for each heat exchanger.
• Boiler/chiller is modelled as a parallel hydronic resistance and a central pump, if present, as a parallel pump in

the same element. This hydronic element will only be connected by its outlet to the network.
Commonly encountered modifications of the basic hydronic network element are listed in Fig. 8.4.
Once basic hydronic network elements are identified in the hydronic network, they can be represented by a set of
numbered nodes (the node containing a heat source is preferably given number 1). The interconnection graph is
always a directed tree graph. The adjacency matrix Ag ∈ Rn×n of the graph is

Ag =
{
au,v

}
u,v∈V , where au,v =

1 if edge (u,v) exists
0 otherwise,

(8.4)

where n is the number of nodes in the network andV represents the set of all nodes. An example hydronic network
with its graph representation is depicted in Fig. 8.5.
Traditional 2-pipe hydronic networks form path graphs or sparsely branched tree graphs. Hydronic networks with
decoupling manifolds translate into tree graphs with a star subgraph for each manifold. Hydronic networks with
hydraulic separators form disconnected graphs with as many graphs as the hydraulically separated sections.

8.1.2.2.1. Flow and head balance It is straightforward that the outlet head and inlet head of subsequent connected
elements must cohere together, i.e. be equal at every time instant. This head equality among all network nodes is,
using the graph structure information, represented as

Hi = AT
g Ho, (8.5)

where Hi is a vector of stacked node inlet heads and Ho is a vector of stacked node outlet heads.
Outlet flow of one element divides at an interconnection into inlet flows of subsequent connected elements. For all
nodes, this fact is represented as

Qo = AgQi, (8.6)
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Central
pump

Boiler/
chiller
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Pipe
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or zero flow
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Figure 8.4.: Commonly encountered hydronic network sections (basic hydronic network elements): a) boiler/chiller
and central pump, b) heat exchanger with a control valve, c) heat exchanger with a decentralized pump,
d) riser.

where Qo is a vector of stacked node outlet flows and Qi is a vector of stacked inlet flows. The flows through parallel
branches are

Qp = Qi −Qo. (8.7)

For the example network from Fig. 8.5, the adjacency matrix is

Ag =
{
au,v

}
; a1,2 = 1, a2,3 = 1, a3,4 = 1, a1,5 = 1

and the head balance equation (8.5) correctly represents that, for example, the inlet head of the second and fifth
element is equal to the outlet head of the first element, which may be best seen from

Hi =


· · · · ·
1 · · · ·
· 1 · · ·
· · 1 · ·
1 · · · ·

 Ho.

The flow continuity (8.6) also correctly represents the fact that, for example, the flow from the first element is a sum
of the second and fifth element flow

Qo =


· 1 · · 1
· · 1 · ·
· · · 1 ·
· · · · ·
· · · · ·

 Qi.

That illustrates the simplicity of network head and flow balance definition and anticipates network solvers formulation.

8.1.2.3. Hydraulic network solvers

Three natural problems are emerging when dealing with hydraulic networks:
1. Network flow problem - Given an opening of every control element, what is the flow and hydraulic head at

every point of the network?
2. Network control problem - Given a set of demand flows (references), what are the actuator openings ensuring
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Figure 8.5.: Identified basic hydronic network elements in a hydronic network with decentralized pumping (a) and its
graph representation (b).

the flows?
3. Pumping energy optimization - Whenever there is a degree of freedom in the network, what is the control

problem solution with a minimal electric power consumption?
The following subsections describe the solutions to the three problems. A graph structure plays a major role in all the
solvers and enables a fast, non-iterative solution to the network control problem, which in turn speeds up the third
optimization problem, where the network control problem is a sub-step of every iteration.

8.1.2.3.1. Network flow problem Lets first introduce a diagonal matrix of node in-degrees. As hydronic networks
always form directed tree networks; the in-degree matrix Bg ∈ Rn×n is defined as

Bg = diag (bu)u∈V , where bu =

1 if inlet u unconnected
0 otherwise.

Let the flows in parallel branches of nodes with nonzero in-degree be the unknown variables, denoted Qx. The
number of unknown variables is denoted nx and the following inequality holds

nx < n.

The flow in all parallel branches, i.e. also, the flow in a heat source node, is given by

Qp =

(
I − Bg

(
I − Ag

)−1
)

CgQx, (8.8)

where Cg ∈ Rn×nx is
Cg = non-zero columns of

(
I − Bg

)
and I is an identity matrix of a proper dimension.
The inlet flows, using (8.6), (8.7), are calculated as

Qi =
(
I − Ag

)−1
Qp. (8.9)

71



8. SIMULATION OF HYDRONIC NETWORKS

The solution to the network flow problem must satisfy (8.5), (8.6) , and the solution procedure is iterative. At each
iteration, qp and qi are calculated from qx and therefore, all flows in the network are known and head across all
network components can be computed. Any gradient solver algorithm may be used to find qx such that head equality
(8.5) is satisfied. Flow equality between the nodes is inherently satisfied by the flow calculation process. The most
computationally expensive part of the calculation is the head loss/gain across all network components. However, it
can be easily parallelized due to the nature of the formulation of the problem.

8.1.2.3.2. Network control problem It is assumed for simplicity that each node, except the nodes containing
a boiler, contains a heat exchanger and a flow controlling element (control valve/pump) is present by each heat
exchanger; flow reference (setpoint) through all heat exchangers is known and is denoted QSP

x .
The inlet and parallel flows, Qi and Qp respectively, can be calculated from QSP

x using (8.9), (8.8). A head loss/gain
across all non-actuator components than can be calculated using their respective head models.
A head across control actuator is then calculated from the loop equations (8.2), (8.1). And as the head and flow for
each control actuator is now known, it is possible to determine the exact actuator opening xc (valve stroke or pump
speed) satisfying the given hydraulic conditions. For example, the speed of an actuated heat exchanger pump in a
k-th node is determined from equations

Hpp (k) = Hi (k) + Hrs (k) + Hrp (k) − Hps (k)

xc (k) = pol−1
HQ

(
Hpp (k) ,QSP

x (k)
)
,

where xc is the speed ratio of a heat exchanger pump (parallel pump) and pol−1
HQ is an inverse of the HQ characteristics

of the pump.
A network control problem solution algorithm is detailed in Alg. 8.1. An illustration of the algorithm steps is depicted
in Fig. 8.6.

Algorithm 8.1 Network control problem forward-calculation algorithm.
Determine flows Qi, Qp from QSP

x .
for e = 1 to n do

ep = predecessor of e in the graph.
Hi (e) = Ho

(
ep

)
.

Calculate the heads of all components in e except for the control actuator.
if actuator present in e then

Determine the head across the actuator.
xc (e) ← calculate opening of the actuator from its characteristics.

end if
Calculate Ho (e).

end for

8.1.2.3.3. Pumping energy optimization A system with the same number of heat exchangers, i.e. flow setpoints,
as the number of flow-controlling devices is well determined - has zero degrees of freedom. Any extra actuator on
top of the basic count opens a degree of freedom for optimization; a variable speed main circulator may be the most
common case.
There is a wide variety of hydronic network optimization problem formulation options. The approaches generally
differ in cost function and constraint formulation. The first option is formulating the optimization problem, where the
cost function is the total electrical power consumption and let the network head and flow balance, as well as, the flow
reference be equality constraints. Flow direction in the heat exchangers is forced by inequality constraints and the
range of actuators by box constraints. An interior-point solver computes the solution considerably fast, but finding a
feasible initial solution is difficult.
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Another possibility is to set the cost function as the total pumping power plus the squares of reference flow deviations.
The network flow problem is then solved at each iteration separately. Actuator positions are the optimization values,
but not all of their combinations pose a feasible solution to the network flow problem. This approach does not
guarantee finding an optimal solution because each time there is infeasibility in the network flow problem, a new
starting point must be randomly picked.
A numerically efficient approach to the network optimization problem, however, exists and is the following: the set of
all available actuator variables (valve stroke, pump speed) is divided into two sets: a control variable set C and an
optimization variable set O; the set of all actuator is be denoted asA, the set of all pumps P. The cardinality of the
control variable set must be equal to the number of flow references in the network (|C| = nx) The control variables
will typically be the position of actuators controlling the flow through heat exchangers, i.e. control valve strokes or
heat exchanger pump speeds. All the remaining actuators form the set of optimization variables whose cardinality is
|O| = |A| − nx. Each network node must contain at most one control actuator, the rest of the actuators in the node are
assigned to the optimization variable set.
The cost function is the total electric power consumption plus a heavily weighted norm of the network head and flow
balance. The optimization problem is formulated as

min
xo

∑
α∈P

Pe (α) + γ

∥∥∥∥∥∥ Hi − AT
g Ho

Qo − AgQi

∥∥∥∥∥∥2

(8.10)

s.t. 0 < xo (i) < 1; i ∈ O

xc ← solution of the network control
forward-calculation algorithm ,

where xo is a vector of the optimization variables, Pe (α) is an actual electric power of a pump α, γ is a relatively high
penalization constant and the control variables xc are computed by the network control forward-calculation algorithm
(Alg. 8.1). The objective is to minimize electric consumption; yet, some combinations of the optimization variables
make the network control problem infeasible. Infeasibility of the control problem results in network head/flow
imbalance, whose penalization steers the optimization variables towards a feasible region.
The presented hydronic solver is used in the analysis presented in Sec. 9.2.

8.2. Hydro toolbox

The hydro toolbox [97] is a set of classes and functions in MATLAB developed to facilitate the work and analysis of
components and circuits in the hydronic domain. There are four main classes:
• fluid - a wrapper class for the coolprop package [98] providing thermodynamic properties of fluids (water,

humid air, refrigerants, etc.), which are utilized within the pump and load classes.
• pump - a class and a package providing tools to fit, manipulate and analyze pump characteristics in flow,

pressure, power, and speed.
• load - a class and a package providing tools to fit, manipulate and analyze hydraulic loads.
• heatload - a package providing tools to analyze, fit and design heat exchangers.
• circuit - a class used for solving hydraulic circuits defined by pump and load objects.

The pump and load classes are ‘system objects’, which can be used in Simulink as well. The power control valve
(Chapter 5) and the power control pump (Chapter 6) have been designed with the help of this toolbox.
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Figure 8.6.: Illustration of the network control problem forward-calculation algorithm steps.
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9. Hydronic network analysis

This section presents results in the stability (Sec. 9.1) and effectivity (Sec. 9.2) of two-pipe network, as well as
analysis of the pumping one-pipe network (Sec. 9.3).

9.1. Throttling two-pipe system stability1

Many HVAC systems are implemented using one heat source, the power of which is distributed to individual zones
using a pipe network. Each zone can be independently controlled using its own zone controller. Due to the hydronic
network interconnection, the zone controllers interact by pressure/flow changes. This study addresses the question
when and under what conditions the overall system is a stable system. We use a simplified linearized model with
linear heat exchangers and linear hydraulic resistances. Moreover, all heat exchangers are supposed to be the same. A
closed-form formula for linearization of the interconnection is provided. Using these simplifications, we provide
simple guidelines which the controller for each zone should satisfy. The main result is that from stability point of
view, the interconnection does not bring any new design limitation. An extensive simulation verification is provided.

9.1.1. Introduction

Human kind has lost during the evolution the ability to endure rough weather, but gained in exchange greater mental
ability. This ability catalyzed the pursuit for conditioning living environment, which lasts until the present-day. HVAC
(heating, ventilation and air conditioning) systems the field of study continuing the comfort seeking endeavor also
comprise an important part of the total energy consumption of modern society. Since the price for energy is increasing
as is the comfort expectations, the control of HVAC systems are getting more and more sophisticated and complex.
Often, in a building environment there are, for heating/cooling purposes, several zones (for instance, rooms), which
might set their own request onto the zone temperature. Purpose of the HVAC system is to closely follow the request
regardless the everchanging inside and outside conditions. In order to accomplish this, each zone has to be supplied by
an exact amount of heat energy, though a heat exchanger (for instance, a radiator), from a heat source (boiler/chiller)
by a distribution piping system and its control mechanism. This article is treating hydronic systems in particular,
there the heat distribution medium is one-phase liquid [19].
Hydronic control systems are either demand oriented, where there is a flow-controling pump aside each heat exchanger
[46]. Or traditionally supply oriented, where there is there is only one pressure source in the hydronic network—a
central pump. The pressure potential is turned into the right flow by a control throttling valve at individual heat
exchanger. For automatic control of the temperature in the zone, zones are fitted with a temperature controller - a
thermostat.
There are several control strategies for maintaining the desired temperatures in the zones, which differ based on the
number of sensors, actuators and computation units. The simplest to implement is to control the heat source by one
thermostat in one zone and have thermo-regulating valves in the remaining zones. Based on [100], this is still the
most commonly implemented strategy.
Another centralized strategy is a model predictive control (MPC), where the setting for each valve can be optimally
computed in a central computer [93, 101]. There also exist distributed implementations for MPC [102]. A fuzzy MPC
framework, which was able to both heat and cool the building, was presented in [103].
The strategy, which is used in this study, is when a heat source is assumed ideally controlled (not purpose of this
study) and an independent temperature controller, regulating the stroke of the control valve, is present in every zone.

1Based on the co-authored paper: Ivo Herman, Štefan Knotek, Jiří Dostál, and Václav Prajzner. “Stability of hydronic networks with
independent zone controllers”. In: IEEE Transactions on Control Systems Technology 26.6 (Nov. 2018), pp. 2214–2222. issn: 1063-6536. doi:
10.1109/TCST.2017.2753179
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9. HYDRONIC NETWORK ANALYSIS

However, due to the common pressure source (pump), when one valve changes its setpoint, there is a pressure change
at the other valves [100].
The effect we investigate in this study is how the action of one controller affects, through the hydraulic network, the
other controllers. For instance, when the controller i closes its valve, it results in an increase of pressure at all other
valves. Consider the zone j. The increase in pressure over valve j means that with the given valve stroke, the flow
increases and so does the heat flux delivered to the zone. Subsequently, the temperature in the zone j increases and
the controller has to decrease the stroke x j of its valve. However, this change propagates further to other valves. The
question is: under what conditions is this interaction stable?
A similar problem of hydraulic interactions between different branches was considered in ventilation in mines. In
the paper by [104] a centralized controller for the whole network was designed. Later, [105] designed a nonlinear
decentralized controller. Unlike our study, in those two papers the nonlinear resistance and fluid inertia was considered.
However, the authors assumed known plant model (just the fluid itself) and designed a complicated nonlinear control
law. Instead, here we deal with a general plant model (zone and heat exchanger) and try to find a requirements on the
controller (often a simple PI controller).
In order to analyze stability of the interconnected system, we are going to use tools from distributed control theory.
Stability of a set of (identical) linear systems interconnected through network was analyzed in many works, e.g.
[106–108]. The method used there was based on block diagonalization, after which the eigenvalues of the matrix
describing the subsystem interconnection appeared as a gain in the closed-loop feedback system. The interconnection
matrix in these works was mostly the graph Laplacian—that is, a relative interconnection was assumed. Although the
hydronic interconnection does not have a structure of relative interactions, we can still use the results of these works
and apply them for stability analysis.
Even though in this study we mainly speak about zone controllers (those are currently most widely used), our theory
and results would hold even when a faster control loop is implemented: the loop for controlling the heat flux delivered
to the zone. If this can be estimated, it allows faster detection of pressure change across the valve and therefore better
control. On the other hand, faster control means higher risk of instability. Hence, our results would be even more
important for this type of control.

9.1.2. System model

The system under consideration consists of several parts: a main pump (the pressure source for the hydraulic circuit),
a boiler/chiller (in the following we will only assume heating, so only boiler will be used), N heat exchanger (HX)
units used for heating/cooling of zones, N valves used to control the flow in the HXs and the pipe network connecting
the HXs.
The schematic of the hydronic part is in Fig. 9.1. The flow goes through the supply water pipe, to which there are
connected N HXs with their valves and the connection is parallel. The flow through the HXs is then collected at the
return pipe and led back to the pump.
The valve at each HX is controlled based on the temperature θi in the ith zone and the reference temperature θref,i.
The schematic of the valve control is in Fig. 9.2. This control loop is the same for all HXs. The controller sets the
valve state—its stroke x. This stroke, based on the given differential pressure pi over the valve, sets the mass flow Qi.
Based on the mass flow the HX generates, after some transient, the heat flow heating the zone and thus changing its
temperature θi.
However, due to the common pressure source and parallel branch interconnection, the flow in each branch is not only
given by xi, but also by all other x j, j , i. Thus, all the control loops are interconnected and we can write a vector
form

Q = f (x,pin), (9.1)

where f : RN → RN , Q = [Q1, . . . ,QN]T,x = [x1, . . . ,xN]T and pin is the pressure generated by the pump.
The hydraulic system can be depicted as the corresponding network in Fig. 9.3. The pump is analogous to a pressure
source. The pipes were replaced by hydraulic serial resistances rsi – combined resistance of the sections of the supply
and return pipe between branch i − 1 and i and rpi – resistance of the pipes in the ith branch. The inertia of the fluid
in the pipes was neglected. The valve was replaced by a variable hydraulic conductance gvi. Since we model only
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Figure 9.1.: A simplified schematics of the hydronic network. There are N parallel branches consisting of the valve
and heat exchanger. The red (blue) line is the supply (return) pipe.
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Figure 9.2.: Control loop schematics. Hi is the ith HX, Zi is the ith zone and Ci is the ith zone controller.

the hydraulic network, the boiler and the heat exchanger are modelled by resistances rb and rhi, respectively. In
our analysis, we will simplify the notation by introducing the serial resistance ri and parallel conductance gi. The
serial resistance in section one is comprised of a series combination of rb and rs1; in all other sections it is just rsi.
The parallel conductance is given as a variable conductance of a series combination of rpi,rhi and gvi. That is, the
conductance is bounded as gi ∈ [0, 1/(rpi + rhi + 1/gi,max)], where gi,max is the maximal conductivity of the valve.

9.1.2.1. Assumptions

In order to do a tractable analysis, we make the following simplifying assumptions.
1. We analyze only the hydraulic interactions—we assume that the inter-zone thermal interactions (e.g., heat

flows through walls) are much slower and less important than the hydraulic ones.
2. The relation between pressure drop across the pipe and flow is linear. That is, we assume viscous laminar

steady flow in a circular tubes [109, eq. 2.14]. Then the resistances in the network are linear and the relation is

pi = riQi. (9.2)

3. The model of the heat exchanger is linear and given by a transfer function H(s). In an operating point, a simple
linear model was used for instance in [110]. Also the model of the zone is assumed to be linear and given as
Z(s).

4. The model of the controller is linear and given by a transfer function C(s) .
5. All controllers, heat exchangers and zone models in the network are identical, that is, Ci(s) = C(s),Hi(s) =

H(s),Zi(s) = Z(s) for all i.
6. There is a linear relation between the valve stroke x and the valve conductivity g, that is, gvi = hixi.

Thus, the only nonlinearity in the system is the mapping from strokes to flows. However, in order to test stability of
the equilibrium, in the following section we will linearize also this nonlinear function.
In Sec. 9.1.6 we compare our simplified model with a fully nonlinear one to show that for analysis of stability, the
simplified model gives a reasonable performance.
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Figure 9.3.: A hydraulic circuit for modelling of the network. In light (dark) green is the first (resp. second) section
of the ladder structure. ’GND’ denotes the reference (“ground”) node. In circles are number of nodes—
places with different pressures.

9.1.3. Hydraulic network analysis

Let us calculate a function f (x,pin), relating the flows in the branches (through the conductances) to the conductivity
of the valves. In order to do that, we will use results from the circuits theory [111]. Although the reference [111]
describes electrical circuits, the same results can be applied in linear hydraulic networks. It is known from [111] that
the external flow Qext applied to the network is tied to pressures in the network as

Gp̄ = Qext, (9.3)

where G ∈ RN+2×N+2 is the conductance matrix and p̄ are pressures at the nodes of the circuit (each node in the circuit
with different pressure is considered). Qext is a vector of the applied (external) flows. The elements of Qext are zeros
if the corresponding node is not connected to the flow source, they are +1 (as flow 1kg/s) if the external flow enters
the node and it is −1 if the flow leaves the node. In our setting the flow enters the node 0 and leaves the node N + 1.
The matrix G is a symmetric Laplacian (see [107] for some of its properties), hence it is a singular matrix. However,
when the (N + 1)th node (pressure at the return pipe in Fig. 9.3) is considered as a reference, then we might exclude
this node from the conductivity matrix G and the reduced (grounded [112]) Laplacian G̃ becomes non-singular. For
instance, if the graph in Fig. 9.3 had two branches (light and dark green), the corresponding matrices would have a
form

G=


1
r1

− 1
r1

0 0
− 1

r1
g1 +

1
r1
+ 1

r2
− 1

r2
−g1

−0 − 1
r2

g2 +
1
r2

−g2

0 −g1 −g2 g1 + g2

 , p̄=


p̄0
p̄1
p̄2
p̄3

 ,Q=


1
0
0
−1

 . (9.4)

Setting as reference the node N + 1, the reduced matrices are

G̃ =


1
r1

− 1
r1

0
− 1

r1
g1 +

1
r1
+ 1

r2
− 1

r2−0 − 1
r2

g2 +
1
r2

 , p̃ =

p̃0
p̃1
p̃2

 , Q̃ext =

100
 , (9.5)

where p̃ is the vector of pressure differences ( p̃i = p̄i − p̄N+1) when the input is the unit source of flow.
Note also that the reduced connectivity matrix G̃ can be written as

G̃ = diag
([

0, gT
])
+ L, (9.6)

78



9.1. THROTTLING TWO-PIPE SYSTEM STABILITY

pin

qin = 1 kg/s

r1

g1

q1

p1 ( p̃1)

r2

g2

q2

p2 ( p̃2)

. . .

. . .
GND

Figure 9.4.: Hydraulic network with either pressure source (black), or unit flow source (red). The corresponding
pressure loss on ith branch is pi for pressure source and p̃i for current source. We use the flow Qi only
for pressure source.

where the symmetric matrix L is a standard weighted Laplacian of an undirected path graph, given as

L =


1
r1

− 1
r1

0 . . . 0
− 1

r1

1
r1
+ 1

r2
− 1

r2
. . . 0

...
...

...
. . .

...

0 . . . 0 − 1
rN

1
rN

 (9.7)

and g =
[
g1,g2, . . . ,gN

]
is a vector of conductances.

Generally, since the reduced matrix has an inverse [111], we can calculate the pressures p̃ as

p̃ = G̃−1Q̃ext (9.8)

Unlike the flow source in the example, in the heating system we usually have a pressure source. Note that p̃0 is the
pressure difference which the flow source gives when the total flow is Qin = 1 kg/s, hence it is also the resistance of
the circuit between nodes 0 and GND. The pressure pi over the parallel conductance gi, when the source is a pressure
source, can therefore be calculated as

pi =
p̃i(g)
p̃0(g)

pin. (9.9)

Introducing p = [p1,p2, . . . ,pN]T, p̃b = [p̃1, p̃2, . . . ,p̃N]T, the flows through the branches can be calculated from
pressures in a vector form as

Q = diag(g)p(g) = diag (g)
p̃b(g)
p̃0(g)

pin. (9.10)

The individual quantities and their role in the network are depicted in Fig. 9.4. Note that both p̃(g) and p(g) are
nonlinear functions of the resistances and conductances in the network. This follows from the matrix inverse G̃−1.
The nonlinearity can be also easily seen from the law of parallel connection of resistances.
This allows us to calculate the flows in the individual branches, once all conductances are known. First the matrix G̃
as in (9.5) is formed and then its inverse is calculated. Take the first column of the inverse to get pressures (9.8).
Then normalize them by (9.9) and multiply by conductance as in (9.10) to get the flows through the heat exchangers.
The individual quantities and their role in the network are depicted in Fig. 9.4.

9.1.4. Stability analysis

In this section we prove stability of an equilibrium of the hydronic system. Assume that a reference temperature
θrefi is set for each zone. For the given reference temperatures θref = [θref1, . . . ,θrefN]T, there is a unique equilibrium
(denoted by superscript (·)e). We are interested in stability of this equilibrium. The reference temperature in each
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zone, when in steady-state, corresponds to the unique flow Qe
i through each heat exchanger and in turn to a unique

branch conductivity ge
i and valve stroke xe

i .
As was mentioned earlier, the only nonlinearity assumed is the mapping Q = f (g,pin) (by assumption gi = hixi). We
linearize this mapping in an equilibrium. Hence, around the equilibrium, we do a Taylor expansion of Q = f (g,pin) as

f (g,pin) ≈ f (ge,pin) +
∂ f (g,pin)

∂g

∣∣∣∣
g=ge

(ge − g) + . . . . (9.11)

Define ∆Q = Q − Qe = f (g,pin) − f (ge,pin), ∆Q ∈ RN and ∆g = g − ge ∈ RN . Neglecting higher order terms, we
can rewrite (9.11) as

∆Q ≈ ∂ f (g,pin)
∂g

∣∣∣∣
g=ge
∆g = J∆g (9.12)

where the interconnection matrix (or Jacobian) J is given as

J =
∂ f (g,pin)

∂g

∣∣∣∣
g=ge
=


∂Q1(g)
∂g1

. . . ∂Q1(g)
∂gN

...
. . .

...
∂QN (g)
∂g1

. . . ∂QN (g)
∂gN

 , (9.13)

All partial derivatives in (9.13) are evaluated at the equilibrium. The (k, j)th element in J can be calculated as follows
from (9.10) as

∂Qk(g)
∂g j

=


pin

[
p̃k(g)
p̃0(g) + gk

∂p̃k
∂g j

p̃0(g)− p̃k
∂p̃0
∂g j

p̃2
0(g)

]
for j = k,

pin

[
gk

∂p̃k
∂g j

p̃0(g)−p̃k
∂p̃0
∂g j

p̃2
0(g)

]
for j , k.

(9.14)

9.1.4.1. Properties of the interconnection matrix

The interconnection matrix can be calculated in a closed form using the following result, proved in Sec. B.
Theorem 3. Let G̃22 be obtained be obtained from G̃ by deleting the first row and the first column. Then the matrix J
in (9.13) is

J = pin

[
I − diag (g) G̃−1

22 (g)
]

diag
(

p̃b(g)
p̃0(g)

)
, (9.15)

where G̃22 is
Note that the post-multiplication by diag

( p̃b(g)
p̃0(g)

)
makes the matrix non-symmetric. The structure of J is such that

there are positive signs on the diagonal and negative everywhere else.
We are also interested in the eigenvalues of J.
Theorem 4. The interconnection matrix J is diagonalizable and all the eigenvalues λ1 ≤ λ2 ≤ . . . ≤ λN of J are
real and positive. Further, the eigenvalues are bounded as 0 < λi < pin.
Although the J is not symmetric, it has real and positive eigenvalues. The proof is in Sec. B.

9.1.4.2. Stability

Consider the following SISO open loop C(s)H(s)Z(s) and assume θref = θref
e. The control loop around the operating

point is shown in Fig. 9.5. The input to the open loop is the difference in flow ∆Qi, the output is the difference in
conductance ∆gi. There is also an external input δi, which is the disturbance in heat flow to the zone. The vector of
outputs can be calculated from the vector of inputs using (9.12) as

∆g(s) = −C(s)Z(s)H(s)∆Q(s) +C(s)Z(s)δ(s), (9.16)
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Figure 9.5.: Linearized system around the operating point. Identical, independently working controllers and zones
are coupled through the interconnection matrix J. ∆q̇i is the difference from the equilibrium of the heat
flow delivered by the HX to the zone.

where δ = [δ1, . . . ,δN]T. Plugging (9.12) to (9.16) and separating ∆g, we get

∆g(s) =
(
I +C(s)Z(s)H(s)J

)−1
C(s)Z(s) δ (9.17)

So the system is stable if and only if the transfer function matrix (I +C(s)Z(s)H(s)J) has zeros in the left half-plane
(provided that there is no pole-zero cancellation). Let us use the following state transform ∆ ĝ = V−1∆g,δ̂ = V−1δ,
where V is the matrix of eigenvectors of J. By Theorem 4, J is diagonalizable and Λ = V−1 JV is diagonal matrix.
This transformation was used, for instance, in [113] or [106]. Then the system gets a form

∆Q̂ =
(
I +C(s)Z(s)H(s)Λ

)−1
C(s)Z(s) δ̂. (9.18)

Since Λ is a diagonal matrix, (9.18) is a block diagonal system, which implies the following result.
Theorem 5. The equilibrium of the hydronic system is stable if and only if all the following closed-loop systems are
stable

Ti(s) =
C(s)Z(s)

1 + λiC(s)Z(s)H(s)
, ∀i. (9.19)

All such systems Ti(s) are SISO transfer function, analysis of which is quite easy. Hence, analysis of stability of
overall network system with N units (9.17) was converted into analysis of N single-branch closed loops (9.19) with
varying, but bounded gains.

9.1.5. Implications for controller design

In this section give some guidelines on how to design controllers which do not destabilize the hydronic system. A
sufficient condition for stability of an equilibrium is the following.
Corollary 3. If the closed loop C(s)Z(s)

1+kC(s)Z(s)H(s) is stable for any k ∈ (0,pin], then every equilibrium of the hydronic
network is stable, regardless of the number of branches N.
This easily follows from Theorem 5, since by Theorem 4 the eigenvalues 0 ≤ λi ≤ pin. Note also that the poles of the
closed loops (9.19) are identical as the poles obtained from a root-locus of the open loop λC(s)Z(s)H(s), where λ is
gain for the open loop C(s)Z(s)H(s). Hence, a root locus can be used for analysis.
It follows from Corollary 3 that stability depends on the value of the pressure source. We can eliminate the dependence
on the pressure value by the next result.
Corollary 4. If the open loop C(s)Z(s)H(s) has infinite gain margin, then every equilibrium of the hydronic network
is stable.
So the requirements on the controller are
• Try to achieve infinite gain margin for the plant given as H(s)Z(s).
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• If it is not possible, guarantee stability of single-zone closed loop (9.19) for any gain λ in [0,pin].
Tuhs, it is the range λ for a single-zone closed loop in Theorem 5, which is the main factor in determining stability. If
neither of the conditions above is satisfied, the controller might destabilize the network of multiple zones. This can
happen even though one zone is stable. Another interesting fact is that if the system does not achieve infinite gain
margin, the network can be destabilized just by changing (increasing/decreasing) the source pressure. For instance,
suppose that the closed loop is not stable below some small gain λcrit > 0. Then by decreasing the pump pressure (e.g.
by a pump failure) below λcrit, the system does not satisfy the condition of Theorem 5 and is unstable.
Remark 8. Using [114], results of Theorem 5 can be applied also to systems with time delay. The time delay might
occur in the model of the heat exchanger or due to some estimation or measurement algorithm.
Remark 9. In real situations, different zones might have different heat exchangers. In such a case the restriction that
all zone models are the same might be too restrictive. In this case a robust stability analysis, as shown in [108], might
be used.

9.1.5.1. Comparison with one zone

Let us compare the conditions in Corollaries 3 and 4 with conditions for a system with one zone only. Currently, the
controllers are usually designed only for such a single zone. In a network with a single zone, the change in the flow
through the valve is given as ∆Q ≈ p∆g, considering only small changes in g. g is varied based on the controller, so
the “gain” of the valve is k = p – the pressure loss over this valve. If the valve is only slightly open (g very small)
and the supply and return pipe have comparably low resistance, then the pressure loss over the valve is almost equal
to the pump pressure. Hence, the “gain” p ≈ pin and the controller, of course, has to guarantee stability for this case.
If, on the other hand, the valve is almost fully open and the supply pipe has a high resistance, the pressure loss over
the valve is small. Then, also the gain of the valve is small k = pin. Again, the controller has to guarantee stability the
closed loop for this gain. In summary, because the pressure loss over the valve can vary from almost 0 to pin, the
controller has to guarantee stability of the following system

pinC(s)H(s)Z(s)
1 + kC(s)H(s)Z(s)

(9.20)

for k ∈ [0,pin]. This is exactly the same condition as in Corollary 3. Hence, every equilibrium in the network is stable
if the single-zone network is stable for any valve stroke. Nevertheless, the transients in a more complicated network
can be worse than in the single-zone control.

9.1.6. Comparison with nonlinear model

For the testing we use a three-zone model, which can be downloaded at www.matlabcentral.com. Each zone
consists of a heat exchanger (radiator), a valve and a room, which is not connected to any other room. All radiators
are supplied from the same pump and the same boiler. In this section we show that the linearized system gives a good
estimate of the system behavior near the operating point, hence also the stability analysis is justified.

9.1.6.1. Nonlinear model

The models of the radiator and the zone are taken from [110]. For convenience we repeat the model here. The radiator
is modelled as a spatially discretized nonlinear PDE. The discretization has Nrad sections, where the temperature ηi in
each section evolves as

η̇ j =
Nradcw

Cr
Qi(η j−1 − ηi) − Kr

Cr
(η j − θ), j = 1,2, . . . ,Nrad (9.21)

where the parameters are given in Tab. 9.1, θ [◦C] is temperature in the room and Qi [kg/s] is the water mass inflow to
the radiator in the ith zone. The temperature in the zeroth section η0 is the inflow water temperature ηw [◦C]. The heat
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Label Value
Nrad Number of sections in radiator 45
cw Specific heat capacitance of water 4186 J/kg·K
Cr Thermal capacitance of water and radiator 3.1 × 104 J/K

Kr Radiator equivalent heat transfer coefficient 33.65 W/K

Ue Thermal transmittance of the room envelope 1.2 W/m2·K
Ae Area of the room envelope 50 m2

Ca Thermal capacitance of the room air 7.2 × 104 J/K

Ce Thermal capacitance of the room envelope 4.0 × 104 J/K

θamb Outdoor temperature −10 ◦C
rb Resistance of the boiler 1.29 × 107 Pa/(kg·s)2

rs Resistance of the serial pipes 4.24 × 106 Pa/(kg·s)2

rp Resistance of the parallel pipes 4.67 × 105 Pa/(kg·s)2

pin Pressure of the pump 1 × 105 Pa
ξ Valve parameter 1.25 × 10−2 kg/s·Pa−0.5

Table 9.1.: Parameters of the radiator, room and hydraulic network. The parameters of radiator and room are taken
from [110] and [116].

delivered by the radiator to the ith room is

q̇i =
1

Nrad

Nrad∑
j=1

Kr(η j − θ). (9.22)

The ith room is modelled as a two-state system as follows

θ̇i =
UeAe

Ca
(θei − θi) + q̇i

θ̇ei = −UeAe

Ce
(θei − θi) +

UeAe

Ce
(θamb − θei)

(9.23)

where θei is temperature of the room envelope, θamb is the outdoor temperature. Other parameters are in Tab. 9.1.
For the simulation with nonlinear hydraulic resistances r̄ and conductances ḡ, we used quadratic laws [109, eq. 2.15]

p = r̄Q2 ⇔ Q = ḡ
√

p (9.24)

with r̄ = 1
ḡ2 and ḡ =

√
1
r̄ . Then the law for parallel connection of two conductances ḡ1 and ḡ2 becomes ḡpar = ḡ1 + ḡ2.

Similarly, for a series connection of two resistances r̄1 and r̄2 we have r̄ser = r̄1 + r̄2. These laws allowed to us to
calculate the flows in the branches in the network. The values of the quadratic resistances are in Tab. 9.1.
The valve conductance is given by the following law

ḡv = 0.1Qmaxξ (ξx/xmax − 1), (9.25)

where ξ is a parameter of the valve [115]. This law describes an equal-percentage valve.

9.1.6.2. Linearized system

The nonlinear network describeb above is linearized in an equilibrium point, corresponding to the given temperatures
θref. The parameters at operating point are given in Tab. 9.2.
The radiator model (9.21) is linearized in the equilibrium to the standard state-space description with states
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Zone 1 Zone 2 Zone 3
θref [◦C] 23 23 23
Qe [kg/s] 1.08·10−2 1.08·10−2 1.08·10−2

xe [0 − 1] 0.258 0.258 0.258
he [kg/s·Pa0.5] 8.50·10−7 8.51·10−7 8.52·10−7

Table 9.2.: Parameters at the operating point.

∆η = η − ηe, η = [η1, . . . ,ηNrad ]T and inputs ∆u = u − ue with u = [Q, θ, ηw]. The model is ∆̇η = A∆η + B∆u, ∆q̇ =
C∆η + D∆u with matrices

A =
Nradcw

Cr
Qe M − Kr

Cr
I, B = [BQ, Bθ, Bηw ]

C =
Kr

Nrad
[1, 1, . . . , 1]T, D = 0

(9.26)

with BQ = (Nradcw)/Cr M ηe + ηw
e (Nradcw)/Cr · [1,0, . . . ,0]T, Bθ = Kr/Cr · [1, . . . ,1]T, Bηw = Qe(Nradcw)/Cr ·

[1,0, . . . ,0]T and M ∈ RNrad×Nrad is a bidiagonal matrix with -1 on the diagonal and 1 on the first subdiagonal.
To use our linearization of the hydronic network, we need linear resistances. The following is used to get the linear
resistance r from the quadratic r̄:

ri = r̄iQe
i , gi =

1
ri

(9.27)

That is, the linear resistance has such value which produces the same flow as the nonlinear one.
The valve is approximated by a simple gain. The value of the gain is obtained numerically as

hi ≈
gv(xe

i ) − gv(xe
i + δx)

δx
(9.28)

gv(xe
i ) is obtained using (9.25) and (9.27). Having the linear resistances, we can use Theorem 3 to calculate J. The

parameters at operating point are given in Tab. 9.2.

9.1.6.3. Simulations

We designed a PI controller, identical for all zones. It is given in a transfer function form as

C1(s) =
0.145s + 7 · 10−5

s
. (9.29)

This controller satisfies the infinite gain margin for the open loop consisting of the linearized radiator in (9.26),
and gain (9.28). Therefore, it stabilizes the system for any number of radiators, every pump pressure and in every
equilibrium.
In Fig. 9.6 we show a comparison of the nonlinear and linearized model. There was a step change with value 0.01 ◦C
in the desired temperature of zone 2 at time 500 s. It can be seen that the linearized temperatures match the nonlinear
ones. Hence, the linear analysis allow reasonable conclusion about stability of the equilibrium of the nonlinear system.
In Fig. 9.7 a step of 1 ◦C is shown. It can be seen that the linearized temperatures match the nonlinear ones quite well;
hence the linear analysis allows a reasonable conclusion about stability of the equilibrium of the nonlinear system.
We designed also another controller

C2(s) =
1.139s + 0.004

s
. (9.30)

This is a very bad controller, nevertheless, it allows us to show that although the equilibrium of the network with only
one branch is stable, the network with three branches is not. Location of eigenvalues of the close loop near imaginary
axis is shown in Fig. 9.8. It is clear that one eigenvalue of the network with three branches is in the right-half plane,
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Figure 9.6.: Temperatures in all zones for a step in reference from θref2 = 23.0 ◦C to θref2 = 23.01 ◦C.
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Figure 9.7.: Temperatures in all zones for a step in reference from θref2 = 23 ◦C to θref2 = 24 ◦C.

i.e. the network is unstable.

9.1.7. Summary

In this chaper we investigated the stability of two-pipe heating system, where all zones control their temperatures
independently, but they share a common pressure source. We derived a matrix form of a linearization of the
interconnecting network in a closed form. Then, we proved that this matrix has real and positive eigenvalues which
are less than the pressure of the pump.
This allowed us to state simple stability criterion – the single-zone system has to be stable for any gain between 0 and
pin. This is a condition which also a controller designed only for a single zone has to satisfy. Thus, the interconnection
does not bring any new design requirement. In addition, infinite gain margin guarantees stability of any network
interconnection and for any pressure of the pump.

9.2. Two-pipe system analysis1

Throttling two-pipe hydronic system needs a central pump to provide pressure for the entire network. The pump can
either have a fixed speed or the speed is controlled. Fixed speed pump has one fixed head-flow (HQ) characteristic,
and it is designed to provide maximal (nominal) flow for all heat exchangers. When the flow demand is lower, the
excess head must be discharged by throttling at control valves, which results in pumping energy waste and decreased
controllability. Variable speed pump, on the other hand, has a variable HQ curve, and therefore, the head output can
be varied.
Claim 1. The most efficient speed control method of a central pump in a throttling system is to always have one
control valve (the most hydraulically disadvantaged) just fully opened.
Instead of using a central pump, local heat exchanger pumps instead of control valves may be employed to provide
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Figure 9.8.: Location of eigenvalues of the linearized system with only one branch (blue) and three branches (red).
The black curve is the root-locus curve of the open loop - the radiator, room and the controller C2(s).

the pumping power [82]. The heat exchanger pumps replace the central pump, and the throttling valves HQ and
PQ characteristics (hence also efficiency) of the local pump play a major role in the resulting efficiency of the
decentralized system. Pump efficiency is the ratio between the generated hydraulic power and the electrical power
consumed. Hydraulic power downscales with speed by a third power according to affinity laws (Sec. 3.1). However,
electrical consumption downscales for real pumps in a lower rate due to the presence of losses. For example, a local
HX pump model used in this n has pump characteristics as shown in Fig. 9.9. Peak pump efficiency depends on pump
size and technology. According to [117], small circulation glandless pumps up to 100W, which is the case of heat
exchanger pumps, range in total efficiency between 5-25%.
Claim 2. Decentralized pumping systems have lower hydraulic losses than centralized pumping systems with
throttling.
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Figure 9.9.: Local HX pump head-flow (HQ) and effi-
ciency characteristics (based on Wilo Geniax
small HX pump [81]).

Combined flow through all heat exchangers im-
plies a net flow through transportation piping. Hy-
draulic friction in the piping altogether with the
heat exchangers and heat sources creates a hy-
draulic power loss, which in turn is the minimal
hydraulic power pressure sources (pumps) have
to deliver. Throttling valves, either control or bal-
ancing, inserted into the circuit pose additional
hydraulic power losses to be covered by a pumping
system. Decentralized pumping system lacks throt-
tling valves, and therefore it only needs to generate
the baseline hydraulic power.
From another point of view, a pump in the decen-
tralized pumping hydronic systems covers only a
flow range of the heat exchanger; which means it
can be very small. A flow through a central pump
in the centralized pumping system is the sum of all
heat exchanger flows, i.e. it is much bigger in size
than the heat exchanger pump. As the peak value

of the pump efficiency generally increases with pump size [117], a central pump will have better efficiency than a
heat exchanger pump.
Claim 3. A central pump will generally have better electric-to-hydraulic energy efficiency compared to a local heat
exchanger pump.
The statements in Claim 2 , and Claim 3 give contradictory predictions in terms of power consumption, and it is

86
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therefore not straightforward which pumping strategy has a lower electric energy consumption. A necessary and
sufficient condition for a decentralized pumping system to consume less electric power than centralized system is
stated by Theorem 6.
Theorem 6. A decentralized pumping hydronic system electric power consumption Pe,D is lower than a centralized
pumping system electric power consumption Pe,C operating on the same hydronic network

Pe,C > Pe,D,

when

ηD >
Ph, piping

Ph, piping + Ph, valves
ηC,

where ηD is an overall efficiency of the decentralized system, ηC overall efficiency of the centralized system, Ph, pipes is
an aggregate hydraulic power loss in transportation piping and Ph, valves is an aggregate hydraulic power loss across
valves in the central pumping system that are not present in the decentralized system.

Proof. The efficiency of a pumping system is defined as the ratio of hydraulic power generated to the electric power
consumed by pumps

η =
Ph

Pe
.

The hydraulic power produced by pumps is always entirely consumed by the hydraulic network

Ph, pumps = Ph, network.

The hydraulic power is a product of pressure ∆p (∆p = ρgH) and flow Q

Ph = ∆pQ =
1
ρg

HQ.

The hydraulic power loss in a network is a sum of all power losses

Ph, network =
∑
c∈M

Ph (c) , M = {
all hydraulic resistances

}
.

The flows in the centralized and decentralized setting are the same, and therefore, the head losses are also the same,
and thus the hydraulic power losses also the same

QC (c) = QD (c)

HC (c) = HD (c)

⇒
Ph,C (c) = Ph,D (c) ≡ Ph (c) ,∀c ∈ M.

The difference is, however, in the setM of all hydraulic resistances. In the centralized pumping scenario, the set
contains the passive network and the valves

MC = {piping, valves},

whereas the decentralized setting the set lacks the valves

MD = {piping}.
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The electric power consumed in the decentralized pumping system

Pe,D =

∑
c∈MD

Ph (c)
ηD

≡ Ph, piping

ηD

will be lower than consumption of centralized pumping system

Pe,C =

∑
c∈MC

Ph (c)
ηC

≡ Ph, piping + Ph, valves

ηC
,

when

Pe,C > Pe,D

Ph, piping + Ph, valves

ηC
>

Ph, piping

ηD

ηD >
Ph, piping

Ph, piping + Ph, valves
ηC.

□

The Theorem 6 states that the total efficiency of the decentralized system, which is solely influenced by the efficiencies
of the local HX pumps at their design operating points maybe a fraction of centralized pumping efficiency to still
consume less electric energy. See the following case study for more details.

9.2.1. Case study: A bungalow

A residential hydronic network in a fictional bungalow has one boiler/chiller and main supply/return piping from
which individual heat exchangers branch out one after another throughout the house. A schematic diagram of such a
network with the centralized pumping system is depicted in Fig. 9.10a, with decentralized pumping in Fig. 9.10b.
When translated into a graph by identifying the basic hydronic elements (Fig. 8.3), the result is a path graph depicted
in Fig. 9.10c. An adjacency matrix of the graph contains ones on the first super-diagonal

A =



0 1 0 · · · 0

0 0 1
. . .

...
...

. . .
. . . 0
0 1

0 · · · 0 0


.

There are ten nodes in the network, and each has a 10 m-long serial pipe of diameter 25 mm (sum of supply and
return pipe) and a 5 m-long parallel pipe of diameter 15 mm. Boiler in the first node is modeled as a 2 m-long pipe of
diameter 20 mm and the head loss over heat exchangers is modeled as H [m] = 1.18 · 108 (

Q
[
m3/s

])2 [118, 119]. The
nominal flow demand at each heat exchanger is set to 100 kg/h and the control valves have Kvs = 1.6 , authority 28%.
The central pump characteristics are based on a Wilo BS 8 pump. The local HX pumps are based on the Wilo Geniax
pumps [81], where the zero-flow head is tweaked to get different peak efficiencies.
Five different pumping scenarios are analyzed:

1. Fixed speed centralized pumping - pump peak efficiency 10.2%,
2. Minimized speed centralized pumping - pump peak efficiency 10.2%, speed is optimized for one of the valves

to be always fully opened.
3. Decentralized pumping - local HX pumps peak efficiency 12%,
4. Decentralized pumping - local HX pumps peak efficiency 10%,
5. Decentralized pumping - local HX pumps peak efficiency 8%.
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Figure 9.10.: Case study: bungalow.

Electric power consumption of the five scenarios for unified flow demands ranging from 30-100% of the nominal is
plotted in Fig. 9.11. Overall system efficiencies are depicted in Fig. 9.12. The case of a central pump with constant
speed has, as probably foreseen, poor overall efficiency at low flow demands because the electrical power consumption
remains almost constant throughout the setpoint range. The decentralized scenario ‘10%’ has, despite having similar
maximal efficiency as the central pump, worse overall efficiency in the entire flow range when compared to the
variable speed central pump scenario. The electrical consumptions of the two scenarios are, however, similar. This is
a demonstration of the fact defined by Theorem 6.
The valve strokes and pump speeds for a unified 50% flow demand is depicted in Fig. 9.13. It can be observed that
in the fixed-speed centralized scenario, all the control valves are throttling the flow, while in the speed-optimized
scenario the pump speed is reduced to maintain the control valve in the node 11 fully opened (node 11 is the most
hydraulically disadvantaged in this case).

89



9. HYDRONIC NETWORK ANALYSIS

30 40 50 60 70 80 90 100
0

5

10

15

20

25

30

35

40

45

El
ec

tr
ic

 p
ow

er
 [W

]

Flow setpoint [%]

Central pump − const. speed
Central pump − variable speed
Decentralized p. η = 12%
Decentralized p. η = 10%
Decentralized p. η = 8%

Figure 9.11.: Electric power consumption (pumping vs. ideal throttling 2-pipe network).
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Figure 9.12.: Efficiency (pumping vs. ideal throttling 2-pipe network).

9.3. Pumping one-pipe system analysis

Pumping one-pipe systems, also referred to as "primary-secondary pumping" [120], are mostly used to connect
heat sources but can also be utilised on the load side. The pumping one-pipe network is a demand-driven hydronic
network with its associated energy saving benefits [88, 89]. The working principle is as follows: from the main pipe
in the circuit branch out two closely-spaced T-fitting, where a secondary "small" pump with a heat source/terminal is
looped around. The heat sources/terminals are connected in series on the main (primary) piping, that loops back to
the main circulator and a heat load/source side, respectively. See Fig. 9.14 for a schematic depiction.
The system has several advantages [121–124]:
• generally, only two pipe sizes (primary, secondary),
• considerably fewer fittings (time and material savings),
• design simplicity (one secondary pump serves a wide range of load capacities),
• smaller primary pump (no valve and load resistance),
• lower pumping energy (no energy waste in throttling),
• no balancing (secondary circuits are hydraulically independent),
• lower heat losses (less piping surface, less liquid).

Single-pipe systems have up to 40% less pipes [125]. Simpler design saves 10-20% of mechanical contracts [124].
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Figure 9.14.: Pumping one-pipe network: primary circuit with a heat source, secondary circuits with heat loads.

Piping installation cost is $5.38 to $16.15/m2 lower compared to a conventional two-pipe system [122]. In one
example, a relatively small building block consisting of 14 classrooms served by chilled beams operated by a pumping
one-pipe hydronic network saved approximately $3/ft2 from a mechanical equipment budget [126]. In another study
for supplying chilled beam heat terminals with cooling and heating, the installation cost of a traditional 4-pipe system
is more than six times more expensive than a dual one-pipe system [126]. Pumping energy accounts for 20-30% of the
total chilled water plant energy [85], in GCHP systems, fluid circulation represents significant energy consumption
[122]. Pumping energy consumption is reported to be 4-53% lower [127] with the pumping one-pipe topology.
Variable speed pump injection mixing has been steadily increasing in North America in recent years, a 4-way mixing,
however, remains the benchmark mixing method in the European market [128].
Throttling (valve) hydronic networks may be viewed as an equivalent of automatic transmission behaviour in a
stationary car. The car always wants to drive forward, and the only way to stop it is to step on a brake, thus wasting
energy. On the other hand, pumping hydronic systems are equivalent to a manual transmission in this analogy. One
only shifts a gear in when forward motion is required. Thus no energy is wasted when standing still.
Among the disadvantages appear:
• bad reputation due to issues with old throttling one-pipe systems,
• temperature interactions between loads,
• generally lower temperature difference on a heat source.

Heat source temperature difference can maintained at its design value by a temperature-controlled primary circulation
pump. The heat source return temperature is below but close to the last secondary branch design supply temperature.
There are several ways to tackle temperature interactions between loads, which are described in depth in the next
section.

9.3.1. Temperature interaction resolution methods

The inlet temperature decrease is the main concern, when it comes to 1-pipe hydronic systems. The first question
that comes to mind is: “How can the heat terminals down the line deliver design power when their inlet temperature
drops?”. To answer this question, we will first revise how heating systems are designed, what factors come into play,
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and how can the pumping 1-pipe system adapt to deliver the design load.
The most likely scenario for a 1-pipe system is in heating system refurbishments, as only about 10% of the building
sector comprises new buildings or major renovations [129]. In the case of hydronic heating refurbishment, the heat
loads (FCUs, convectors, etc.) are likely to already be installed in place and almost certainly designed for a 2-pipe
throttling system. The following methods may address the temperature interaction, mainly the inlet temperature drop,
between the units in 1-pipe systems.

9.3.1.1. Oversized heat terminals (retrofitting)

In retrofitting, the chances are the rule-of-thumb of floor area was used for heating capacity calculation. Such values
are, for example, provided in [130]. To be robust, the rule-of-thumb should never fail, therefore, it provides coverage
for worst case scenarios rather than average, and thus leads to oversizing for the majority of applications. This
line of reasoning confirms the president of ASHRAE by saying: “Oversizing is common in commercial as well as
residential applications because contractors use the rule-of-thumb sizing – a load calculation based on square footage”
[131]. More than 50% of practitioners used to size HVAC by the rule-of-thumb methods in 1996 [132], but with
the availability of computer aided calculations and BIM this percentage is expected to be diminishing for newer
installations.
After defining design capacities, a safety factor of 10% is used by commercial designers [130, 133], and this is also
the maximal safety factor value recommended by ASHRAE Standard 90.1-1989. Equipment units are then usually
selected to the closest higher capacity, further adding to the safety factor. For the following discussion, we will use a
conservative oversizing factor of 10%

σSF =
qdesign

qload
= 1.1. (9.31)

Furthermore, outside design temperatures are often taken for more extreme conditions than recommended. For
example, the standard outside design temperature for Prague in the valid Czech norm ČSN383350 is -12°C; the
norm has been valid since 1989. Looking into Tab. 9.3 we can see, that such temperature roughly equals the 99.6%-
percentile design temperature by ASHRAE [134]. However, the ASHRAE recommended the design temperature
to be the 99%-percentile temperature. The discrepancy is due to global warming and different national comfort
standards. European-wide, however, the heating degree days values decreased by 11% between 1979 and 2021 in the
EU [135]. Therefore even a right-sized equipment from a decade ago is oversized for today’s outside conditions. We
define an oversize factor due to outdoor design temperature as

σOD =
qdesign

qreal
=
H∆Tdesign

H∆Treal
�

TID − T99.6

TID − T99
, (9.32)

where T99.6 and T99 are respective percentile design temperatures [134] that are used for σDT approximation. TID is
the indoor design temperature (= 20°C). Tab. 9.3 lists the factor for some European capitals. The city of Strasbourg
has standard European heating conditions according to the European heating index (EHI) [136] and will serve as a
reference for outdoor-design-temperature based oversizing with a rough oversize value of σOD = 1.1.

Location T99.6 [°C] T99 [°C] Difference [°C] σOD [%]
Berlin -11.8 -8.2 3.6 112.7

London -2.6 -1.0 1.6 107.6
Prague -12.1 -9.5 2.6 108.8

Stockholm -12.6 -9.9 2.7 109
Strasbourg -8 -5.5 2.5 109.8

Warsaw -15.5 -12.2 3.3 110.3

Table 9.3.: Outside heating design temperatures for two standard design percentiles, 99.6% and 99%, in 2021 [134].
Oversize factor σD.T. calculated using (9.32) with a standard indoor temperature 20°C.
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Now, writing the design load in the ψ-P form [42] and using (9.31) and (9.32) we derive

qdesign = hdesingψdesign∆Tdesign

= (σSFhreal) · ψdesign · (σOD∆Treal)

= σSFσODhrealψdesign∆Treal

= σ · qreal,

where ψ = ϵ · NTU−1 defines how close is the heat exchanger to an ideal plate exchanger,

σ = σSF · σOD (9.33)

is the total oversize factor.
Now, we can calculate the water inlet temperature at which the oversized heat terminal will cover the real necessary
load qreal. For one terminal unit x, we write the heat outputs in the P-NTU form [42]

qdesign = σ · qreal

PwCw
(
Tw,s − Ta,i

)
= σ · PwCw

(
T x

w,i − Ta,i

)
and considering a constant heat exchange coefficient, we can derive the lowered inlet water temperature as

T x
w,i = σ

−1 · Tw,s. (9.34)

Using the oversize factors σSF = 1.1 and σOD = 1.1, we get that the heat terminals are still able to deliver the
necessary load qreal at 83% of the heat supply temperature. In 2-pipe systems, all heat terminals are supplied
approximately by the heat supply temperature, for which they are designed; retrofitting the heating with a pumping
1-pipe system the real loads may be continuously covered by units having up to 17% lower inlet water temperature.
Tab. 9.4 lists standard heat supply temperatures, typical 2-pipe return temperatures and inlet temperatures up to which
the 1-pipe system delivers the same power to zones as a 2-pipe system.
Remark 10. Accounting for oversizing, all units in a pumping 1-pipe system having still approximately 83% of the
heat supply temperature don’t need any attention when retrofitted from a 2-pipe systems (see (9.34) and Tab. 9.4).

Heat supply
temperature

[°C]

Design 2-pipe return
temperature [°C]

Sufficient 1-pipe inlet
temperature [°C]

80 60 66.1
70 50 57.8
50 40 41.3

Table 9.4.: Comparison of a design 2-pipe return temperature to the 1-pipe temperature at which heat terminals are
still able to deliver the necessary load.

Furthermore, in a 1-pipe distribution system , the heat terminals are temperature-dependent. At design outside
conditions, the terminal in the 1-pipe chain will experience the lowest inlet water temperature; at partial load,
however, 99% of the time, its inlet temperature may be significantly higher (depending on the main pipe flow control).
Peak loads of heat terminals may not always coincide in time. Such a phenomenon is described by a diversity factor
in the Code of Practice [137] and is given an approximate rule-of-thumb for heating applications. Non-coincidence
of loading increases the inlet temperature for units downstream the primary pipe. Noting that heating systems are
designed for a sum of peak loads across all heat terminals, we can estimate how diversity affects inlet temperature
drop for units in the 1-pipe chain. We will use the rule-of-thumb by [137] as an approximation and define an oversize
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factor due to diversity for an xth successive unit as

σx
Di =

∑x−1
i=1 qi,design∑x−1

i=1 qi,real
� (0.62 + 0.38/Nx)−1

where Nx is the number of dwellings (independent users/zones) heated by the preceding x − 1 units in the 1-pipe
chain. It is worth noting that the first unit does not experience any diversity but has the highest (same as 2-pipe) heat
transfer temperature potential. Further units have increasingly lower inlet water temperature but have increasingly
higher diversity factor. The longer the 1-pipe chain is, the lower the probability of all units working at peak load
[120]. For Nx = 2 the diversity oversize factor is already σDi = 1.23, which means that inlet water temperature maybe
up to 18.7% higher than the design one.
Furthermore, heat sources are designed with at least 10% safety factor [133] increasing further the chance to deliver
design heat load to any discriminated zone. The zone heat load may also be greatly reduced by a retrofitted building
insulation.
Remark 11. Considering all oversizing factors, it is not uncommon that heat terminals designed for a 2-pipe system
may perform well without any special consideration when retrofitted with a pumping 1-pipe system.

9.3.1.2. Increasing flow through heat terminal

Design rules for a heat exchanger differ with its type. A general design rule is given in [138]: “Optimally designed
(with respect to first cost and operating cost) heat exchanger will be characterized by an NTU that is usually in the
range of 1 to 2”.
According to P-NTU analysis [42], a heat exchanger heat output is

q = P (
NTU,R,arrangement

)
C∆Ti

where P (. . .) is a known temperature effectiveness function, NTU is a number of heat transfer units, R is a heat
capacity rate ratio, C is a heat capacity rate and ∆Ti is an inlet temperature difference (i.e. the maximal temperature
difference). A multiple-tube-row-fin heat exchanger, such as in an FCU, the ’arrangement’ is “cross-flow both fluid
unmixed” [42].
Remark. Note that the P-NTU effectiveness formulas for the “cross-flow both fluid unmixed” configuration are
inaccurate in [42], instead [139] should be used; with the added value of also providing an explicit formulation to a
NTU (P,R) problem.

Now, for the first heat exchanger, the heat output is

q1 = P (NTU1,R1) Cw,1∆Ti,1 (9.35)

with NTU1 = H/Cw,1, R1 = Cw,1/Ca,1, where Cw,1 = ṁw,1cp,w is the water heat capacity rate, Ca = ṁacp,a is the air heat
capacity rate and the inlet temperature difference is ∆Ti,1 = Tw,i,1 − Ta,i.

The problem statement is the following: How much the flow rate through the heat exchanger must be increased to
compensate for a water inlet temperature drop? We further consider these assumptions:

A.1 The 1-pipe system serves N identical zones with identical heat loads.
A.2 All heat exchangers have the same heat exchange properties (i.e. the same hardware realization).
A.3 There is a constant airflow ṁa for all heat exchangers.
A.4 There is a constant inlet air temperature Ta,i for all heat exchangers.
A.5 The specific heat capacity of water cp,w doesn’t change with temperature.
A.6 The heat conductivity of the heat exchanger’s metal body is omitted.
A.7 The heat transfer coefficient between water and body is velocity dependent (Gnielinsky correlation).

For an xth heat exchanger down the primary pipe, the heat output is

qx = P (NTUx,Rx) Cw,x∆Ti,x,
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where NTUx,Rx,Cx are described below and ∆Ti,x = Tw,i,x − Ta,i = ∆Ti,1 − TD,x with TD,x being the inlet water
temperature drop at terminal x. Therefore, we are looking for a flow multiplication factor

fx =
ṁw,x

ṁw,1
,

such that heat outputs are equal

q1 = qx
(
TD,x, fx

)
.

Rewriting the heat capacity rate using the multiplication factor we get

Cw,x = ṁw,xcp,w = fxṁw,1cp,w = fxCw,1,

then the number of transfered units is

NTUx =
H

Cw,x
= NTU

(
ṁw,1, fx

)
=
H (

fxṁw,1,ṁa
)

fxCw,1
. (9.36)

The overall heat transfer coefficientH varies with flow velocities on the air and water side of the heat exchanger

H (ṁw,ṁa) =
(
H−1

w (ṁw) +H−1
a (ṁa)

)−1
,

where the water side heat transferHw (ṁw) was calculated using Nusselt number by a correlation of Gnielinsky
[140] with Darcy friction factor correlation by Haaland [141]. If we calculate the air-side heat transfer coefficient for
the base (1st) heat exchanger as

Ha =
(
H−1 (

ṁw,1,ṁa
) −H−1

w
(
ṁw,1

))−1

we can state the change inH due to flow increase as

H (
ṁw,x,ṁa

)
= H (

ṁw,1, fx
)
=

(
H−1 (

ṁw,1,ṁa
) −H−1

w
(
ṁw,1

)
+H−1

w
(
fxṁw,1

))−1
. (9.37)

Unfortunately, theHw () function is highly non-linear, therefore, (9.36) can’t be simplified any further. The capacity
rate ratio may be rewritten as

Rx =
ṁw,x

ṁa
=

fxṁw,1

ṁa
= fxR1.

So, in order to achieve the same power output, the following needs to be true

P (NTU1,R1) Cw,1∆Ti,1 = P (NTUx,Rx) Cw,x∆Ti,x

P (NTU1,R1)∆Ti,1 = P (
NTU

(
ṁw,1, fx

)
, fxR1

)
fx

(
∆Ti,1 − TD,x

)
and we can, using (9.36) and (9.37), numerically solve for fx.

Fig. 9.15 depicts the multiplication factor dependence on the inlet water temperature drop under multiple scenarios.
The base scenario (black line) represents a randomly selected 2-pipe heating system (no changeover, no cooling coil)
FCU - Gea Basic-Geco, size 3, stage 2 with an output power 8.6kW, NTUmax = 1.6, Pmax = 0.65. Fig. 9.15 shows
how fx varies when decreasing the base total heat exchange coefficientH1, the base inlet temperature difference ∆Ti,1
(i.e. for the decrease in the inlet water temperature) or the base heat capacity rate R1 (i.e. increasing air flow rate). In
general, the bigger the heat exchanger, the inlet temperature potential, or the airflow the easier is to compensate for
an inlet liquid temperature drop.
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Figure 9.15.: Compensation of inlet temperature drop by increased liquid flow for multiple variations of important
design properties.

Fig. 9.16 depicts how effectiveness ϵ and NTU vary for the selected FCU under inlet liquid temperature drop TD.
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Figure 9.16.: Compensation of inlet temperature by increased liquid flow in NTU-effectiveness coordinates.

Remark 12. Increasing the liquid flow rate can compensate for decreasing inlet water temperature. Also note that
the flow rate at peak load conditions is likely significantly lower than the design flow rate due to oversizing (see
Sec. 9.3.1.1). Or in other words, the temperature drop compensable by the secondary pump is even larger due to
oversizing.
Remark 13. A liquid temperature drop across a heat exchanger is not supposed to be as high as in the 2-pipe system.
Any liquid HX temperature drop (even close to none) is valid for the 1-pipe system; the attention only needs to be
paid to the primary pipe outlet temperature, which is channelled back to the heat source.

9.3.1.3. Supply temperature / primary flow increase

For an xth heat terminal down the primary pipe, the heat output is

qx = P (
ṁw,x,ṁa

)
ṁw,xcp,w

(
Tw,i,x − Tz,x

)
,
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therefore, a qualitative control by the supply temperature linearly alters the heat output. In the pumping one-pipe
system, the supply temperature for an xth heat terminal is determined by the following heat balance

ṁw,pcp,wTs = ṁw,pcp,wTw,i,x +

x−1∑
i=1

qi

from which we can factor out the inlet temperature and its dependence on the heat supply temperature Ts and primary
flow rate ṁw,p as

Tw,i,x = Ts − 1
ṁw,pcp,w

x−1∑
i=1

qi. (9.38)

For a constant heat output of preceding heat terminals, constant secondary water flow rate and airflow rate, the heat
output on an xth heat terminal is proportional to the heat source outlet temperature and inversely proportional to the
primary flow rate

qx = P (
ṁw,x,ṁa

)
ṁw,xcp,w

Ts − 1
ṁw,pcp,w

x−1∑
i=1

qi − Tz,x

 . (9.39)

9.3.1.4. Load sizing design

The design of a new 1-pipe hydronic heating system shall be made with respect to the predicted design inlet
temperature drop. The publication [142] describes the whole process of optimizing system design, which has been
implemented into the publicly available tool [143]. The main hurdle is the 1-pipe system chain affect that a heat
exchanger affects all HXs down the line and the primary pipe flow and the supply temperature affect all HXs.
Therefore, designing a 1-pipe chain, one must consider all the heat exchangers in one problem. The terminals are
temperature dependent similarly as all terminals are pressure dependent in a 2-pipe system; only in the 2-pipe systems,
the coupling global, i.e. also upstream.
Heat exchanger performance is always published for the 2-pipe system usage; datasheets state power ratings for
specified inlet conditions and a fixed liquid temperature drop. Since for 1-pipe, the inlet temperature varies and any
liquid temperature drop is valid (see 13), we need a way to calculate its power rating. The norm EN 442 (or DIN
4704-3) provides the formula for adjusting the nominal heat flow

q = qn
(

LMTD
LMTDn

)c

, (9.40)

where LMTD is the logarithmic mean temperature difference [141], nominal or considered, and c is an exponent
accounting for heat transfer coefficient variation (for FCU c � 1.4). The LMTD is calculated using Tw,o = Tw,i−q/ṁwcp,w.
The inlet water temperature of the xth + 1 heat exchanger is calculated by mixing the xth secondary outlet to the
primary flow as

Tw,i,x+1 =
ṁw,xTw,o,x +

(
ṁw,p − ṁw,x

)
Tw,i,x

ṁw,p
. (9.41)

The primary flow may be calculated knowing all heat loads in the chain qx and a desired heat source temperature
difference ∆Ts as

ṁw,p =

∑
∀x qx

cp,w∆Ts
. (9.42)

We can now construct the optimization problem to find all mass flows and nominal heat exchanger sizes

min
ṁw,x, qn,x, ṁw,p

Φ

s.t. (9.40), (9.41), (9.42) ∀x. (9.43)
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The objective function is

Φ =w1

N∑
x=1

norm
(

qx

qn
x
−

(
LMTDx

LMTDn
x

)c)

+ w2

ṁw,p +

N∑
x=1

ṁw,x


+ w3

 N∑
x=1

qn
x

 ,
where w1 is a relatively high weight constant assuring the heat loads are matched, w2 sets weight on minimization of
the flows and by w3, the heat exchanger size is penalized. N is the number of heat terminals in the 1-pipe chain.
Solving the problem (9.43) puts optimal values on heat exchanger sizes, which are probably different from those
any manufacture produces. Therefore, the design tool [143] performs a second step in which real heat exchangers
are selected from provided datasheets. This selection problem is similar to (9.43), but with a known set of nominal
heat flows qn,x, i.e. the sizes. The problem has always many feasible combinations as a particular load qx may be
delivered by a smaller heat exchanger with higher mass flow and vice versa. In order to constrain the number of
possible combination, only the closest higher and closest lower nominal power values are considered. Therefore, we
get to solve 2N-times the modified problem (9.43) from which a project designer may select. Any selected solution
provides peak load mass flows through all heat exchangers and the primary mass flow rate.
Fig. 9.17 depicts an example 1-pipe system design for five zones with required loads 3.6, 1.7, 3.15, 1.85 and 2.3
kW, heat source temperatures 75 and 50°C, supply and return and a catalogue of four possible heat exchanger sizes.
Designed terminals of nominal size 4, 2, 4, 2.8 and 4 kW deliver the peak load to its respective zone.

Figure 9.17.: Example 1-pipe system optimal design by the design tool [143].

Remark 14. Optimal sizing of heat exchangers for the pumping 1-pipe system results many HX sizes, which may not
be practical from the manufacturing, delivery ,and installation point of view. Project designer may however oversize
any heat exchanger to get fewer HX sizes. Ultimately, one could choose all heat exchanger sizes equal to the largest
one.
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Remark 15. Note that it is beneficial to position high-temperature-potential heat terminals, e.g. FCUs, at the beginning
of the primary circuit and combine them with low-temperature-potential terminals, e.g. radiant floor heating, towards
the end of the circuit. This may be a very effective design with regards to low primary return temperature, but the
radiant floor heating needs to have temperature mixing installed.

9.3.1.5. Primary flow direction alternation

A typical multi-floor tertiary building has a multitude of supply and return pipe vertical risers with a horizontal
distribution piping to heat terminals. Those are most probably designed for a fixed supply water temperature (2-pipe
system) and oversized (see Sec. 9.3.1.1).
The main concern surrounding the 1-pipe distribution systems is whether the diminishing supply temperature in the
chain will be sufficient for the power demand. Should there be a lack of heating power towards the end of the chain,
we can alter the direction of the primary flow by one of the schemes of Fig. 9.18. This topology utilizes 2-pipe risers
from which 1-pipe run-around piping branches. Such topology may be advantageous, especially for buildings, where
floors are similar to each other, e.g. hotels, block of flats, office buildings, etc.
The flow through the primary pipe is controlled by the 3-way valve (Fig. 9.18a), alternatively the 4-way valve
(Fig. 9.18b) or by a 2-way control valve inline on the primary pipe (not shown). The flow control may be realized
such that there is certain return temperature returning from the 1-pipe chain (detailed description in Sec. 10.1.1) or to
ensure a restricted flow value (as would be the case for 2-pipe balancing).
The switching control may be realized such that if there is an insufficient heat delivery towards the end of the chain,
we should be able to preheat zones towards the beginning of the chain, by increased flow, and switch the primary
flow direction to increase the heat potential in those now deprived zones. Once those are preheated, the direction is
switched back, and a cycle is complete. This system is able to deliver the peak heat flow to all zones due to their
thermal inertia.
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(a)

(b)

Figure 9.18.: Piping scheme for primary flow direction alternation with 3-way valves (a) and a 4-way valve (b).

9.3.2. Other topologies involving pumping one-pipe systems

Pumping one-pipe network offers many advantages but suffers from more complicated design and possibly non-
uniform heat exchanger sizes due to inlet temperature decrease down the primary circuit. It is, therefore, beneficial
to consider forming hybrid 2-pipe 1-pipe configurations such as the one depicted in Fig. 9.19. The 2-pipe part here
brings a constant supply temperature to all 1-pipe chains, which are ultimately responsible for heating power delivery
with all the advantages it offers (see Chapter 6). Balancing of the 2-pipe branches may favourably be performed using
return temperature valves, which automatically adapt every branch flow to its power demand.

�

���

Figure 9.19.: Hybrid hydronic network composed of 2-pipe risers with 1-pipe branches. The branch primary flow
may be controlled by a return temperature valve (RTL).
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Another interesting application was conducted by Taco Comfort Solution and its pumping one-pipe system branded
LoadMatch[45]. The 27-story high Council Tower Senior Apartments building in St. Louis, USA (Fig. 9.20a, 225
apartment units) has been refurbished using two 1-pipe networks in place of the old 2-pipe change-over system.
Prior the renovation, the all the tenants in the building could either use heating or cooling depending on the seasonal
change-over period. Such limitation proved impractical in the period between the seasons due to cooling needs on the
south-facing facade during the day and heating demand on the north facade during the night. As Fig. 9.20b depicts,
the solution was to refurbish the existing 2-pipe risers into two one-pipe networks, one to cover heating demands and
the other to provide cooling. The vertical primary pipes are looped back to the technical room outside the apartments.

(a) source: EM Harris Construction (b)

Figure 9.20.: Refurbishment of a change-over 2-pipe network into a double 1-pipe network for simultaneous heating
and cooling; the renovated building (a) and the hydronic network renovation scheme (b).
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A heat distribution network is a technical system that transports heat from a heat source to designated zones/processes.
It should do so efficiently, reliably, economically, and ‘invisibly’. For heating purposes in Europe, water-based heating
is the most prominent; in particular, the throttling two-pipe water-based (hydronic) heating system.
The purpose of a hydronic network is to deliver heat from a heat source to thermal zones. The power delivery was
already detailed in Part II .
Global means of control are the heat source supply temperature and the main flow/head. Local means of heat flow
delivery are the heat transfer liquid flow rate and the air flow rate on the heat exchanger.
A throttling two-pipe network is usually sectioned into many hydraulically disconnected branches (risers) via
generously sized low loss header, hydraulic separators or the riser base pressure is controlled by a differential pressure
control valve. The hydraulic separation effectively separates the network into many subnetworks with independent
virtual pressure sources. The local flow control is performed via a variable hydraulic resistance - the control valve.
The control valves are designed to have the nominal pressure loss comparable to the pressure loss of the rest of a
branch (branch piping, HX, etc.) [144, 145]. The local load control has already been detailed in Part II . The central
pressure source should be controlled to provide the least pressure, such that the current flow demands are met (Claim 1
).
The control of a pumping two-pipe network has been briefly outlined in Sec. 9.2. Usually there is a hydraulic separator
employed to make circulation through a heat source independent, the secondary side – the distribution network – has
as many local pumps as there are heat exchangers (flow demands). There are, therefore, zero degrees of freedom and
the local pump speed is set to meet the demand flow (or similarly other zone controller reference signal) exactly.
The control of the throttling one-pipe network is irrelevant; this topology is phased out now.

10.1. Control of pumping one-pipe networks

A pumping 1-pipe system utilizes closely spaced double-tee arrangement to decouple the pressure source for one
heat terminal from the rest of the heat terminals and network; the pressure/flow is exclusively controlled by the local
pump. The power of preceding heat terminals, however, affects the inlet supply temperature, i.e. there is a thermal
coupling. Fortunately, temperature interactions are easy to measure and can be compensated for by a control system
as shown in Sec. 9.3.1.2 or Chapter 6.

10.1.1. Primary flow control strategy

The pumping one-pipe system has constant hydraulic conductance of the primary loop, i.e. the main pipe serving
secondary circuits in the series does not contain any valve and is hydraulically independent from the secondary
circuits. The differential pressure and consequently the pump speed needed to maintain a flow rate is thus constant.
But what primary flow rate is optimal?
The optimal primary flow is the minimal flow for which all heat loads deliver necessary heat flow; any flow beyond
that decreases the supply-return temperature difference on a heat source and hence also its efficiency. As already
outlined in Sec. 9.3.1.3, the heat output of an xth terminal is

qx = P (
ṁw,x,ṁa

)
ṁw,xcp,w

(
Tw,i,x − Tz,x

)
(10.1)

Tw,i,x = Ts − 1
ṁw,pcp,w

x−1∑
i=1

qi, (10.2)
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so, should we know the thermal properties of all heat terminals and all flows and temperatures, the optimal primary
flow rate would be

ṁ⋆
w,p = minṁw,p ṁw,p

s.t. qx ≥ qSP
x

ṁw,x = ṁmax
w ∀x,

which, however, mildly put, is a rather impractical approach. What is then the best suboptimal, yet practical approach
to finding the primary flow rate?
We can’t rely on knowing the exact thermal properties of the heat terminals nor should we consider knowing air flow
rates. We know from (10.1), the heat output of a terminal is directly proportional to its primary inlet temperature. To
satisfy the heat flow setpoint qsp of the least favoured (the last in the chain) terminal, its primary inlet temperature
may not drop below a minimal primary inlet temperature T min

w,p across all heat terminals in the one-pipe chain.

10.1.2. Decentralized control

In a completely decentralized - the least optimal - scenario, the primary flow controller does not pose any information
other then its own local information. The primary flow may be controlled either by a variable speed circulator or by
an actuated valve accompanied by some kind of a pressure source, see Fig. 10.1. As we don’t know anything about
the heat demands, we must assure that under all circumstances all heat terminals are able to deliver nominal heat
flows, which is satisfied by having all inlet temperatures higher then their design values

qmax
x ≥ qdesign

x ⇐⇒ Tw,i,x ≥ T design
w,i,x , x = 1 . . .N.

The above statement may be checked by (9.35) and noting that any secondary pump is always able to deliver
secondary design flow, ṁmax

w,x ≥ ṁdesign
w,x ∀x, as the secondary hydraulic resistance is constant since the network

construction.
Supposing that we install the primary flow actuator on the heat source return pipeline, we can only measure the
heat source return temperature Ts,r. Therefore the best strategy we can deploy is to maintain the heat source return
temperature at the nominal (design) inlet water temperature of the last (N th) heat terminal in the one-pipe chain

ṁw,p : Ts,r = T design
w,i,N ⇒ qmax

x ≥ qdesign
x .

Then we know, that the inlet temperature of the last heat terminal is certainly higher than nominal which consequently
applies to all upstream terminals which conclude the statement reasoning.
Note that measuring flow is possible and can be beneficial for calorimetric purposes, but its value for primary flow
control is nil as the right flow reference is unknown. Equithermal heat supply outlet temperature control may be
utilized, in which case, the return temperature reference should be calculated from the actual heat demand for the last
heat terminal in order to minimize primary flow and increase heat source efficiency.
It is also important to note that return temperature control of the primary flow always reflects the actual heat output of
all associated heat exchangers. Should the heat output sum be lower than nominal, the primary return temperature is
higher than designed and the primary flow actuator reduces the flow. And the lower primary flow will result in lower
primary output temperature in all the double-tees along the way matching the design return temperature at the end.
Fig. 10.1 depicts a return temperature control method a temperature controlled pump, in hybrid 2-pipe 1-pipe networks
may the return temperature be controlled by a return temperature valve (see Fig. 9.19).

10.1.3. Distributed control

Let’s consider now a distributed control scenario where we have the ability to communicate between active members
of the hydronic network and where the power control pump actuators (PCP, Chapter 6) are installed with their
internal heat flow estimations and self-diagnostics. Then the primary flow controller may utilize the information
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�

Figure 10.1.: Temperature-feedback primary flow control using a temperature-controlled pump.

about secondary flow saturation altogether with the information on how the heat demands are met. In the most basic
setting, the primary flow (or heat source power) is stepped down until any of the PCP actuators flag unreachable heat
flow setpoint in which case the primary flow (or heat source power) is stepped back up, see Alg. 10.1. This approach
is similar to [146]. The system balances at a limit cycle where one heat terminal is operated at its limits and the
primary flow (or heat source power) is the lowest possible. In this case, the heat source return temperature is also the
lowest possible.

Algorithm 10.1 Primitive distributed primary flow control algorithm. Primary pump speed is denoted S , speed step
sstep and node heat flows q. All nodes communicate heat flow demand fulfilment (binary).

0 ≤ S p ≤ S maxp .
while true

if
(
qmaxx (t) ≥ qSPx (t) ∀x

)
Decrease primary flow.
e.g. for primary pump control S p (t + ∆t) = S p (t) − sstep.

else

Increase primary flow.
e.g. for primary pump control S p (t + ∆t) = S p (t) + sstep.

end

end while

10.1.4. Secondary pump control

Secondary flow is the only direct way to control the heat terminal power. The secondary circuit is intentionally
hydraulically separated from the primary circuit and lacks variable throttling devices by design. All to make the
pump impeller speed have 100% authority over the flow.

10.1.4.1. Direct zone temperature feedback

The hydronic network serves the ultimate goal of delivering thermal comfort to building zones. From here stems
the basic control algorithm idea: temperature loo low, increase speed; temperature too high, reduce sped. Such an
algorithm, implemented as a hysteresis controller for example is a robust way to control zone temperature.
When implemented via a PI controller, the issues from unknown non-linearity of the pump speed to heat power
system; unknown inlet temperature disturbance and variable time delay arise. Heat terminals are also dynamically
coupled in the downstream direction via primary inlet temperature.
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10.1.4.2. Heat Flow Control

Fixed hydraulic resistance of the secondary circuit with no pressure source other than the secondary pump (hydraulic
independence of the primary circuit) presents an interesting opportunity. Known pump pressure and power character-
istics allow us to estimate liquid mass flow (see Sec. 6.4) and validate heat transfer fluid. Coupled with a temperature
drop measurement, a heat flow through a heat terminal may be estimated and controlled (see Sec. 6.5).
Once the thermal power estimate exists, we can stabilize it under varying inlet temperatures and thus effectively
thermally decouple the power influx into a said zone. The heat output is hydraulically and thermally independent
from the rest of the network! The zone temperature controller is not affected by external disturbances and the heat
flow delivery is linearized (power delivery tracks the demand demand 1:1).
Knowing thermal power enables also approximate energy metering, thermal modelling for optimization purposes
(see Sec. 12.2) and thermal diagnostics.

10.1.5. Whole-system MIMO optimal control

The pumping one-pipe network heat output for each node may be incorporated into a building-wide optimal predictive
controller. Such an approach is detailed in Sec. 13.2 and [147].
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Buildings are getting digitized. An ideal building control system should, according to my wit, feature the following:
• all datapoints (sensors, actuators) are available via standardized communication protocol and come with

semantic metadata according to a standardized ontology,
• diagnostics is generated according to the semantic description,
• the diagnostics encompass all technical systems and runs regularly,
• a control structure is constructable & reconfigurable in a plug-and-play manner,
• the control employs optimization to maximize an objective under constraints,
• the control objective is tunable on demand (comfort, energy savings, HW preservation, energy flexibility

services, energy community objectives),
• the control takes all known information into account (construction data, real-time data, predictions),
• the interactions between technical systems are considered.

Such an ideal may never be achievable due to the wide variety and complexity of the building control landscape,
however, the transition of the building stock should nevertheless aim towards an ambitious goal/ideal.
Energy consumption of HVAC can form up to 30 % of the overall building consumption [148]. Fortunately, modern
HVAC and BACS systems can decrease the consumption and costs by 17-24 % [101, 149], therefore they are being
increasingly applied. The EU directive on energy performance of buildings (EPBD 3, [150]) enforces non-residential
buildings (over 290 kW) to be equipped with a building automation and control system (BACS) by 2025. BACS
enable continuous performance monitoring, which is the stepping stone for diagnostics and data analytics. BACS is
also an elementary requirement for the development and deployment of an energy-effective control system.
There is no solution for a widely applicable optimal control of buildings yet as per the review [151]. The Hydronics
4.0 concept introduced in Sec. 1.2
I have had the opportunity to work on a project of automatic semantic model creation using machine learning
techniques. While the value of metadata is still not very well understood in the building control community, we
believe that diagnostics generated from semantic models will be the turning point for a wide-spread adoption of the
concept. Proper diagnostics itself may provide up to 25% energy savings just by making the HVAC system work as
originally intended [152].
This part first presents building energy simulation tools, a building control model calibration is treated next as it is
the most important part of optimal control and a building control chapter comes last.
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11. Building energy simulation tools

Increasing computational power in the late ’80s and early ’90s led to the development of many building energy
simulation tools; 120 as of 1998 by the U.S. Department of Energy (DOE) [153]. There had been a precision
discrepancy between the tools and therefore a Building Energy Simulation Test (BESTest) has been introduced. Since
then, the computational engines have been validated against analytical closed-form solutions, empirical tests based
on measured data and comparative tests. Among the BESTest validated tools are EnergyPlus [69], ESP-r [154] and
TRNSYS [155] to name a few. These tools, categorized as building energy performance simulation (BEPS) tools,
provide tailored algorithms for detailed building physics simulation. However, for control purposes, these tools are
impractical mainly due to their non-explicit representation. Although attempts to use BEPS for control have been
made [156–158], researchers tend to use low-order explicit models instead [6]. The high-fidelity BEPS tools are
however extensively used for control strategy validation through co-simulation [159–162] for instance in [163–167].
A new generation tool is also being developed under IEA EBC Annex 60 [168].
The simulation of hydronic networks has been detailed in Chapter 8. However, the sole purpose of hydronic networks
in buildings is to set zone comfort. To assess the comfort, here mainly thermal, a building energy simulation tool is
needed.
There are many simulation tools available, but most notably the TRNSYS[155], Modelica [169], EnergyPlus [69].
A few work well with Matlab and are cheap/free, though. The motivation for using Matlab is its (optimal) control
design capabilities. This chapter will present one co-simulation toolbox for Matlab and one toolbox made for Matlab
directly.

11.1. EnergyPlus co-simulation toolbox

EnergyPlus [69] is a building performance simulation program developed by the National Renewable Energy
Laboratory (NREL). There has been a set of Matlab scripts [161] suited to interconnect to EnergyPlus using the
Building Controls Virtual Test Bed (BCVTB, [160]). There were, however, still manual steps necessary to interconnect
the inputs and outputs (via writing a XML file). There was no Simulink extension for EnergyPlus available.
I have built upon the scripts of Nghiem [161] a Matlab toolbox called EnergyPlus Co-simulation Toolbox [71] to
automate and simplify the co-simulation between the two programs.
The features of the toolbox include:
• Parsing of the IDF file to determine co-simulation inputs/outputs and sampling.
• Automatic socket communication configuration (on localhost).
• Background start of the EnergyPlus process with output to the Matlab command line.
• System Object implementation functional in Matlab & Simulink.
• Bus input/output integration for easy Simulink model setup.
• A ’mlep Bus Creator’ block to facilitate Simulink co-simulation input setup.

The download count of the toolbox at Matlab FileExchange is more than 1400 (Aug. 2023), the GitHub repository is
not monitored. See Fig. 11.1 for an example.

11.2. Hydronic heating toolbox

Co-simulation with high-fidelity building simulation tools is one way to approach the issue, another is to build a
building simulation tool inside the Matlab/Simulink itself.
I have created a Matlab toolbox called a Hydronic heating toolbox [72] used for the simulation of hydronic networks
and the thermal simulations of buildings.

111



11. BUILDING ENERGY SIMULATION TOOLS

Figure 11.1.: EnergyPlus Co-simulation Toolbox basic example.

Hydronic component models were already presented in Part I . The heat exchanger model employs the developed
minimum numerical diffusion approach presented in Sec. 4.2.3, the heat transfer coefficients may be fitted directly by
specifying data-sheet ratings or other suitable measurements.
Building thermal components are to some extent presented in Sec. 12.2. Wall models have a thermal state for each
layer (plaster, main construction material, insulation, etc.). The zone model is composed of the main two-state thermal
inertial and a thin thermal layer state by each wall to capture the thermostat (wall module) temperature readings more
accurately. Envelope walls are subject to solar gains (including direct zone gains through windows) and ambient
temperature variations.
See Fig. 11.2 for an example of a one-story flat modelled using the toolbox.

Figure 11.2.: Residential flat hydronic heating modeled by the Hydronic heating toolbox.
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12. Building model calibration1

This chapter deals with the parameter calibration of a building thermal model. It describes a modelling issue and
parameter identification approach. A distributed identification approach is presented. This approach uses the dual
decomposition method, which decomposes a large optimization problem into smaller local ones which are then
solved by local agents. The local models are found using a grey-box calibration, and coordinating agents’ mutual
shared parameters, a global consistency is obtained. The method is tested in two scenarios: one trivial demonstration
case and the other a complex model of a building simulated in the EnergyPlus simulation program.

12.1. Introduction

A building model used for control should satisfy several requirements; it has to be explicit, of reasonable simplicity,
estimate well important process dynamics, and agree to measurements in steady-state [171]. There are numerous
reviews of building models used for control [172–176]; suitable control models shall be obtained by one of the
following techniques: prediction-error-method (PEM) [149, 177], subspace identification (4SID) [148, 178, 179],
deterministic grey-box modelling (GB) [180–182], stochastic grey-box modelling (SGB) [183–185] or lately by
machine learning techniques [186–190]. A review on the state-of-the-art of control-oriented modelling techniques
for buildings is most recently given in [191]. The paper brings on the practical aspects of model selection. It states
that while white-box models can provide accurate outputs, they are challenging to obtain. The grey-box models
are developed much faster, but their calibration also comes with challenges, specifically the lack of excitation of
individual model dynamics in real data. The availability of a white-box model might as well solve this. The grey-box
models cover the main physics aspects while retaining a relatively simple structure and low complexity. They are
also not prone to give unphysical predictions as black-box approaches potentially can [171, 192]. This study focuses
on the grey-box approach.
The GB approach is adopted by numerous principal laboratories [193–195]. It is popular mainly for its favourable
properties such as a relatively low time consumption during creation (compared to white-box), exact or near physics-
based interpretation. Also for capturing of prior information (structure known from basic physics postulates) and a
relatively low number of parameters to be calibrated. The review composed by Serale et. al. [175] states that 48 % of
all papers dealing with control-oriented building models adopt the GB approach. GB compared to ARX, ARMAX,
gaussian process and artificial neural network in [176] wins in terms of handling uncertainties and commissioning
cost. The quality of identified GB models is treated in [181]. Building grey-box models are most often based on the
electrical resistance-capacitance analogy to the thermal processes. This approach is, in detail, presented, for example,
in [196–198]. Grey-box calibration techniques range from linear regression [199, 200], non-linear programming [197,
198, 201], global optimization [202, 203], MPC relevant identification [204], particle swarm optimization [205] and
also by agent-based optimization [206]. The agent-based approach is used in this chapter.
Even though grey-box calibration is relatively low computationally demanding [176], its calibration may become
intractable in the case of large/complex buildings [163]. The sparsity of the thermal couplings advocates the usage of
distributed/agent-based calibration, where the computational load, as well as data management, is distributed into
many subsystems/agents [207]. Documented distributed calibration studies thrive on the primal/dual decomposition
by [208] (later used in [209, 210]); this is the case for [206, 211]. There is, however, an abundance of distributed
optimization techniques that can be used to solve the distributed grey-box calibration problem. See, for example,
dual decomposition with parameter decomposition [212], alternating direction method of multipliers (ADMM) [213]
or optimality condition decomposition (OCD) [214]. It should be noted that this study does not aim to compare
multiple distributed optimization methods and resorts to dual-decomposition by Boyd [208]. To the best of authors’
knowledge and research efforts, no other study of distributed GB applied to a control-oriented building model was

1Based on the co-authored original paper: Tomáš. Bäumelt and Jiří Dostál. “Distributed agent-based building grey-box model identification”.
In: Control Engineering Practice 101 (2020), p. 104427. issn: 0967-0661. doi: 10.1016/j.conengprac.2020.104427
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found. It is, therefore, in authors’ opinion, relevant to present first the notion of distributed model calibration and
its formulation in the building scenario giving the space for later publication comparing distributed optimization
techniques on the topic.
A development of a process model takes a large portion of time when implementing advanced control. Zhu [215]
states that model preparation for MPC takes up to 80 % of the total effort. For building models, it was reported to take
about 60 % to 80% when dealing with the MPC-oriented models [216]. The distributed GB approach is among the
candidates to partially automate the model creation process and thus facilitate the application of MPC for buildings.

12.2. Building modelling

This section presents a complete derivation of a building control-oriented model. At first, the construction of a
local zone grey-box model is described. Then, it follows a procedure of parameter estimation. At last, a distributed
approach to building identification via the agent coordinated agents is presented.

12.2.1. Agent definition

The building is divided into individual zones (rooms) where corresponding agents operate. The agent’s main goal is to
identify a local grey-box model. For this purpose, the agent can access only measured data from its zone (alternatively
to ambient measurements, in case of adjacency with the outside environment) and can also communicate with
adjacent agents.

12.2.2. Grey-box modelling

The local grey-box model structure represents the most significant physical (thermal) effects that take part within the
zone. The final model is created by merging smaller submodels representing the following objects:
• Zone with its thermal capacity,
• Wall with its thermal conductance or resistance,
• Heat exchanger with a possible inner dynamics,
• Solar gains as an ideal source of heat flow with a shading factor,
• Outside environment as an ideal source of temperature.

This grey-box modelling approach has the advantage that only these small simple submodels are at first defined
and subsequently, the whole zone GBM (with walls etc.) is created automatically (in Matlab using object-oriented
programming). Therefore, it is very simple to change the resulting zone "big" GBM by changing only a particular
submodel structure.

12.2.3. Submodels

At first, the zone submodel, which represents a core part of the final grey-box model, will be discussed. It is assumed
there is only a measurement of the air temperature Tz in the zone. A main element of this submodel is formed by the
air heat capacity Cz, which is depicted using a thermal circuit in the Fig. 12.1.
For each submodel, it is defined which submodels can be connected to. In the case of the zone, an arbitrary number of
walls and heat exchangers can be connected. A state space description is also defined for each model in the standard
form

ẋ (t) = Ax (t) + Bu (t) , (12.1a)
y (t) = Cx (t) + Du (t) , (12.1b)

where all matrices and vectors have appropriate dimensions.
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WALL WALL

HX

Cz

Tz

s

ZONEC1

s

Figure 12.1.: Zone submodel with its one-capacity thermodynamic circuit. There can be seen other submodels
connected (grey coloured). The submodel HX denotes a heat exchanger. The node Tz is considered a
measured point (a sensor being applied), which is marked with a white analogue gauge.

Specifically, a state space description for the zone submodel is then given by matrices

A = 0, B =
[

1
Cz

. . . 1
Cz

]
, C = 1, D = 0T (12.2)

with a state and input vector
x = Tz, u =

[
q1 . . . qNz

]T
. (12.3)

The inputs qi, i = 1, . . . ,Nz in (12.3) represent all modelled heat flows entering the zone, both from adjacent zones,
outside and heat exchangers.
Let the objects be discussed in more detail. Despite the attractive simplicity of the one-capacity zone submodel,
typically walls (generally all solid objects) have their own significant thermal capacity, i.e. they have their own inner
states, which can, however, be hardly measured. On the other hand, if walls were modelled with capacities and
resistances, the overall number of unknown parameters of the final grey-box model would significantly increase, which
would make the identification problem very difficult to solve or it would require to have additional measurements
available.
Therefore, a more complex model will be introduced. This model takes into account there exist other capacities
which influence a zone (walls etc., as aforementioned). These other existing capacities are aggregated into one other
heat capacity Cs, which is depicted in the zone circuit of this submodel in the Fig. 12.2.
Considering these two capacities (which implies two states), an air temperature measurement (i.e. the system output
y) in real case is a non-negative combination of these two states

y = αTz + βTs, {α,β} ∈ [0,1] .‘ (12.4)

This system output (12.4) represents an "operative temperature" and is denoted further as Top – as it can be seen in .
Fig. 12.2.
The state space model of this submodel is then described as follows

A =
−Us

Cz

Us
Cz

Us
Cs

−Us
Cs

 , (12.5a)

B =
[ 1

Cz
. . . 1

Cz
0 . . . 0

0 . . . 0 1
Cs

. . . 1
Cs

]
, (12.5b)

C =
[
α β

]
, D = 0T, (12.5c)

where the parameter Us is a virtual thermal conductance between the two states representing a conductance between
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WALL
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Cz

Tz
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Top = αTz + βTs
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qi = qw

sOR

SOLAR
GAIN

Figure 12.2.: Two-capacity zone submodel with its thermodynamic circuit. White squares with arrows up or down
represent controlled sources (analogical to the electrical domain). The white square with the arrow
heading up is a controlled source of heat flow and the one with the arrow down is a controlled source of
temperature.

ZONE Uw
OR

OUTSIDE
ZONE

WALL

Figure 12.3.: Wall submodel with a thermodynamic circuit. The wall can divide off two adjacent zones or a zone
with the outside environment.

zone air and solid objects.
A corresponding state and input vector are

x =
[
Tz
Ts

]
, u =

[
qhx1 . . . qhxNhx

qw1 . . . qwNw

]T
. (12.6)

Another important submodel which participates in the final grey-box model is a wall submodel.
Using its thermodynamic circuit in the Fig. 12.3, following state space model can be derived (in fact it is a simple
static model, since there is no dynamic element)

A = ∅, B = ∅, C = ∅, D =
[
Uw −Uw

]
, (12.7a)

x = ∅, u =
[
Tzn Tz

]T
or

[
Tsn Ts

]T
. (12.7b)

The wall state space model (12.7) is considered from the view of the zone (zone C2) submodel with the state Tz (Ts)
neighbouring on the zone with the state Tzn (Tsn ), respectively.
The last three submodels, which leave, the heat exchanger, solar gain and outside, are modelled with no dynamics.
The heat exchanger (Fig. 12.4) is just an ideal source of heat flow and the outside is an ideal source of temperature (
Fig. 12.5). Therefore their state space model is simply following

A = ∅, B = ∅, C = ∅, D = 1 (12.8)

with no states x = ∅ and an input vector u = qhx for the heat exchanger and u = To for the outside submodel.
The solar gain (Fig. 12.6) submodel is very similar to the heat exchanger. It has no dynamics either, the only
difference is that the heat flow does not enter the zone in full extent but it is reduced by a so called shading factor sf.
This factor represents the fact that a certain portion of solar irradiation is shaded and does not influence the zone air
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ZONE

EXCHANGER

qhx

HEAT
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Figure 12.4.: Heat exchanger submodel with a thermodynamic circuit.

WALL
To

OUTSIDE

s

Figure 12.5.: Outside environment submodel with a thermodynamic circuit.

temperature. The state space model is thus given by

A = ∅, B = ∅, C = ∅, D = sf, (12.9)

with no states x = ∅ and an input vector u = qsg for the solar gain, where the shading factor is naturally limited to:
sf ∈ [0,1].

12.2.4. Submodel merging

In general, in order to build a proper desired grey-box model, a set containing all submodels presented earlier is
defined as

M = {
Zc1 ,Zc2 ,W,H, S ,O

}
, (12.10)

where Zc1 stands for the one-capacity zone submodel (see (12.2), (12.3) and Fig. 12.1), Zc2 stands for the two-capacity
zone submodel (see (12.5), (12.6) and Fig. 12.2), W stands for the wall submodel (see (12.7) and Fig. 12.3), H
stands for the heat exchanger submodel (see (12.8) and Fig. 12.4), S stands for the solar gain submodel (see (12.8)
and Fig. 12.6) and O stands for the outside submodel (see (12.8) and Fig. 12.5).
Besides the setM, there is also a set of rules, which defines what submodels may be interconnected.
Using the submodel setM (12.10) and the set of rules (presented at the Tab. 12.1) it is possible to create a grey-box
model which models a zone. Such an example is pictured in Fig. 12.7.

ZONE

GAIN

qs

SOLAR

sf
s

Figure 12.6.: Example of the solar gain submodel with a thermodynamic circuit consisting of the ideal source of heat
flow, which is measured, and a shading factor that reduces this heat flow entering the zone.
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Might be Maximal
Submodel connected number of
(abbreviation) to connections
One-capacity zone (Zc1 ) W,H ∞
Two-capacity zone (Zc2 ) W,H ∞
Wall (W) Zc1 ,Zc2 ,O 2
Heat exchanger (H) Zc1 ,Zc2 1
Solar gain (S ) Zc1 ,Zc2 1
Outside (O) W 1

Table 12.1.: Set of interconnection rules for the submodelsM.
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Figure 12.7.: Example of merged submodels forming a two-zone building.
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As soon as the submodels are interconnected, their corresponding grey-box models are appropriately merged (using
an interconnection matrix, which describes inner input-output connections) forming a new big grey-box model of the
whole room (zone). The merging of linear submodels is dealt with in [217, 218]. The exact algorithm, developed
independently, is listed in Chapter C.
Therefore, the upper zone’s (labelled with number 1) continuous-time grey-box model in the Fig. 12.7 is described by

Ac =

−
Us1
Cz1

−Us1
Cz1

Us1
Cs1

− 1
Cs1

(
Uw10 + Uw12 + Us1

)
 , (12.11a)

Bc =

 1
Cz1

0 0

0
Uw12
Cs1

Uw10
Cs1

 , (12.11b)

Cc =
[
α1 β1

]
, Dc =

[
0 0 0

]
. (12.11c)

The second grey-box zone model is very similar and analogous to the first one (12.11), thus it will not be presented.

12.3. Parameter estimation

The parameters U and C contained in state space models are naturally unknown and are to be identified. All the
parameters are now incorporated into a vector form of the unknown parameters

θ =
[
Cz, (Cs), (Us), Uw1 , . . . ,Uwnw

, sf, (α), (β)
]T

θ ∈ Rnθ×1, θ ≻ 0, (12.12)

where the elements in brackets are taken into account only in the two-capacity case (Fig. 12.2). The state space
descriptions with particular parameters like (12.11) can now be generally parametrized by the parameter θ (the
matrix D is omitted since it is equal to a zero vector), hence the continuous time grey-box model is obtained in a
form

ẋ(t) = Ac(θ)x(t) + Bc(θ)u(t), (12.13a)
y(t) = Cc(θ)x(t). (12.13b)

Usually, the measured data are measured not continuously but with a discrete time step Ts. Therefore the model
(12.13) is discretized as in [177], giving

xk+1 (θ) = A (θ) xk (θ) + B (θ) uk, (12.14a)
ŷk (θ) = C(θ)xk (θ) . (12.14b)

Substituting parameter θ with particular real values, one obtains from (12.14) an output estimate (which equals to
the zone temperature estimate). Naturally, the parameter values, for which the resulting estimate is the most closely
to the actual measurement, are the ones which are searched for. Hence, the optimization problem can be formulated
as a (non-linear) Least Square Estimation (LSE)

θ∗ = arg min
θ

V (θ) = arg min
θ

1
2
E (θ)T

E (θ) , (12.15)

where an error vector is given by
E (θ) = Y − Ŷ (θ) = Y −

(
C(θ)X̂(θ)

)T
(12.16)
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and where the matrix of state predictions X̂(θ) ∈ Rn×K is formed as

X̂(θ) =
[
x̂0(θ) . . . x̂K−1(θ)

]
. (12.17)

The output estimate vector can be directly expressed as

Ŷ(θ) =


ŷ1(θ)
ŷ2(θ)
...

ŷK(θ)

 =


CA
CA2

...
CAK

 x0+

+


CB 0 . . . 0

CAB CB . . . 0
...

...
. . .

...
CAK−1B CAK−2B . . . CB




u0
u1
...

uK−1

 , (12.18)

where all three matrices A,B and C are function of θ.
It can be seen at (12.18) that the longer the measured data Y are, the more complex the estimation becomes. On
the other hand, longer data carry more information about the system, thus it is always a trade-off between the data
length and problem complexity. Another issue is that there is different sensitivity of a parameter change to the output
estimation; the data must be such that with a single parameter variation, the final estimate varies as well.
Since the expected final numerical values of parameter θ are completely in different scales (capacities vs conduc-
tances), the parameter values during an optimization search are normalized to be approximately in the same order of
magnitude. Hence,

θ = Nθn, (12.19)

where N ∈ Rnθ×nθ is a diagonal matrix with scale values on its main diagonal.
The last enhancement, which makes the optimization problem (12.15) more likely to reach a true global optimum
rather than local "false" ones, consists in restricting the individual elements of θ to a certain search range based on
prior knowledge of a building; i.e. it is expected that the capacities "fall" into a certain value range as well as the
conductances. Therefore each parameter element is enclosed within a lower and upper bound for the optimization
search, which can be formulated as

minimize
θ

1
2
E (θ)T E (θ) ,

subject to θi ∈ [
θLBi ,θUBi

]
, i = 1, . . . ,nθ. (12.20)

12.4. Distributed identification

In the previous sections the parameter estimation problem of a zone was described. However, the main goal is to
identify or calibrate the model of the whole building.
There are parameters shared by more zones; specifically, it is a case of mutual walls’ conductances. If separated local
zone parameter estimations had been performed only, these shared parameters would have had different optimal
values in adjacent zones. As a result, such a building model would have contained inconsistency.
Therefore, it is necessary to apply such additional measures that would ensure and bring back the desired model
consistency. This is achieved by an equality requirement on the shared (public or complicating) variables. A so-called
dual decomposition is used [208].
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12.4. DISTRIBUTED IDENTIFICATION

In general, there is an N-zone building identification problem in a form

min
Θ

N∑
i=1

Vi
(
θil ,θis

)
,

s. t. Θs = Ez, (12.21)
θi ∈ [

θLBi ,θUBi

]
, i = 1, . . . ,N, (12.22)

where the equation (12.21) represents consistency constraints, in which Θs ∈ R2nz×1 is a vector of shared variables
from all subsystems, z ∈ Rnz×1 is a vector that gives the common values of the shared variables in each consistency
constraint [208], finally, the matrix E ∈ R2nz×nz is defined as

Ei j =

{
1 Θsi is in a constraint j
0 otherwise. (12.23)

Using Lagrange multiplicators it is possible to incorporate consistency constraints and formulate a dual optimization
problem to the primal one (12.22), which yields completely separable local subproblems

qi(λi) = min
θi

Fi(θi) = min
θil ,θis

Vi(θil ,θis ) + λ
T
i θis ,

i = 1, . . . ,N (12.24)

and a dual global (master) problem

maximize
λ

q(λ) =

N∑
i=1

qi(λi),

subject to ETλ = 0. (12.25)

The cost function of the local subproblem (12.24) contains a function V(θ), which is a cost function from the problem
(12.20).

12.4.1. Analytic gradient computation

The local subproblems (12.24) can be solved by standard methods. However, since they are non-linear intrinsically, a
computational cost can be reduced by providing the solvers with a gradient (Jacobian matrix). Therefore, an analytic
form of the gradient will be derived.
A gradient (or generally a Jacobian matrix) of the cost function represents its sensitivity to parameter changes. Let’s
denote it as J(θ) ∈ R1×nθ and differentiate F(θ) from (12.24) with respect to θT (the transpose denotes here only that
the differentiation by θ is projected into the result row-wisely)

J(θ) =
∂F(θ)
∂θT = −E(θ)T ∂Ŷ(θ)

∂θT + λ
T. (12.26)

It can be seen the red written term in (12.26) is essential for the gradient computation and needs to be further derived
(the steps of derivation follow [219]). This matrix ∂Ŷ(θ)

∂θT ∈ RK×nθ represents output parameter sensitivity and using
(12.16) it is obtained

∂Ŷ(θ)
∂θT =

∂

∂θT

(
C(θ)X̂(θ)

)T ≃ X̂(θ)T ∂C(θ)T

∂θT +
∂X̂(θ)T

∂θT CT, (12.27)

where the term ∂X̂(θ)T

∂θT ∈ RK×n×nθ would be a “cubic matrix” generally. Hence, the second part of the term in (12.27)
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12. BUILDING MODEL CALIBRATION

with the state sensitivity matrix must be differentiated with respect to individual parameters separately

∂X̂(θ)T

∂θi
C(θ)T = Xi(θ)TC(θ)T, i = 1, . . . ,nθ (12.28)

and then the output sensitivity vector is assembled as

∂Ŷ(θ)
∂θi

= X̂(θ)T ∂C(θ)T

∂θi
+Xi(θ)TCT. (12.29)

The matrix Xi(θ) ∈ Rn×K is formed from state sensitivities to a parameter θi

Xi(θ) =
[
ξi

1(θ) . . . ξi
K(θ)

]
, ξi

k(θ) =
∂

∂θi
x̂k(θ). (12.30)

It is needed to express state sensitivities ξi
k(θ). In order to achieve this, the discrete-time GBM predictor is utilized

ξi
k+1(θ) =

∂

∂θi
x̂k+1(θ) =

∂

∂θi
(A(θ) · x̂k(θ)) +

∂B(θ)
∂θi

uk

=
∂A(θ)
∂θi

x̂k(θ) + A(θ)
∂x̂k(θ)
∂θi︸ ︷︷ ︸
ξi

k(θ)

+
∂B(θ)
∂θi

uk

= Ai(θ)x̂k(θ) + A(θ)ξi
k(θ) + Bi(θ)uk. (12.31)

The equation (12.31) can be understood as an extended discrete-time LTI system for the state prediction x̂(θ) and
state sensitivity ξi(θ). This extended system can be written in the standard state space matrix form[

x̂k+1

ξi
k+1

]
=

[
A(θ) 0
Ai(θ) A(θ)

] [
x̂k

ξi
k

]
+

[
B(θ)
Bi(θ)

]
uk,

i = 1, . . . ,nθ,

ŷk =
[
C(θ) 0T

] [x̂k

ξi
k

]
,[

x̂0

ξi
0

]
=

[
x0
0

]
. (12.32)

Using this extended system (12.32), both state predictions and state sensitivities can be computed. The last thing
remaining to be determined are derivatives of discrete-time matrices Ai(θ) and Bi(θ).
An approach from [177] is applied to achieve discrete-time system matrices A(θ),B(θ) and their derivatives for the
extended system (12.32)  A(θ) 0 B(θ)

Ai(θ) A(θ) Bi(θ)
0 0 I

 =
= exp


 Ac(θ) 0 Bc(θ)

Aci (θ) Ac(θ) Bci (θ)
0 0 0

 Ts

 ,
i = 1, . . . ,nθ, (12.33)

where
Aci (θ) =

∂Ac(θ)
∂θi

and Bci (θ) =
∂Bc(θ)
∂θi

(12.34)
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12.5. RESULTS AND DISCUSSION

are derivatives of continuous-time matrices with respect to individual parameters.
The ubiquitous parameter vector θ in parentheses within this whole section emphasizes the fact that all the quantities
are functions of θ. In particular, this means for them to be evaluated every time again for new parameter values during
iterations of the local optimization problem (12.24).

12.4.2. Global optimization problem

The global problem (12.25) can be solved by a projected sub-gradient iterative method

λk+1 = λk + αk
(
I − E

(
ETE

)−1
ET

)
︸                  ︷︷                  ︸

P

Θk∗
s , (12.35)

where P is a projection operator onto a feasible set ETλ = 0 and αk is a step size in the k-th iteration. Various step
size rules for α might be applied; more on that can be found in [220].
In the particular case of the proposed building identification the projector P in (12.35) reduces to a shared variable
"difference from average" operator. It calculates an average of two local copies of a shared variable and this average
is then subtracted from the local copy itself. This is then multiplied by a step factor α and added to a previous value
of the price λ. Hence, corresponding prices (dual variables) of one shared variable have always equal absolute value
and only differ by a sign from each other.
A solution to the local subproblems (12.24) and the dual global problem (12.25) can be summarized and described
by an algorithm (see Alg. 12.1).
Furthermore, there is a definition of a consistency constraint residual at the line 8 in the Alg. 12.1. This quantity can
be used as a measure of the shared variables consistency

Algorithm 12.1 Dual decomposition - hypergraph form. More details can be found in [208].
Input:Initial dual variable vector λ0 satisfying ETλ = 0 (e.g. λ = 0)
Output:Estimate λK at K-th iteration (and primal variables y∗)

1: for k = 0 to K do
2: for i = 1 to N do

% Distribute multipliers (prices) to subproblems
3: λk → λk

i
% Solve a subproblem and return its sub-gradient

4: Solve qi(λk
i ) and return θk∗

is

5: end for
% Compute average of shared variables over each net

6: ẑk =
(
ETE

)−1
ETΘk∗

s
% Update the dual variables (prices)

7: λk+1 = λk + αk
(
Θk∗

s − Eẑk
)

% Compute the norm of consistency constraint residual
8: rk =

∥∥∥Θk∗
s − Eẑk

∥∥∥
2

9: if rk < rthres then
10: break
11: end if
12: end for

12.5. Results and discussion

Two examples are discussed and analysed.
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Figure 12.8.: Floor plan of the trivial case example building with its adjacency graph. Walls are grey coloured. Outer
dimensions of this building are approximately 35 × 29 meters. Room dimensions and inner (outer) wall
widths dwi (dwo ) were used to calculate true parameter values.

12.5.1. Trivial case

The first one is a basic case which is formed by a Simulink 10-zone building model. Its thermodynamics is modelled
using one-capacity zones, walls, heat exchangers and outside environment as it was presented in the Sec. 12.2.2.
Since the used GBM structure exactly coincides with the simulation model, the found parameters should correspond
very closely with the simulation ones. Therefore, this example is a trivial case which serves as a basic proof and
illustrates the proper function of the distributed GBM calibration.
A floor plan of such a building can be seen in the Fig. 12.8. In this figure, there is also depicted a graph of zones’
adjacency (interconnection) - ten green coloured nodes, which represent zones are interconnected with sixteen edges,
which represent mutual walls.
Each edge (mutual wall) brings one more shared variable to the GBM calibration problem. The next logical step is
the creation of local GBMs using the submodel merging. As aforementioned, a core of the local GBM is formed by a
one-capacity zone submodel (Fig. 12.1), to which are connected inner or outer walls (Fig. 12.3) and a heat exchanger
(Fig. 12.4). The final local GBMs, connected together, representing the whole building are pictured in the Fig. 12.9.
A state space description of zone 1, presented as an example (other zones have analogical model), is given by

Ṫz1 = −
1

Cz1

(U12 + U15 + U16 + U10) Tz1

+
1

Cz1

[
1 U12 U15 U16 U10

]

qhx1

Tz2

Tz5

Tz6

To

 , (12.36a)

y = Tz1 . (12.36b)

Blue-coloured variables correspond to blue submodels in the Fig. 12.9 and represent the shared variables.
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Figure 12.9.: The trivial case local GBMs, which were created by submodel merging. Mutual walls with shared
variables are light blue highlighted. A model that pertains to Zone 1, is selected as a local GBM example
and its borders are marked with a red colour. The corresponding state space description is presented at
(12.36). Other local models are analogous.

θ7 True Identified Difference [%] θ9 True Identified Difference [%]
Cz7 34525 34743 0.63 Cz9 136130 136953 0.61
U67 44.38 44.31 0.16 U69 87.49 87.20 0.33
U78 44.38 44.42 0.09 U79 44.38 44.39 0.02
U79 44.38 44.39 0.02 U89 44.38 44.42 0.09
U70 16.64 16.65 0.06 U910 88.76 88.85 0.10
− - - - U90 32.81 32.83 0.06
θ8 True Identified Difference [%] θ10 True Identified Difference [%]

Cz8 34525 34814 0.84 Cz10 468980 466868 0.45
U78 44.38 44.42 0.09 U610 247.25 247.16 0.04
U89 44.38 44.42 0.09 U910 88.76 88.85 0.10
U80 33.28 33.29 0.03 U100 125.53 125.54 0.01

Table 12.2.: True and identified values of GBM parameters (zones 7-10) with their corresponding relative differences
in the trivial case. The capacities C are stated in J/K and conductances U in W/K.
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Figure 12.10.: Norm of consistency constraint residual evolvement in the trivial case (logarithmically scaled).

Zone number Identification [%] Validation [%]
1 98.10 94.15
2 97.26 95.44
3 97.66 96.50
4 97.71 95.07
5 98.03 95.76
6 97.03 93.91
7 97.71 95.81
8 97.80 94.33
9 97.09 94.89

10 97.46 95.02
Average 97.59 95.09

Table 12.3.: Identification and validation fit (NRMSE) of the ten zones in the trivial case.

Since now all ten zones’ GBMs are at disposal, it is possible to calibrate them using distributed identification.
The distributed identification program stopped after 63 global iterations when its norm of consistency constraint
residual reached a desired precision, which was equal to 10−2. Its waveform can be seen in the Fig. 12.10.
The identification was performed using a two-day data (with a sampling period Ts = 180 s) burdened with measure-
ment Gaussian noise. The overall goodness of fit will be expressed further by two well-known metrics – a root mean
square error (for zone temperature)

RMSE =

√
1
K

∥∥∥Y − Ŷ
∥∥∥2

2 [◦C] (12.37)

and its normalized counterpart

NRMSE =

1 −
∥∥∥Y − Ŷ

∥∥∥
2∥∥∥Y − 1

K
∑K−1

k=0 ŷk

∥∥∥
2

 100 [%], (12.38)

where in both metrics a euclidean norm is used. The identification fit reached in the trivial case is presented in the
Tab. 12.3.
As the identification and validation fit suggests, the identified and true values of the model are very close to each
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other. This can be seen in the Tab. 12.2, where in the last column a relative parameter difference is calculated as

θdiff =
|θtrue − θid|

θtrue
100 [%]. (12.39)

In the aforementioned Tab. 12.2, there are presented only parameters of the zones number 7-10 for illustration.
Nevertheless, identified parameters of other zones reach very similar accuracy with respect to the true values.

12.5.1.1. Computational comparisons

In the previous sections, the grey-box model is identified using the distributed procedure. Now, a comparison with
the centralized approach will be presented.
In the centralized approach case, at first a large grey-box model for the whole building (see Fig. 12.8) is created.
In this particular case, the large GBM, a structure of which is given by the model in the Fig. 12.9 (except for no
separation into local models), has 10 states, 11 inputs and 10 outputs. Subsequently, its parameters are estimated
using the standard non-linear least squares method as in (12.15).
There were 20 executions of both the distributed and centralized grey-box model identifications. Performance times,
which were reached on a computer with a CPU Intel® CoreTM i7-8550U, were averaged and are following:
• Distributed approach: 161.2 s

(potentially 161.2/10 = 16.12 s - in the parallel computation case as explained below),
• Centralized approach: 73.7 s.

First, it is necessary to mention that the quality of both models was very similar, i.e. identification and validation fits
did not differ from each other (distributed vs. centralized case) more than a few tenths of a percent.
Second, although it might seem at first sight that the centralized approach is more than twice as fast, it is necessary to
add that the distributed approach was performed serially. This means that the 10 local GBM identifications were
executed one by one.
However, the nature of this approach promises to execute all the (10 in this case) local GBM identifications in parallel.
Therefore, one might generally up to N-fold acceleration when using the parallelly performed distributed approach.
In the second part of this subsection there will be shown a comparison of performance between the numerically and
analytically computed gradient when the distributed identification approach is applied.
The analytical gradient was calculated according to a derivation in the Sec. 12.4.1 and provided to the fmincon
optimization solver, which ensured the local GBM identification (12.24). Furthermore, analytical gradient correctness
was successfully verified by a solver option CheckGradients.
Again, 20 executions were carried out and performance times were averaged. The results are the following:
• Analytical gradient: 161.2 s,
• Numerical gradient: 318.9 s.

This time, there is no doubt that the analytical gradient brings very significant acceleration of the overall computation
- in fact, almost twofold. Hence, extra implementation of the analytical gradient is meaningful and brings substantial
computational time savings.

12.5.2. Fenix building - EnergyPlus model

This section is dedicated to the grey-box model creation and calibration of the Fenix building [221] (a sketch of
which is in Fig. 12.11). According to this energy-efficient office building, which is located in Jesenik town in the
Czech republic, a very accurate thermodynamic model using EnergyPlus software was created.
Operation of the building’s HVAC system was simulated in the EnergyPlus program and output simulation data were
used in the grey-box calibration procedure to obtain the building model. The procedure was implemented in Matlab
using object-oriented programming and is publicly available as a GitHub repository [222] and Mendeley Data [223].
The communication between the EnergyPlus software and Matlab was ensured by the EnergyPlus Co-simulation
Toolbox (Sec. 11.1, [71]).
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Figure 12.11.: 3D sketch of the Fenix building. Its second floor was chosen to be modelled.

4 3

21

Figure 12.12.: The 2nd-floor plan of the Fenix building forms a "four-zone building". Coloured rectangles denote
individual zones’ borders and the four-vertex graph represents zones’ topology.
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Figure 12.13.: Distributed grey-box model calibration framework used in the Fenix building case. Matlab®,
Simulink® and EnergyPlus® software usage is marked with their logos. The distributed GBM calibra-
tion algorithm itself is described more thoroughly in the Alg. 12.1.

The second floor of this building was chosen to model, a floor plan of which with zoning can be seen in the Fig. 12.12.
There are four zones and four mutual walls. Despite that the zone number one is adjacent to the zone number three,
this fifth wall (edge in the graph) was omitted due to a negligible direct influence of these two zones.
A two-capacity zone submodel (see (12.5), (12.6) and Fig. 12.2) was used as a core for the grey-box zone model.
Since state space grey-box models for individual zones are analogous to each other, it will be shown only the one for
zone number 1:

Ac =

 −Us1
Cz1

Us1
Cz1

1
Cs1

(
Us1 − α1U1x

) 1
Cs1

(−Us1 − β1U1x
) , (12.40a)

Bc =

 1
Cz1

0 0 0 0

0 sf1
Cs1

U12
Cs1

U13
Cs1

U10
Cs1

 , (12.40b)

Cc =
[
α1 β1

]
, Dc = 0T, (12.40c)

u =


qhx1

qs1

Top2

Top3

Tout

 , x =
[
Tz1

Ts1

]
, (12.40d)

where U1x is a sum of conductances given by

U1x =
∑
i ∈ I

U1i, I = {0,2,3} , (12.41)

where set I denotes indices of adjacent zones (number 0 means "Outside").

12.5.2.1. Grey-box calibration of the Fenix building

The local grey-box models (12.40), which were composed from the fundamental submodels (see Sec. 12.2.3) are
now going to be calibrated.
The EnergyPlus Fenix building model was simulated with a 10-minute time step. The rooms on the second floor
were heated up by electrical heating, a thermal power of which was used as an input data to the GBM calibration
procedure. Temperatures of all zones were measured as well as ambient temperature with global solar irradiation
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Figure 12.14.: Data sets used for the Fenix building GBM calibration.

RMSE [◦C] Calibration data length
Zone number 5-day 10-day 20-day 30-day

1 0.42 0.59 0.61 0.77
2 0.56 0.75 0.78 0.95
3 0.53 0.79 0.86 1.15
4 0.52 0.60 0.79 1.11

Average 0.51 0.68 0.76 1.00

Table 12.4.: Average calibration fit (RMSE) in the four zones for different lengths of identification data. The last row
shows mean values over the zones.

entering the building.
The air temperatures in the zones were controlled by simple PI controllers. Their setpoints formed a normally
distributed pseudorandom sequence with parameters

µT = 20 ◦C, σT = 5 ◦C, (12.42)

where one sequence step took 6 hours.
A fairly big set of both, distributed GBM calibration and validation procedures was prepared. The calibration was
conducted on four different data lengths (5, 10, 20 and 30 days) and for each data length the GBM was calibrated
fifteen times within different time periods, which is depicted in the Fig. 12.14. The Fenix building was identified on
winter time data (1. 1. – 28. 2.).
In order to compare results from the whole set of calibrations, RMSE was calculated for each calibrated model. The
results are depicted in the form of a multi box plot in the Fig. 12.15.
Every box plot consists of a median value within the coloured bar, horizontal edges of which mark the 25th and the
75th percentiles. Further, it consists of vertical dashed lines (often called "whiskers") which mark the minimal and
maximal values. At last, the red crosses denote outliers.
In the Fig. 12.15 there is quite apparent a growing trend of the average RMSE for every room. Hence, the longer
"training" period does not bring a more accurate model - the most accurate models were reached for the 5-day period.
A comparison of averaged reached RMSE can be found in the Tab. 12.4.
Results of the particular calibrated distributed GBM will be now presented. A comparison of the zone temperatures
between the simulated Fenix building and the calibrated GBM is in the Fig. 12.16. An average RMSE between the
measured and estimated temperatures achieved 0.41 ◦C - thus, a fairly good agreement between the building and
model might be observed.
The parameters that appeared in (12.40) were estimated after a distributed GBM calibration procedure and are
presented in the Tab. 12.5.
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12.5. RESULTS AND DISCUSSION

Figure 12.15.: GBM calibration of the Fenix building for different lengths of identification data. There are four box
plots for each zone.
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Figure 12.16.: Outputs comparison of the simulated Fenix building (blue line) with the calibrated distributed GBM
(red line). The top four upper charts represent four building zones. The lowest chart shows ambient air
temperature.
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Figure 12.17.: Heat flows obtained by an EnergyPlus simulation which were used as input data to calibrate a
distributed GBM. The uppermost chart shows the first zone data, the second most upper shows the
data of the zone number 2 etc. The blue line waveform represents the thermal power of the electrical
heating entering the corresponding zone. The red line shows the global solar irradiation which enters
the zones.

Heat flows that were measured in the zones and served as input data for the GBM are in Fig. 12.17.
As for the distributed aspect of the whole GBM calibration, consistency constraints (12.22) play an important role. In
other words, the shared variables must be equal each other to form a consistent mathematical model. This is ensured
by their coordination via zone agents actions, thus after several tens of iterations an acceptable consensus is attained.
Mutual developments of these shared variables are shown in the Fig. 12.18.
The last thing taht is related to the distributed aspect is a consistency constraint residual defined in the Alg. 12.1. Its
evolution in 47 global iterations, when a precision threshold was reached is shown in the Fig. 12.19.

12.5.2.2. Grey-box validation of the Fenix building

The calibrated GBMs from the previous section were validated in the following manner. Since they are intended for
control purposes (e.g. MPC), their behaviour were tested on an output prediction on different prediction horizons – 6,
12 and 24 hours ahead.
At first, the zone states Tz and Ts were estimated by a Kalman filter. Then, these estimated states served as initial
conditions for open loop simulation of the calibrated GBMs on the aforementioned prediction horizons. GBMs were
validated on a two-day data and RMSE was calculated for each of them.
Again, the temperature setpoints formed a normally distributed pseudorandom sequence, this time with parameters

µT = 21 ◦C, σT = 1.5 ◦C, (12.43)

where one sequence step took 2 hours.
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Capacity [J/K] ×103 Conductance [W/K] Cond. [W/K] or shading f. [-] Others [-]
Cz1 166.5 U12 81.23 Us1 241.54 α1 0.55
Cs1 20 803 U13 50.18 s f1 1.00 β1 0.47
Cz2 10.8 U10 40.57 Us2 17.53 α2 0.08
Cs2 17 642 U24 7.41 s f2 1.00 β2 1.00
Cz3 133.3 U20 15.39 Us3 246.46 α3 0.98
Cs3 7 382 U34 58.55 s f3 1.00 β3 0.09
Cz4 233.0 U30 26.12 Us4 335.70 α4 0.77
Cs4 24 644 U40 42.93 s f4 1.00 β4 0.27

Table 12.5.: Estimated values of the distributed grey-box model which forms a thermodynamic model of the Fenix
building.
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Figure 12.18.: Evolution of the shared parameters that represent mutual wall conductances. For instance, the param-
eter U12 is a conductance between the first and second zone. The zone agent number 1 controls a
local GBM calibration in the first zone (blue line). Analogously, the similar stands for the zone agent
number 2 (red line). After 47 global iterations, an acceptable consensus was reached for all the shared
parameters.
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Figure 12.19.: Evolution of the consistency constraint residual before it overcame a precision threshold equal to 10−5

after 47 global iterations of the distributed GBM calibration. The values are in the logarithmic scale.

In total, there were carried out 50 validation procedures for each prediction horizon where were used GBMs calibrated
on different data lengths (5, 10 and 20 days). For instance, a GBM calibrated on the 5-day data was subsequently
validated on three different time periods - at the beginning of January, at the end of January and in the middle
of February. This ensured a proper validation of the particular GBM since its dynamical behaviour was tested on
different input data and ambient conditions.
The overall results achieved by all the validations are presented again in the box plot form (see Fig. 12.20). It is not a
big surprise that the best validation results (according to RMSE) were attained on the shortest horizon, where the
GBMs most accurately predicted the zone temperatures.
Furthermore, there is another point of view on how all the validations can be compared. It is focused on which GBMs
provide the most accurate predictions if they are compared according to the calibration data length.
Again, a box plot was used for the comparison (see Fig. 12.21). This time, individual zones’ RMSE were not
considered since they were averaged to a single value for the whole building. Not surprisingly, one can see in this
figure that the RMSE increases with the longer prediction horizon. However, there can be observed another notable
phenomenon - the RMSE values (e.g. medians) are the lowest for the GBMs, which were calibrated on the 20-day
data. This implies that the GBMs calibrated on the longer data are eventually more accurate despite their a bit worse
calibration RMSE.
Therefore it can be said that the better calibration score (RMSE) does not automatically bring better validation results.
Only after successful validation procedures, it can be decided if the GBM is a truly sufficiently accurate model of the
building.
So far, only aggregated statistics about validation results were presented. Now, a validation performance of the GBM,
calibration results of which are in the Fig. 12.16 and Tab. 12.5, will be shown. A comparison between estimated and
measured zone temperatures can be seen in the Fig. 12.22.
Corresponding RMSE values for different prediction horizons are presented in the Tab. 12.6. An average RMSE over
all the zones reached values 0.38 - 0.48 ◦C, which is very close to the calibration score (0.41 ◦C).
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Figure 12.20.: Comparison of RMSE in four zones of the Fenix building achieved during 50 GBM validations, each
on three different prediction horizons.

Figure 12.21.: Prediction accuracy comparison of validated GBMs. For every prediction horizon GBMs which were
calibrated on three different data length are presented. The RMSE values are mean values of the four
zones.

RMSE [◦C] Prediction horizon
Zone number 6 hours 12 hours 24 hours

1 0.36 0.37 0.48
2 0.38 0.42 0.42
3 0.44 0.47 0.57
4 0.35 0.42 0.45

Average 0.38 0.42 0.48

Table 12.6.: Validation fit (RMSE) of the four zones for different prediction horizons (in the particular case).
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Figure 12.22.: Outputs comparison of the simulated Fenix building (blue line) with temperatures (red, orange and
purple line) which were predicted by the calibrated GBM on different prediction horizons. The top
four upper charts represent four building zones. The lowest chart shows ambient air temperature.
Corresponding RMSE is stated in the Tab. 12.6.

12.6. Conclusions

In this chapter, there has been introduced a grey-box method to model buildings with thermal RC circuits. At first, the
grey-box models have been composed from fundamental so called submodels, e.g. zones, walls, heat exchangers and
so forth. This approach allows to quickly and smartly modify or add other submodels which then form grey-box local
models of the building zones. This feature might be a good point for future development - to try and use different
grey-box models in the presented distributed building identification framework.
Subsequently, the identification problem has been decomposed using the dual decomposition into the local optimiza-
tion (model calibration) problems. Hence, a building identification can be approached in a fully distributive manner
with the local coordination of the shared parameters.
The proposed method has been tested on two different building examples. The first one was just a trivial case to verify
and illustrate a function of the whole algorithm. The latter dealt with a distributed GBM calibration of the Fenix
building, which was simulated in the EnergyPlus program. The resulting building model was capable of predicting
a zone air temperature on a prediction horizon from 6 to 24 hours ahead with RMSE from 0.38 to 0.48 ◦C, which
might be considered a good result - especially for control purposes.
Considering an identification without the subsequent coordination, only a suboptimal model could be obtained.
Therefore, the coordination of shared parameters is needed and the final calibrated model is very close to the model,
which would be obtained by global calibration (i.e. when the whole building is identified in one stroke).
This method brings also a possibility to perform local calibrations using small local computational units purely in
parallel.
Moreover, in case of a communication failure among zone computational units, there is still the local approximating
model for the predictive control, even without the additional shared parameter coordination. The coordination, ergo
ensures more precise models leading to generally higher energy savings.
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13. Building control

A brief introduction to building control has already been given at the beginning of this part. This chapter is
sectioned according to communication to topology. A decentralized system is one, where the controllers do not use
information from other controllers in their control law. A distributed system on the other hand requires node-to-node
communication and information exchange enters the local control law. In a centralized system, one detached controller
serves all local loops. It shall be noted that this categorization represents a qualitative nature of the control approach
and shall be applied with care to a particular control problem, e.g. a building comfort control.
Between the decentralized/distributed control structure advantages stand: robustness, reconfigurability, lower process-
ing needs, no single point of failure; the centralized approach benefits from: lower communication needs, deployment
simplicity,
The comfort control objectives were already mentioned to generally be: comfort, energy savings and possibly HW
preservation, energy flexibility services, and energy community objectives.
This chapter briefly presents decentralized and distributed control of buildings and also a study on a centralized
optimal control scenario with the one-pipe pumping hydronic network involved.

13.1. Decentralized & distributed control

The most prevalent hardware (HW) architecture of today’s HVAC control is the topology with local/zone controllers
(piece of HW), where locally close sensors and actuators are connected using either analogue or digital connection.
The local controllers run the local control loops, which predominantly are on/off and PI controllers [224] and connect
to supervisory controllers (or intermediate controllers) in a star configuration. Nowadays, the control strategy is
decentralized with the robustness and simplicity that pertain it. There is however, no optimization involved and
furthermore the local controllers are rarely tuned well.
I have had the opportunity to work on a project which dealt with local controller tuning [225]. A monotonically
enhancing incremental tuning algorithm was developed and tested on hydronic heating loops. From another part of
the project - the control performance diagnostics, it stemmed out that about 90% of controllers are left in default
settings. The automatic tuning algorithm was tested on 38 hydronic heating control loops, where it improved the
closed-loop performance on 70% of the circuits [226], the rest would not be possible to tune even by a human due to
rough disturbances (caused by bad control performance of connected technology).

13.1.1. Hydronics 4.0 concept

The Hydronics 4.0 concept was introduced in Sec. 1.2. The concept stands on the following principles:
• edge-to-edge communication architecture (flat), control, and analytics computed at the edge,
• daisy-chained power-over-ethernet to allow connection of power and communication network using one cable,
• zero-commissioning decoupling hydronic actuators (see Chapter 5 and Chapter 6), remote hydraulic and

thermal self-diagnostics,
• optimized hydronic network topology (see Sec. 9.3.2),
• distributed model-based optimization algorithm.

All the bullets except the last one are about field instrumentation. The Hydronics 4.0 major characteristic is, however,
to enable optimal control for buildings. Considerable edge computation is readily available nowadays, which enables
to run local optimization problems, namely the model parameter estimation and the model predictive control.
Depending on the amount of node-to-node communication and accuracy needs, the model calibration process may
take one of the following scenarios:

M.1 predefined average model - no parameter estimation necessary, zone coupling neglected or modelled generi-
cally,
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M.2 first principles model - based on physical dimensions, zone coupling from first principles,
M.3 local model identification - local zone model parameter estimation, zone coupling neglected,
M.4 distributed identification - local and coupling parameters estimated, consistency achieved via node-to-node

communication (discussed in Chapter 12).
Note that the model parameter estimation task is greatly simplified due to known heat flows when the PCV or the
PCP are used.
The model predictive control may, depending on the amount of communication and the nature of the model be:

C.1 local MPC - zone coupling omitted, no communication between nodes, no global constraints possible,
C.2 robust MPC - zone coupling treated as box uncertainty, no communication between nodes, no global constraints

possible,
C.3 distributed MPC - multiple flavours possible, communication used to reach a consensus in global objective

and constraints.
The advantage of the local MPC and robust MPC is that they does not need to iterate its optimization problem to reach
a consensus with neighbours. The entire system is composed by adding nodes and may be freely reconfigured; on the
other hand, it is not possible to add global constraints such as resource allocation. The combined performance is
suboptimal due to the neglected interactions, but the approach is still superior to local PI control due to its prediction
capabilities (weather forecast, dynamic behaviour, anticipation of setpoint changes).
Decentralized/distributed Model Predictive Control (DMPC) uses multiple controllers deployed across coupled
subsystems. The subsystems are coupled either by physical interactions and/or by operation constraints (e.g. shared
resources). The objective of the distributed model predictive control is to provide flexibility of the decentralized
control topology (simplified commissioning, maintenance, reconfigurability) while delivering performance of a
centralized controller.
DMPC coupled with DID (M.4 + C.3) as depicted in Fig. 13.1 is the ultimate control and modelling structure. The
integration of coupling, in theory, pushes the performance to that of the centralized controller. And the optimization
problem may be, for both, the modelling and control, composed in a modular fashion and run at the edge hardware
(such at the PCV and PCP for hydronic networks).
The Hydronics 4.0 concept addresses numerous features of the ideal BACS presented at the beginning of Part IV ,
namely:
• the control structure is constructable and reconfigurable in a plug-and-play manner,
• the control employs optimization to maximize an objective under constraints,
• the control objective is tunable on demand (comfort, energy savings, HW preservation, energy flexibility

services, energy community objectives),
• the control takes some known information into account: real-time data and predictions.

All that, on top of lower projected material cost, simplified installation, commissioning and maintenance brought by
the rest of the concept elements.
Remark. Decentralized/distributed optimization is not in the scope of my thesis. I have supervised the thesis
‘Distributed predictive control of buildings’ [227], which explores possible implementations of distributed optimal
control, but the real practical algorithms were developed in the Hydronics 4.0 project [11] by my colleagues [228].
This section is here to complete the description of the concept; my contribution in the DMPC domain is the application
concept to building control and hydronic networks.

13.2. Centralized control1

As opposed to the distributed control layout, the centralized approach collects all data at one location, performs
building-wide optimization and commands all actuators from there. Centralized approaches offer simplified deploy-
ment but suffer from poor maintenance [151].
This section presents one particular study of a model predictive control for a building with the one-pipe hydronic

1Based on the original paper: Jiří Dostál and Tomáš Bäumelt. “Model Predictive Control for Buildings with Active One-pipe Hydronic
Heating”. In: ed. by S. I. Tanabe et al. Vol. 111. EDP Sciences, 2019, p. 04050. doi: 10.1051/e3sconf/201911104050
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13.2. CENTRALIZED CONTROL

Figure 13.1.: “Hydronics 4.0” concept with the distributed identification (DID) and distributed MPC (DMPC) layers
highlighted.

heating network. This control problem would need to be realized in a distributed manner for a possible implementation
in the power control pumps involved.
The section is organized to present the control model used first, followed by the formulation of MPC and completed
by simulation study and results.

13.2.1. Building control model

The building control model adopts the already described widely-used RC thermal-electric analogy approach (Sec. 12.5
and e.g. [14, 229]). The resulting dynamic model is linear and may be, after discretization, represented by the standard
state space model

xk+1 = Axk + Buk+Bddk (13.1a)
yk = Cxk, (13.1b)

where x is a state vector, u is an input vector consisting of heat exchanger heat flows qz
hx, d is a disturbance

vector composed of solar gains qz
sol and an environment temperature Tenv. Output vector y is a composition of zone

temperatures T z
z . The model discrete time steps are tk = t0 + kTs, where Ts is the step size and k is a sequence index.

Matrices A, B, Bd, C may be found by standard calibration techniques such as the prediction error method (PEM),
subspace identification (4SID) etc. The model in this study was calibrated by a distributed grey-box approach [170].
More on the topic in Chapter 12 or [196, 211].
This study focuses mainly on the incorporation of hydronic network capabilities into the building-wide optimization,
in particular the one-pipe network described in the following section.

One-pipe hydronic system model

The active one-pipe hydronic network consists of the following components: pipe, pump, twin-tee, heat exchanger
and a heat source.
The pipe (hydraulic resistance) and pump (pressure source) were given in 2 and 3, respectively. A twin-tee composed
of two T-shaped fittings hydraulically separates primary and secondary circuits (∆ptwin-tee = 0). Heat exchanger’s
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dynamics is neglected in the model as its settling time is short compared to a controller sampling time/ building
dynamics. HX’s steady-state behaviour is modelled by the P-NTU analysis [42]

qhx = P (htot) cpṁs (Twi − Tz) , (13.2)

where P [−] is the temperature effectiveness of the water stream, cp

[
J kg K−1

]
is the specific heat capacity of the heat

transfer fluid, ṁs is the secondary flow (through the heat exchanger) and the heat exchange coefficient is

htot =
(
h−1

w + h−1
a

)−1
.

It is a series connection of two thermal conductances: the liquid-to-body coefficient hw

[
W K−1

]
and the body-to-air

coefficient ha

[
W K−1

]
. From the work of Nusselt and others [138], it follows that the heat exchange coefficient on

the inner surface of a pipe can be modelled as

hw = θ
w
1 (ṁw)θ

w
2 ,

where θw =
[
θw

1 , θ
w
2

]T
are setup dependent parameters. The body-to-air heat exchange coefficient is modelled as a

second-order polynomial in the air flow
(
V̇a

)
ha = θ

a
0 + θ

a
1V̇a + θ

a
2V̇2

a ,

where θa =
[
θa

0, θ
a
1, θ

a
2

]T
are setup dependent parameters. For a thorough explanation and a heat exchanger coefficient

fitting process see [32]. A heat source is an ideal heat source capable of maintaining any desired supply temperature
regardless flow or return temperature variation. Its hydronic resistance is neither considered as the primary circulator
is also idealized; i.e., considered to have the capability of setting the primary flow instantly to its reference value.
The branches in the one-pipe hydronic network are connected in series using twin-tees. This way, the secondary
circuits are hydraulically separated, but consequently, also the primary supply stream loses its energy/temperature
further down the pipe. This relation may be expressed as a simple loss of secondary energy in the primary stream.
The primary outlet temperature of a z branch is

T z
po = T z−1

po − qz
hx

(
cpṁp

)−1
,∀z ∈ Z, (13.3)

where T 0
po = Tbo [◦C] is the heat supply (boiler) outlet temperature, z ∈ Z is a specific zone out of the set of all

zones/branches z, z − 1 stands for a preceding branch in the direction of the primary flow ṁp

[
kg s−1

]
.

The primary flow is always considered greater than all secondary flows

ṁp > ṁz
s ,∀z ∈ Z, (13.4)

and each secondary inlet temperature equals the primary outlet temperature of the preceding branch...

T z
si = T z−1

po ,∀z ∈ Z. (13.5)

13.2.2. Model predictive control

Heating control systems were traditionally on/off zone controllers switching an HVAC actuator. Nowadays also,
proportional-integrational (PI) controllers are frequent. They control HVAC actuators in a continuous range 0–100 %
to lessen the wear of hardware components and possibly to raise comfort levels.
In the past decades model predictive controllers (MPC) have been studied and tested. Some realizations hold
their benefits for about 15 consecutive years now [152, 171, 216]. In contrast to the mentioned approaches, MPC
integrates all the available sensor, actuators as well as weather and internal gain information together into a coherent
mathematically-founded optimization problem. The controller seeks optimal actuator settings to minimize energy
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consumption while maintaining comfort levels or other constraints on the environment and the equipment itself.
The optimization problem, in general, is

v⋆ = arg min
v

J

s.t. C,
(13.6)

where v are the optimization variables (13.9) over which the objective functional J (13.7) is minimized subject to
the constraint set C (13.8). Note that the boiler output temperature Tbo is considered fixed, but should the efficiency
map of the heat source be known, the heat source should be included into optimization.

13.2.2.1. Objective function

The objective function

J =
N∑

k=1

4∑
i=1

J i
k (13.7)

is composed of four functionals J i shaping the optimization outcome over a prediction horizon of length N.
A reference funnel tracking functional is responsible for driving the model outputs to their reference ranges

J1
k =

∥∥∥yk−sr
k

∥∥∥2
Q1
,

where ∥α∥2Qi
≡ αTQiα represents a second vector norm weighted over a matrix Qi and sr is a reference slack vector

defined later. An input effort (power) is minimized by the functional

J2
k = ∥uk∥2Q2

,

smooth operation is attained by penalizing an input change by

J3
k = ∥uk−1−uk∥2Q3

,

and the primary flow is minimized by
J4

k =
∥∥∥ṁp,k

∥∥∥2
Q4
.

13.2.2.2. Constraints

The objective function is utilized to shape the optimization outcome; the constraint set encodes the knowledge of
the system behaviour and enables to bound the optimization/decision variables. The constraint set is composed of a
multitude of constraints

C =
⋃
∀i,k

Ci
k. (13.8)

The first is an equality constraint establishing the model dynamics (13.1)

C1
k : xk+1 − Axk − Buk−Bddk= 0.

The reference slack variable vector is constrained to a reference trajectory vector range

C2
k : rk < sr

k<rk,

where the underbar and overbar accents stand for lower- and upper-funnel limits, respectively.
Further constraints now encode the one-pipe hydronic network algebraic relations. The HX output equation (13.2)
combined with the series connection of nodes (13.5) relates the heat output to the zone temperature and secondary
mass flow

C3
k : qz

hx − P (htot) cpṁs,z

(
T z−1

po − T z
z

)
= 0, ∀z ∈ Z,
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where qz
hx is a zth element of the input vector u.

The branch-to-branch coupling, manifested by decaying primary flow energy, is captured by (13.3)

C4
k : T z

po − T z−1
po + qz

hx

(
cpṁp

)−1
= 0, ∀z ∈ Z.

For C4 to hold, we must also constraint the primary flow to exceed secondary flows (13.4), which are also supposed
to be non-negative

C5
k : 0 ≤ ṁz

s < ṁp,∀z ∈ Z.
Note that while not stated explicitly the time instance for all variables in the constraints C3,C4,C5 is tk. Also, note
that usual box constraints on the decision variables are also part of C.

13.2.2.3. Implementation

The control mechanism of the MPC is to find the optimal solution v∗ to the problem (13.6) and to apply the first
optimal input to the system; then after one sampling period, measure system outputs, optionally estimate the current
system state and calculate optimal solution again.
The problem is non-linear due to the non-linear constraints involved.
The problem was implemented by the multiple shooting method [230], where the state at each sampling time is
included as a decision variable. This approach generally improves convergence but also increases the NLP size
considerably. The optimization variable vector is, therefore, composed of primary and secondary flows, states and the
reference slack variables

v =
N⋃

k=1

{
ṁp,k,ṁs,k,xk, sr

k

}
, (13.9)

where ṁs,k=
⋃

z∈Z ṁz
s(k) is a vector of all secondary flows at time k.

The implementation was first carried out in the YALMIP framework [231] using the Gurobi solver [232]. This
approach involving numerical gradients, however, provided insufficient results in terms of accuracy and timeliness.
The second implementation using algorithmic differentiation of the CasADi framework [73] in combination with the
IPOPT solver [233] yielded consistent, precise and prompt solutions. Further information may be found in [234].

13.2.3. Simulation study

The proposed control approach was validated using a building simulation scenario. The building of choice was the
Fenix Trading office centre (Fig. 13.2) located in Jesenik, the Czech Republic. It is an NZEB building with hybrid PV
panels and a yearly energy consumption of 27 kWh [221]. UCEEB (Czech technical university in Prague, University
centre for energy efficient buildings) was active in energy system design and energy performance monitoring and
analysis [221]. An EnergyPlus simulation model of the building (developed by M. Urban, UCEEB) that was used for
energy predictions in [221] is without qualitative modifications utilized for this study. The MPC control is realized on
a second floor with four thermal zones; see Fig. 13.3. The rest of the building is kept at a constant temperature range
20-25 °C by local decentralized PI controllers.
The heating appliances used in the building are electrical heaters. Their power is, for our purposes, set to the power
obtained from the one-pipe hydronic heating network model (Simulink). The hydronic terminal sizes were designed
by our open source design tool [143, 235] published in paper [142].
The design loads, for conditions Tenv = −12◦C, Tz = 22◦C, Tbo = 60◦C, Tbi = 40◦C, are qdesign

hx = (1450, 650, 800, 1350) W
for the staircase (Sc), director room (202), office assistant room (203) and office room (204), respectively. The design
sizes for catalogue values 90/70/20◦C are (2800,1550,2150, 4750) W. The heat exchangers are modelled by 20-state
plug-flow model (Sec. 4.2). The flow through the secondary circuits is forced to be equal the flow reference ṁz

s . Note
that the mass flow may be inferred from pump measurements (Sec. 6.4, [woPatentDostal2016]) and ,as such, may
be, by varying pump speed, controlled to the reference level. Boiler supply temperature is 60◦C.
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Figure 13.2.: Fenix building. Credits :Fenixgroup, Miroslav Urban

Matlab/Simulink was used to perform the simulation; the simulation model is depicted in Fig. 13.4. Real-time co-
simulation of the EnergyPlus model was executed by the EnergyPlus Co-simulation Toolbox (Sec. 11.1, [EPcosim]).
The model timestep is 300 s.

Baseline control

The baseline control is performed by PI controllers; one for primary flow and four for each secondary flow (Fig. 13.4).
The primary flow is controlled such that the boiler return temperature Tbi is always at least 40◦C. This enforces a
sufficient temperature potential for the last terminal unit to operate correctly. Primary flow is also overridden by the
maximal secondary flow to prevent backflow at the secondary circuits. The integrator state is tracking the output to
ensure bumpless control when the override is over.
Secondary PI controllers steer the temperature to the lower limit of the reference funnel (for comparison with the
MPC). The flow-to-power characteristic of the heat exchangers is non-linear with a steep ascend from the low flow
region. An inverse equal-percentage transformation curve (Sec. A.2) known from hydronic control valves have been
added to linearize the characteristics and improve control performance.
The predictive controller uses the presented mathematical model to predict system behaviour and optimize control
actions. The building model for control purposes here uses a CRC bridge structure for zone models and the simplest
one-resistance R1C0 structure for wall models [170]. The model was calibrated on a 10-day interval and validated on
a different 2-day interval; mean identification fit 86.6 % (NRMSE), mean validation fit for 6-hour predictions 82.9 %
(NRMSE).
MPC also requires an initial state at each step. A Kalman filter with an unknown input observer extension estimates
the system state. The control scheme is depicted in Fig. 13.5. MPC sampling time is 600 s, prediction horizon N = 30
(5 hours).

13.2.4. Results

Fig. 13.6 shows results for three simulation settings; the first column pertains to the baseline control, the second
column to a setting, where the building is simulated by the building control model itself; the heat flows are, however,
still generated by the one-pipe network model. The third column pertains to the MPC control of the one-pipe network
and the actual EnergyPlus model. The building was warmed up by a 10-day warming period.

143



13. BUILDING CONTROL

�� ���

������

���
���

���
���

���
���

���
	


�� �
	


�� �
���

�� �
���

�� �
���

�� �

��


���

Figure 13.3.: One-pipe hydronic heating installation for the 2nd floor. Note the zone color frames match the line
colors in the simulation results presented further.

The baseline primary controller is tracking the return temperature reference; it is overridden by the heat up of the
room 203 at the time t = 6 h. Such override, however, is not very realistic in real field conditions due to missing
communication. This override increases the performance of the baseline control to a comparable level. All the room
temperature references are eventually reached, but as there is no planning, the heat up time can’t be decreased
without increasing the return temperature reference and thus sacrificing heat source efficiency (the lower the return
temperature, the better).
The anticipative capabilities of MPC are demonstrated on the interval t = 1 − 6 h of the MPC on the model scenario.
At time t = 1 h the reference change of the room 203 appears at the end of the prediction horizon. The decision is to
accumulate heat in all the zones so that when the reference change happens, all the preceding zones (Staircase &
202) can be shut off. Then the room 203 has the highest inlet temperature and is able to raise its temperature faster.
Note that the reference funnel tracking weight was high to exaggerate this effect.
As the building control model is not precise in prediction, we can see at time t = 6− 8 h, that the MPC on EnergyPlus
is struggling to raise the room 203 temperature. The primary and secondary flows are at their limits.
Tab. 13.1 presents cumulative energy consumption for the three scenarios, as well as, an average out-of-funnel root
mean square tracking error (RMSE) across the four zones and an average boiler return temperature.

Baseline MPC(model) MPC(EnergyPlus)
Energy [kWh] 32.18 32.39 35.07

RMSE [°C] 0.29 0.16 0.12
Boiler return temp. [°C] 42.40 31.40 32.09

Table 13.1.: Cumulative/mean results.

The tracking precision of the baseline control is inferior, but consequently, the energy consumption is also lower due
to generally lower tracked temperatures. Despite having the MPC aggressively tracking the reference, the cumulated
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Figure 13.4.: Software realization of the proposed baseline control scheme. The building is simulated by EnergyPlus,
the one-pipe hydronic network and controller by Matlab/Simulink.

energy consumption is comparable to the baseline in prediction (on the control model). Applied to the EnergyPlus
model, the MPC consumption is 9% higher, but as mentioned, the energy consumption comparison is not completely
fair.
The temperature at the boiler inlet ranks about 10 °C lower, which could significantly improve heat source efficiency
should it be included in the study.
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Figure 13.5.: Software realization of the proposed MPC control scheme (as a replacement for the control block in
Fig. 13.4).
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Figure 13.6.: Comparison of three control results: the baseline control by PI controllers (left), MPC controlling
the identified state space model through the one-pipe network model (middle) and MPC controlling
the EnergyPlus model accompanied by the Kalman state estimator (right). Note the y-axis for the
environment temperature (dashed) positioned on the right of the first row. Solid lines represent the four
zones: Staircase (Sc), room 202 (202), room 203 (203) and room 204 (204).
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14. Conclusion

This thesis maps the theoretical results accomplished during the development of the Hydronics 4.0 concept and its
related devices. The thesis goals from Sec. 1.1 were accomplished. Hydronic heating networks have been thoroughly
studied, and the innovative Hydronics 4.0 concept was formulated. Simulation tools for heat exchangers, hydronic
networks and building energy performance have been realized. Control and estimation algorithms for load power,
building model and energy optimization were developed, implemented and validated; some by simulations, some in
real life.

14.1. Original contribution

Original research and development contributions of the thesis are:

Part I – Hydronic components A solution to a system of hyperbolic transport PDEs, defining a heat exchanger,
for example, suffers from artificial numerical diffusion when solved by the finite volume method with
the state-of-the-art flux limiters. The proposed MMFVM method approximates the PDEs using a mixed
Lagrange-Euler mesh to minimize the numerical diffusion. The method serves well for low-order heat
exchanger simulation focusing on the convected stream, such as in temperature-feedback hydronic devices.

Part II – Load power control The heat flow stabilization is in today’s hydronic networks accomplished by mass
flow rate stabilization through a mechanical pressure regulator. The temperature-feedback solution presented
in this part enables the direct stabilization of the heat flow; relative heat flow in the case of the Power
Control Valve and absolute heat flow for the Power Control Pump.
The power control pump is an original patented device with a patented heat flow control method. The
invention is to estimate the mass flow from pump power readings and, consequently, control the heat flow.
The results are supported by real-life measurements on the testbed.
Practical contributions are within the design of the hardware and electronics of the devices and testbed.

Part III – Hydronic networks The solution to the network flow control by actuator opening is mostly achieved by
the iterative gradient descent with pressure balance and flow continuity conditions. The solution method
proposed in Sec. 8.1, employs unified virtual hydronic blocks and graph representation to solve the flow
control problem in as few steps as there are actuators. This method speeds up related optimization problems
when degrees of freedom are present.
The heating power is affected by pressure coupling from other zones in two-pipe systems. Proven in
Chapter 9 , the hydronic network is stable when the individual zone controllers are locally stable for the zero
to pressure-source input pressure; infinity gain margin ensures hydronic network stability for any source
pressure.
This thesis provides the most comprehensive analysis of the previously unstudied pumping one-pipe
hydronic network, from sizing and retro-fitting to control.

Part IV – Building level control The deployment of optimal control is prohibitively expensive; the usual centralized
MPC suffers from maintenance issues. The Hydronics 4.0 concept enables optimization control deployment
by edge computation, node-to-node communication and distributed optimization algorithms. The presented
distributed building model identification provides a previously unpublished modular parameter calibration
problem formulation by sub-model merging.
The contribution to the distributed MPC domain lies in its application to the building control domain.
The main practical contribution of this part is the much downloaded EnergyPlus co-simulation toolbox for
Matlab.
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14. CONCLUSION

14.2. Future research

The future research tasks stem mainly from the Hydronics 4.0 concept validation; either by the to-be-developed
cyber-physical testbed or in physical field testing. The field testing was already prepared in a Horizon 2020 project
but failed due to a re-structuralization of the at-the-time industrial partner. The focus is on finding a new industrial
partner to validate, realize and commercialize the concept with.
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A. Hydronic components supplementary information

A.1. Series and parallel connection of hydraulic resistances

Series connection of hydraulic resistances When two hydraulic resistances are connected in series, the
flow in both is the same and their head sum to the overall head

H = H1 + H2

Q = Q1 = Q2,

where the two hydraulic resistance share the same hydraulic model (Darcy-Weisbach formula for example), the
particular resistance heads are

H1 = R1Qm
1 (A.1)

H2 = R2Qm
2 . (A.2)

So an equivalent resistance is derived by

H = R1Qm
1 + R2Qm

2 = (R1 + R2) Qm = R1—2Qm,

and therefore
R1—2 = R1 + R2.

Parallel connection of hydraulic resistances Two hydraulic resistances connected in parallel share the same
head loss and the flow divides into the two branches

H = H1 = H2

Q = Q1 + Q2.

Using (A.1), (A.2), the flow are expressed as

Q1 =
m

√
H1

R1

Q2 =
m

√
H2

R2

and an equivalent resistance is derived as

Q =
m

√
H1

R1
+

m

√
H2

R2
=

(
1

m√R1
+

1
m√R2

)
m√

H

Qm =

(
1

m√R1
+

1
m√R2

)m

H

H =
R1R2(

m√R1 +
m√R2

)m Qm = R1∥2Qm.
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The equivalent resistance of the parallel connection is under the assumption of the same flow exponent

R1∥2 =
R1R2(

m√R1 +
m√R2

)m .

Series connection of hydraulic conductivities Recall the hydraulic conductivity is defined by (2.3). A total
pressure loss over two conductivities is

∆p = ∆p1 + ∆p2,

the pressure loss on each conductivity is

∆pi =
1

Km
i

Qm,i = 1,2

therefore the total loss is

∆p =
(

1
Km

1
+

1
Km

2

)
Qm

and converting back into the conductivity form (2.3) gives

Q =
(

1
Km

1
+

1
Km

2

)− 1
m

m
√
∆p.

The hydraulic conductivity of a series connection of conductivities is

K1—2 =

(
1

Km
1
+

1
Km

2

)− 1
m

.

Parallel connection of hydraulic conductivities In a parallel connection, the total flow is a sum of the
parallel flows

Q = Q1 + Q2,

where each conductivity experiences the same pressure potential and thus

Q = K1
m
√
∆p + K2

m
√
∆p

Q = (K1 + K2) m
√
∆p.

A hydraulic conductivity of a parallel connection of conductivities is

K1∥2 = K1 + K2.

A.2. Common valve characteristic types

Linear

There is a linear dependency between stroke and the flow factor Kv (x). When the valve is fully closed the flow
corresponds to its minimal value Kv (0) = Kv0, when the flow is fully opened the flow gets its saturation value
Kv (1) = Kvs. The describing function for the whole range is

Kv (x) = Kv0 + x (Kvs − Kv0) .
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Figure A.1.: Valve characteristics.

Equalpercentage

Equalpercentage valve is mainly used in practice to linearize heat output of heat exchangers, i.e. approximately - in
the first half of a stroke the flow increases slowly and in the second half quickly. The valve rangeability r is chosen
such that the valve characteristic is complementary to that of a heat exchanger (usually R=50 [19]).The describing
function is

Kv (x) = Kvsrx−1, (A.3)

where one shall notice in Fig. A.1 that for a closed valve the flow is no zero, but corresponds to Kv0. There is a
modification called semi-equalpercentage valve, which starts with zero flow for a fully closed valve, but on the other
hand it does not reach the flow corresponding to Kvs (as A.3 does). The modified characteristics is desribed by

Kv (x) = Kvs

(
rx−1 − r−1

)
.

Quick opening

For on-off functionality, a quick opening valve characteristics is often used. The flow here increases rapidly at the
beginning of a stroke and after that the change in flow is rather mild. The describing function is

Kv (x) = Kvsx
1
α , α > 0.

A.3. Pump characteristics manipulations

A.3.1. Speed scaling

Pump characteristics for nominal pump speed are defined in section 3.2. Using the affinity laws presented in section
3.1, the behavior of the of the pump when the angular velocity of the impeller varies from the nominal conditions.
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Head-flow characteristics scaling

Varying the pump speed by a ratio
S =

n
nn

results by the first and second affinity law in adapted pump head-flow polynomial

H (Q,n) = H (Q,n)|n S 2 = H (Q/S ,nn) S 2 =

dH∑
i=0

ai,n

(Q
S

)i

S 2 =

dH∑
i=0

ai,nS 2−iQi,

and the speed-scaled coefficients are
ai (S ) = ai,nS 2−i. (A.4)

This approximation holds close to the nominal conditions (S ∼ 1). The speed scaling transformation preserves the
characteristic shape. Scaled pump characteristics is displayed in Fig. 3.1. Head-flow characteristics of a real pump
varies in shape for large speed variations; such a variation is no handled in the above approach, but could be handled
by defining the pump polynomial in several working points.

Power characteristic scaling

The power consumption of a pump changes by affinity laws cubically with the speed. It holds if the efficiency of the
pump is assumed to remain constant and the power characteristics polynomial coefficients scale in the following
manner

Pe (Q,n) = Pe (Q,nn) S 3 = Pe (Q/S ,n) S 3 =

dE∑
i=0

bi,n

(Q
S

)i

S 3 =

dE∑
i=0

bi,nS 3−iQi.

The pump efficiency in reality deteriorates for pump speeds lower then in design conditions. When the decrease
in efficiency is monotone, the above formula can be modified to account for the diminishing performance in the
following way

Pe (Q,n) = Pe (Q/S ,n) S 3−χ =
dE∑
i=0

bi,nS (3−χ−i)Qi,

where χ > 0 is a performance reduction factor. Scaled power characteristic with the efficiency adaptation (χ = 0.2)
can be seen in Fig. 3.1. The speed-scaled coefficients are

bi (S ) = bi,nS (3−χ−i). (A.5)

A.3.2. Hydraulic power model

Hydraulic power in hydralic systems is given as

Ph

(
∆p,V̇

)
= ∆p · V̇ ,

where ∆p [Pa] is pressure difference and V̇
[
m3/s

]
is a volumetric flow. Pump systems are usually defined in head

H[m] and volumetric flow Q
[
m3/h

]
= 3,6 · 103 · V̇ . Then the hydraulic power is

Ph (H,Q) =
(

1
3,6 · 103 ρg

)
· H · Q.
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Now, given that the H-Q characteristic is defined by a polynomial

H (Q) =
dH∑
i=0

aiQi,

then the hydraulic power model is

Ph (H,Q,S ) =
1

3,6 · 103 ρg
dH∑
i=0

ai (S ) Qi+1 =

dH∑
i=0

(
1

3,6 · 103 ρg · ai (S )
)

Qi+1 =

dH+1∑
i=0

ci (S ) Qi, (A.6)

and the hydraulic power polynomial coefficients are

ci (S ) = 1
3,6·103 ρg · ai−1 (S ) ,i = 1 . . . dH + 1

c0 = 0.

A.3.3. Best efficiency point (BEP)

Efficiency of a pump is defined as a ratio of a hydraulic power Ph transfered to the fluid and electric power Pe
consumed

η (Q,S ) =
Ph (Q,S )
Pe (Q,S )

.

The hydraulic power function is defined by (A.6) and the electric power is defined by (3.5). The best efficiency point
is located at the peak of the efficiency function, e.i. at a point where

dη (Q,S )
dQ

= 0.

Substituting for the efficiency gives

0 =
d

dQ

(
Ph (Q,S )
Pe (Q,S )

)
=

d
dQ Ph (Q,S ) · Pe (Q,S ) − Ph (Q,S ) · d

dQ Pe (Q,S )

Pe (Q,S )2

which is equivalent to
d

dQ
Ph (Q,S ) Pe (Q,S ) − Ph (Q,S )

d
dQ

Pe (Q,S ) !
= 0.

Solving for Q gives the flow at BEP QBEP (S ). Head HBEP (S ), power Pe,BEP (S ) and efficiency ηBEP (S ) are found by
evaluating respective polynomials/functions.

Remark. Polynomial multiplication may be simplified by convolution on its coefficients. Define polynomials
p1 :

∑N
i=0 aixi, p2 :

∑M
j=0 b jx j, then their product is given by p1 · p2 =

∑N+M
i=0 cixi, where the coeffiecient vector is

convolution of the two polynomial coefficient vectors c = a ∗ b.
Remark. Derivative on a polynomial is a respective degree right-shift on the polynomial coeffiecients vector.

A.3.4. Energy efficiency index (EEI)

Energy efficiency index (EEI) is a measure of energy utilization efficiency of a pump. According to [19] 40% of
pumping energy pertains to circulators. European parliament legislative Ecodesign-Directive (2009/125/EC) permits
selling new standalone circulators only with EEI ≤ 0.27 since January 1st 2013 and since January 1st 2015 only with
EEI≤ 0.23. The EEI is calculated, according to [58], as

EEI =
Pe,avg.

Pref
C20%,
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where Pe,avg [W] is a weighted average electrical power input of the circulator, Pre f [W] is a reference power and
C20% = 0.49 is a calibration factor ensuring that only 20% of a certain type have an EEI≤ 0.20 benchmark value. The
reference power is calculated using hydraulic power of a circulator at hand as

Pref = 1.7Ph,max + 17
(
1 − e−0.3Ph,max

)
1W ≤ Ph,max ≤ 2500W,

where the maximal hydraulic power Ph,max [W] is calculated from a measured data at pump’s full speed as

Ph,max = max
h,Q

(H · Q) = HmaxQmax.

Four operating points at 100%, 75%, 50% and 25% of Qmax and at heads defined by Fig. A.2 are measured on the actual
pump. Electrical power consumption for each operating point is recorded and denoted Pe,100%, Pe,75%, Pe,50%, Pe,25%,
respectively. The average weighted electrical power is then calculated as

Figure A.2.: Energy Efficiency Index. Illustration of measurement points [58].

Pe,avg = w100%Pe,100% + w75%Pe,75% + w50%Pe,50% + w25%Pe,25%,

where the weighting coefficients represent average operating time at the stated power levels and the coefficient values
defined by [58] are in Fig. A.2.

A.3.5. Series and parallel connections of pums

Serial connection of pumps A serial connection of pump shares the same basic dependences as a serial
connection of resistances, i.e.

H (Q) = H1 (Q1) + H2 (Q2)

Q = Q1 = Q2.
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The head of the compound increases, while the max. flow remains unchanged. The pumps have at nominal speed the
following polynomials

H1 (Q1) =

dH,1∑
i=0

aiQi
1

H2 (Q2) =

dH,2∑
i=0

biQi
2.

The equivalent pump model has therefore the following polynomial representation

H (Q) =
max(dH,1,dH,2)∑

i=0

(ai + bi) Qi.

Parallel connection of pumps Two pumps connected in parallel have the following total head and flow

H (Q) = H1 (Q1) = H2 (Q2)

Q = Q1 + Q2.

Simple polynomial representation of the connection is not available in this case. The overall behavior is however
predictable, the maximal produced head remains the same, while the total flow of the parallel connection is increased.
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B. Two-pipe system stability proofs

Proof of Theorem 3. The Jacobian (9.13) can be written as

J= pin

diag
(

p̃b(g)
p̃0(g)

)
+ diag (g)

∇g p̃b(g)
p̃0(g)

− p̃b(g)∇T
g p̃0(g)

p̃2
0(g)

 (B.1)

=
pin

p̃2
0(g)

[
p̃0diag

(
p̃b(g)

)
+diag (g)

(
p̃0∇g p̃b(g) − p̃b(g)∇T

g p̃0(g)
)]
,

where ∇g f (g) denotes the operation of taking the Jacobian of the function f (g) with respect to g.

The terms in the Jacobian (B.1) can be simplified. Let us start with ∇g p̃b(g). Recall that p̃i = (G̃−1)i+1,1, the ith
element of the first column of G̃−1. Thus, to get ∂ p̃i

∂g j
we can use the derivative of the matrix inverse. Note that for the

derivative of the inverse of any parametric matrix A(g) holds [236, Fact 10.11.20]

∂A−1(g)
∂gi

= −A−1(g)
(
∂A(g)
∂gi

)
A−1(g). (B.2)

So ∂G̃−1(g)
∂gi

= −G̃−1(g)
(
∂G̃(g)
∂gi

)
G̃−1(g). The derivative of the conductance matrix G̃ is ∂G̃(g)

∂g j
= diag(e j+1), where

e j = [0, . . . ,0,1,0, . . . ,0]T is the jth canonical vector. In other words, ∂G̃(g)
∂g j

is the matrix of zeros, with 1 on the j + 1th

element of the diagonal. Let hi j be the (i, j)th element of G̃−1. Then we have using (B.2) and the fact that p̃i = hi+1,1

∂p̃i(g)
∂g j(g)

= −h j+1,1(g)hi+1, j+1(g) = − p̃ j(g)hi+1, j+1(g). (B.3)

Partition the matrix G̃−1 as

G̃−1
=

[
H11 H12
H21 H22

]
, (B.4)

where H11 = h1,1 = p̃0, HT
12 = H21 = p̃b and H22 is the remaining N − 1 × N − 1 matrix. Note that H22 is symmetric,

since it is a principal submatrix of a symmetric matrix G̃−1.
Using this partitioning and defining V = diag

( p̃b(g)
p̃0(g)

)
, from (B.3) we get

∇g p̃b(g) = −H22(g) V. (B.5)

.
Similarly, consider p̃b(g)∇T

g p̃0(g). Its (i, j)th element is

( p̃b∇T
g p̃0)i j = p̃i

∂p̃0(g)
∂g j

= − p̃i p̃ jh1, j+1 = p̃i p̃ jh j+1,1 = p̃i p̃2
j . (B.6)

Then, we get
p̃∇T

g p̃0 = − p̃p̃T V. (B.7)

In (B.1), there is the term M = p̃0∇g p̃b(g) − p̃b(g)∇T
g p̃0(g). It can be written using (B.5) and (B.7) as

M = p̃0∇g p̃b(g) − p̃b(g)∇T
g p̃0(g) = −p̃0H22(g)V − p̃p̃T V

= −p̃0 P−1V (B.8)
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with P−1 = H22(g) − p̃b p̃−1
0 p̃T

b . Using the partitioning in (B.4), we can write it as

P−1 = H22 − H21H−1
11 H12 ⇒ P = (H22 − H21H−1

11 H12)−1. (B.9)

Note that for an inverse of a block matrix holds[
A B
C D

]−1

=

[
A−1 + A−1B(D − CA−1B)−1CA−1 −A−1B(D − CA−1B)−1

−(D − CA−1B)−1CA−1 (D − CA−1B)−1

]
. (B.10)

It also holds [
H11 H12
H21 H22

]−1

=

[
G̃11 G̃12

G̃21 G̃22

]
. (B.11)

Hence, combining (B.10) with (B.11) it follows that P−1 = (H22 − H21H−1
11

H12)−1 = G̃22. Then

M = p̃0(g)∇g p̃b(g) − p̃b(g)∇T
g p̃0(g)

= −p̃0(g)P−1(g)V = − p̃0(g)G̃−1
22 (g)V. (B.12)

Finally, using (B.12), the Jacobian (B.1) can be expressed as

J = pin

[
I − diag (g) G̃−1

22 (g)
]

diag
(

p̃b(g)
p̃0(g)

)
. (B.13)

□

Proof of Theorem 4. The Jacobian (9.15) can be written as

J = pindiag (g) [diag (g)−1 − G̃−1
22 (g)]diag

(
p̃b(g)
p̃0(g)

)
= pindiag (g) M(g)diag

(
p̃b(g)
p̃0(g)

)
.

(B.14)

The matrix M(g) = diag (g)−1 − G̃−1
22 (g) is a symmetric matrix, because it is a sum of a diagonal matrix diag (g)−1

and an inverse of a positive definite symmetric matrix G̃−1
22 (g). Therefore, the matrix M(g) has real eigenvalues.

Denote D1 = diag (g) and D2 = diag
( p̃b(g)

p̃0(g)

)
. From (B.14) we have J = pin D1 M(g)D2. We now show that J has real

eigenvalues. Consider the transformation T = D1/2
1 D−1/2

2 . Then by similarity T−1 JT has the same eigenvalues as J.
We have

T−1 JT = pin(D1/2 D−1/2
2 )−1 D1 M D2 D1/2

1 D−1/2
2

= pin D1/2
1 D1/2

2 M D1/2
1 D1/2

2 = pinQT MQ (B.15)

with Q = D1/2
1 D1/2

2 . The matrix QT MQ is a symmetric matrix, so its eigenvalues are real. This matrix is also similar
to the original J = pin D1 M D2, so J has real eigenvalues as well. Similarity to a symmetric matrix also means that J
is diagonalizable.
Now we show the fact that the eigenvalues are all positive and less than one. Using the previous proof, the term
(I − diag (g) G̃−1

22 ) in (9.15) has real eigenvalues. From Gershgorin’s theorem [236, Fact 4.10.16] it is known that

λi

(
I − diag (g) G̃−1

22

)
= 1 − λi

(
diag (g) G̃−1

22

)
, (B.16)

We now show that the eigenvalues of diag (g) G̃−1
22 are positive and less than one. The following holds: λi(diag (g) G̃−1

22 ) <
1⇔ λi(G̃22diag (g)−1) > 1. Note that by (9.6) G̃22 = diag (g) + L22, where L22 was obtained from L by removing
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the first row and column. Then we can write

λi(G̃22diag (g)−1) (B.17)

= λi

(
(diag (g) + L22)diag (g)−1

)
= λi(I + L22 diag (g)−1) = 1 + λi(L22 diag (g)−1). (B.18)

Matrix L22 diag (g)−1 is a scaled pinned Laplacian [107], post-multiplied by a positive diagonal matrix, so has positive
eigenvalues. Then it follows that λi(I + L22diag (g)−1) = 1 + λi(L22diag (g)−1)−1 > 1. Hence, 0 < λ(diag (g) G̃−1

22 < 1
and then 0 < λ(I − diag (g) G̃−1

22 ) < 1.
In (9.15), the post-multiplying factor diag

( p̃b(g)
p̃0(g)

)
has all entries less than one (pressure at nodes divided by the

total pressure). Such a multiplication only shrinks the Gershgorin disks, so λ
(
(I − diag (g) G̃−1

22 )diag
( p̃b(g)

p̃0(g)

))
≤

λ
(
I − diag (g) G̃−1

22

)
. Therefore, the eigenvalues of J are bounded as

0 < λi(J) = pinλi

((
I − diag (g) G̃−1

22 (g)
)
diag

(
p̃b(g)
p̃0(g)

))
≤ pin, ∀i. (B.19)

□
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C. Interconnection of LTI systems

Consider having a number of dynamic sub-systems in a state-space representation

Si :
ẋi = Aixi + Biui

yi = Cixi + Diui

where i ∈ {1, . . . ,N}, N is the number of sub-systems, and xi ∈ Rni
x×1,ui ∈ Rni

u×1, and yi ∈ Rni
y×1 are state, input and

output vectors, respectively. Define an aggregated state, input and output vector

x =
[
xT

1 , . . . ,x
T
N

]T
,u =

[
uT

1 , . . . ,u
T
N

]T
, y =

[
yT

1 , . . . ,y
T
N

]T
,

where x ∈ Rnx×1, nx =
∑N

i=1 ni
x, u ∈ Rnu×1, nu =

∑N
i=1 ni

u, y ∈ Rny×1, and ny =
∑N

i=1 ni
y.

What is the state-space representation of a system, where the connections between the sub-systems’ inputs, outputs,
external inputs ux ∈ R1×nx

u and external outputs yx ∈ R1×nx
y are specified by an interconnection matrix M ∈

R(nx
y+ny)×(nx

u+nu)? Or, in precise terms, what are the systems matrices A,B,C,D of a system S

ẋ = Ax + Bux (C.1)
yx = Cx + Dux, (C.2)

where the interconnection of the systems is defined as[
yx
u

]
= M

[
ux
y

]
?

First, partition M into

M =
[

M1 M2
M3 M4

]
such that

yx = M1ux + M2y (C.3)
u = M3ux + M4y. (C.4)

Then define an aggerated state-space system Sp as a parallel stack of all the sub-systems

ẋ = Apx + Bpu (C.5)
y = Cpx + Dpu, (C.6)

where Ap = blkdiag ({Ai}i∈Ω), Bp = blkdiag ({Bi}i∈Ω), Cp = blkdiag ({Ci}i∈Ω), Dp = blkdiag ({Di}i∈Ω), Ω = {1, . . . ,N}
and the ’blkdiag’ operator is defined as

X = blkdiag ({Xi}i∈Ω) =


X1 0 0

0
. . . 0

0 0 XN

 .
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C. INTERCONNECTION OF LTI SYSTEMS

Now substituting (C.6) into (C.4) the vector u can be extracted

u = M3ux + M4

(
Cpx + Dpu

)(
I − M4 Dp

)
u = M3ux + M4Cpx

where by defining
E =

(
I − M4 Dp

)−1
(C.7)

we get
u = E

(
M4Cpx + M3ux

)
. (C.8)

Substituting (C.8) into (C.5)

ẋ = Apx + BpE
(
M4Cpx + M3ux

)
=

(
Ap + BpEM4Cp

)
x + BpEM3ux

a comparing to (C.1), the A and B matrices are found

A = Ap + BpEM4Cp

B = BpEM3.

(C.9)
(C.10)

Substituting (C.8) into (C.6)

y = Cpx + DpE
(
M4Cpx + M3ux

)
=

(
Cp + DpEM4Cp

)
x + DpEM3ux,

substituting this result further into (C.3)

yx = M1ux + M2

(
Cp + DpEM4Cp

)
x + DpEM3ux

= M2

(
Cp + DpEM4Cp

)
x +

(
M1 + DpEM3

)
ux

and comparing to (C.2), the C and D matrices are found

C = M2

(
I + DpEM4

)
Cp

D = M1 + DpEM3.

(C.11)

(C.12)

C.1. Minimal representation

Consider now having a subsystem with no dynamics

Ss
i :

ẋs = Asxs + Bsus
ys = Csxs + Dsus,

where As = 0, Bs = 0,Cs = 0. This is an averabundant representation of a simple

Ss : ys = Dsus (C.13)

relation, but it is represented in the full form for two reasons. First, it is the standard format in which a systems,
dynamic or not, enter the merging process and second it illustrates beforehand, that there would be uncontrollable
and unobservable states in the merged representation when using merging eqs. (C.9) to (C.12) over the standard form;
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the resulting merged system would not be in a minimal representation form.
In order to prevent non-minimal representations, it can be observed that the static system (C.13) is an algebraic
relation between input and output, as is the interconnection matrix M. Therefore by incorporating the relation directly
into the interconnection matrix and only then merging by eqs. (C.9) to (C.12) non-minimal representation is avoided.
Recall the eqn. (C.4), we can split the interconnection matrix to separate the inputs us and outputs ys as[

u
us

]
=

[
M3

Ms
3

]
ux +

[
M4 M

s
4

Ms
4 Ls

4

] [
y
ys

]
(C.14)

Now combining (C.13) and (C.14) we get

ys = Ds

(
Ms

3ux + Ms
4y + Ls

4ys

)(
I − DsLs

4

)
ys = Ds Ms

3ux + Ds Ms
4y

where by defining
F =

(
I − DsLs

4

)−1
Ds

we get
ys = FMs

3ux + FMs
4y. (C.15)

Inserting now (C.15) back to (C.14) we get

u = M3ux + M4y + M
s
4ys

=
(
M3 + M

s
4FMs

3

)
ux +

(
M4 + M

s
4FMs

4

)
y

= MN
3 ux + MN

4 y,

where the updated interconnection submatrices are

MN
3 = M3 + M

s
4FMs

3

MN
4 = M4 + M

s
4FMs

4.

(C.16)

(C.17)

Now recall eqn. (C.3)

yx = M1ux +
[

M2 Ms
2

] [ y
ys

]
inserting now (C.15) we get

yx = M1ux + M2y + Ms
2ys

=
(
M1 + Ms

2FMs
3

)
ux +

(
M2 + Ms

2FMs
4

)
y

= MN
1 ux + MN

2 y,

where the updated interconnection submatrices are

MN
1 = M1 + Ms

2FMs
3

MN
2 = M2 + Ms

2FMs
4.

(C.18)

(C.19)
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Algorithm C.1 Merge LTI subsystems

Input: (Ai, Bi,Ci, Di)i=1,...,N , M1, M2, M3, M4
Output: A,B,C,D

1: Initialize Ap, Bp,Cp, Dp = 0, ru = 0, cy = 0
2: for i = 1 to N do
3: if (Ai, Bi,Ci = 0 ∧ Di , 0) then
4: Update M j using eqs. (C.16) to (C.19), j = 1 . . . 4
5: M j = MN

j , j = 1 . . . 4
6: else
7: ru = ru + nu, cy = cy + ny

8: Ap = blkdiag
(
Ap, Ai

)
, Bp = blkdiag

(
Bp, Bi

)
9: Cp = blkdiag

(
Cp,Ci

)
, Dp = blkdiag

(
Dp, Di

)
10: end if
11: end for
12: Merge using eqs. (C.9) to (C.12)
13: return A,B,C,D
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Nomenclature

Roman Symbols
C Heat capacity rate [W/K]; Hazen-Williams rough-

ness coefficient
cp Specific heat capacity [J/kg/K]
d Diameter
f Multiplication factor (of flow)
fD Darcy friction factor
H Total heat transfer coefficient [W/K]
H Hydraulic head
K Hydraulic conductance
L Length
ṁ Mass flow rate [kg/s]
m Mass
N Number of elements
n Number of elements
P Temperature effectiveness [-]
P Power [W]
Q Flow rate
q Heat flow [W]
Re Reynolds number
t Temporal coordinate; time
T Temperature [°C]
V̇ Volumetric flow rate [m3/s]
v Velocity
x System state variable; normalized spatial coordi-

nate; valve stroke
D Diffusion coefficient (matrix)
Greek Symbols
χ Efficiency reduction exponent [-]
ϵ Pipe wall roughness
η Efficiency
µ Dynamic viscosity
ν Kinematic viscosity
ρ Density
σ Oversizing factor [-]
∂t Partial derivative w.r.t. time
∂x Partial derivative w.r.t. space
Subscripts
0 Initial (condition)
a Air (side)
ai Air inlet
ao Air outlet
ba Body-to-air
b Boiler
C Centralized
c Cross-section; capacity
d Discrete; disturbance
D Drop (e.g. of temperature); decentralized
e Electric

g of a graph
h Hydraulic
i Inlet
max Maximal
min Minimal
n Nominal; normalized
nom Nominal
o Outlet; outside
op Operative (temperature)
pi Primary inlet
po Primary outlet
p Primary; parallel; pump
REF Reference; setpoint
sg Solar gain
si Secondary inlet
so Secondary outlet
SP Setpoint; reference
s Heat supply; serial; secondary
tot Total
wi Water inlet
wo Water outlet
w Water (side)
x xth in a row
z Zone
Abbreviations
CNC Automated machining tool
CV Control valve
EEI Energy efficiecy index
FCU Fan coil unit
HQ Head-flow pump characteristics
HVAC Heating, ventilation, and air conditioning
HX Heat exchanger
IAQ Indoor air quality
ID Indoor design (temperature)
I/O Input and output
MCU Microcontroller unit
MPC Model predictive control
OD Outdoor design (temperature)
PCP Power control pump
PCV Power control valve
PICV Pressure-independent control valve
PLC Programmable logic controller
PoE Power-over-Ethernet
PQ Power-flow pump characteristics
QCV Q-valve; power control valve
QP Q-pump; Power control pump
SF Safety factor
Mathematical Symbols
∆ Difference (temperature, pressure, etc.)
diag() Diagonal of a matrix (formed or extracted)
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Feb. 2017. url: https://worldwide.espacenet.com/patent/search?q=pn=CZ2015399A3.
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[216] Jiří Cigler et al. “Beyond theory: the challenge of implementing model predictive control in buildings”. In:

Proceedings of 11th Rehva world congress, Clima. Vol. 250. 2013.
[217] E. L. Duke and Dryden Flight Research Facility. Combining and connecting linear, multi-input, multi-output

subsystem models. National Aeronautics and Space Administration, Ames Research Center, Dryden Flight
Research Center, 1986. Google Books: Tm5GAQAAIAAJ.

[218] Pavel Trnka et al. “Structured Model Order Reduction of Parallel Models in Feedback”. In: IEEE Transactions
on Control Systems Technology 21.3 (May 2013), pp. 739–752. doi: 10.1109/tcst.2012.2192735.
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[226] Jan Široký, Jiří Cvrček, and Jiří Dostál. “The Most Common Heating System Control Errors and the
Possibility of Solving Them with Self-Adjusting Controllers; [Nejčastější chyby regulace otopných systémů
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[C4] Jiří Dostál and Vladimír Havlena. “Convection oriented heat exchanger model”. In: IEEE International
Conference on Control and Automation, ICCA. Vol. 2016-July. Kathmandu, Nepal, 2016, pp. 347–352. doi:
10.1109/ICCA.2016.7505301
Authorship: 80% , WOS citations: 2 , Scopus citations: 2
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[P9] Pavel Trnka and Jiří Dostál. “Anti-windup reference shaping filter for control”. European pat. EP3093718.
Nov. 2016. url: https://register.epo.org/application?number=EP16168196

[P10] Pavel Trnka and Jiří Dostál. “Anti-windup reference shaping filter for control”. U.S. pat. US20160334761.
Nov. 2016. url: https://patentscope.wipo.int/search/en/detail.jsf?docId=US179481457&
_cid=P21-LJ45SQ-97679-1

Conference papers
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