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## Introduction

Today, there are no longer many obstacles to train complex models, such as deep neural networks, due to the enormous computing power of graphical processing units (GPU) or tensor processing units (TPU). Whether one chooses to invest in their own computer or take advantage of cloud environments, getting access to high-quality and powerful hardware is easier than ever. However, many state-of-the-art deep learning models operate as so-called blackbox models - one provides an input and the model returns an output based on learned parameters, often without you knowing what is going on inside, and why that particular output was thrown out by the model. Applications of such models can nowadays be found in many fields, including natural language processing, image processing or time series analysis, where they face the challenge of processing real-world querries of evergrowing size and dimensionality of input data. Not only large data with many observations, which usually require a lot of computing power, but also data whose dimensionality is often larger than the number of observations. Moreover, the models may suffer from the overparameterization in the production-ready stage, which may prolong their response time and puts an unnecesarilly high demand on the computing resources. Another challenge to these models is how to quantify the uncertainty of their outputs. Therefore, having an estimate of the entire distribution of the unknown parameters (in contrast to the point estimate), i.e., capturing their uncertainty, might be more preferable. Not only will this increase the interpretability of the models, but it will also make it possible to embed some prior knowledge about the parameters, which may crucially force a sparser parameterization of the model and thus remove redundant parameters.

Hence, this thesis should give the reader an insight into methods that can deal with the overparameterization in deep learning models using the Bayesian approach and search for the entire distribution of the parameters instead of their point estimates at the output.

The text is divided into three main chapters. The first one is devoted to the necessary theoretical background. This chapter will begin by introducing various probabilistic distributions from the exponential family called priors. Most attention will be paid to the class of shrinkage priors, which allows us to embed our preferences about sparse parameterization. This will be followed by a description of a framework called variational Bayes ( VB ) introducing the reader to the alternative to finding point estimates of parameters. In particular, the relation between Kullback-Leibler (KL) divergence and the evidence lower bound (ELBO) will be defined, which is the key tool in designing methods to approximate the posterior distribution of the parameters. A special case of neural networks, i.e., linear and logistic regression, and a way to approximate the corresponding posterior distributions using a shrinkage prior will be illustrated. The chapter will conclude with a brief insight into multi-instance learning, especially its structure and its difference from conventional machine learning.

The second chapter discusses variational optimization and inference and offers a wide range of methods to approximate the posterior distribution using natural gradients. It will also be shown how efficiently the expensive computation of Hessian matrix or the inverse Fisher information matrix can be avoided with the help of the VB framework. Furthemore, variational alternatives to classical optimizers, such as variational RMSprop and variational ADAM, will be introduced. At the end of the chapter, the author's
proposed algorithm that performs variational inference with the shrinkage prior and helps to find a sparse parameterization of the model will be described.

In the third chapter, the theoretical knowledge and proposed methods from the previous chapters will be applied to three experiments. All of them will be concerned with the search for a sparse parameterization of the models relying on neural networks, assuming the smallest possible increase in the model error. Or, alternatively, in the case of overparameterized neural networks, prune them so that the model error is even more reduced. Each experiment will include a comparison of various methods.

The Julia programming language (version 1.6) is used exclusively for numerical calculations in this thesis and all source code will be available at https://github.com/Kulda16/Sparsity.jl.

## Chapter 1

## Theoretical Background

Let us assume, we observe some data as a particular realization $\left(x_{n, 1}, \ldots, x_{n, K}\right)$ of a random vector, $\boldsymbol{X}_{n, \cdot}=\left(X_{n, 1}, \ldots, X_{n, K}\right)$, consisting of $K$ variables (predictors) and a corresponding realization $y_{n}$ of the random variable, $Y$ (response variable), which we want to model based on the predictors. Then we repeat this process $N$-times and store the values in a matrix form, $\mathbf{X} \in \mathbb{R}^{N \times K}$, (data matrix) and vector form, $\mathbf{y} \in \mathbb{R}^{N}$, until we get a dataset $\mathcal{D}=(\mathbf{y}, \mathbf{X})$. We are interested in obtaining the distribution of parameters $\boldsymbol{\theta}$, after we have observed the dataset $\mathcal{D}$, which we model with Bayes' theorem [4]:

$$
\begin{equation*}
p(\boldsymbol{\theta} \mid \mathcal{D})=\frac{p(\mathcal{D} \mid \boldsymbol{\theta}) p(\boldsymbol{\theta})}{p(\mathcal{D})}=\frac{p(\mathcal{D} \mid \boldsymbol{\theta}) p(\boldsymbol{\theta})}{\int p(\mathcal{D}, \boldsymbol{\theta}) d \boldsymbol{\theta}}=\frac{p(\mathcal{D} \mid \boldsymbol{\theta}) p(\boldsymbol{\theta})}{\int p(\mathcal{D} \mid \boldsymbol{\theta}) p(\boldsymbol{\theta}) d \boldsymbol{\theta}} . \tag{1.1}
\end{equation*}
$$

We will describe the individual objects in Eq. (1.1) and their meaning in more detail. The distribution $p(\boldsymbol{\theta})$ is called the prior distribution (shortly prior) and it represents our prior knowledge of the parameters in model. The distribution $p(\mathcal{D} \mid \boldsymbol{\theta})$, otherwise written as $p(\mathbf{y} \mid \mathbf{X}, \boldsymbol{\theta})$, is viewed as a probabilistic model which assings a probability to each possible output, $\mathbf{y}$, given an input, $\mathbf{X}$, using the set of parameters, $\boldsymbol{\theta}$ [6]. We call it likelihood. The normalization constant, $p(\mathcal{D})$, in the denominator denotes the evidence (or marginal likelihood), which can be computed via marginalizing the parameters out of the joint distribution of data and the parameters, and it is an immutable constant normalizing the posterior distribution. The posterior, $p(\boldsymbol{\theta} \mid \mathcal{D})$, is the distribution which takes both prior knowledge and data into account [45].

Obtaining the posterior will be vital for this work as it allows us to describe the uncertainty of all parameters in the probabilistic model. As it turns out, we cannot calculate the posterior analytically in the vast majority of cases because of the integral in Eq. (1.1), so we need to choose procedures and approximations to estimate this distribution as accurately as possible. It will also be shown how this calculation relates to sparse parameterization, which will lead to less complex models and increase their interpretability.

### 1.1 Exponential Family

Consider $K$ i.i.d. ${ }^{1}$ random variables, $\boldsymbol{X}=\left(X_{1}, \ldots, X_{K}\right)$, and parameter $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{J}\right)$ assumed to belong to an open set $\Theta \subset \mathbb{R}^{J}$. Exponential family is a set of specific distributions whose probability density function (or probability mass function, in case of a discrete random variable) is expressed in the form

$$
\begin{equation*}
p(\mathbf{x} \mid \boldsymbol{\theta})=k(\mathbf{x}) \exp \left\{\sum_{j=1}^{J} t_{j}(\mathbf{x}) \cdot \eta_{j}(\boldsymbol{\theta})-\phi(\boldsymbol{\theta})\right\}, \tag{1.2}
\end{equation*}
$$

[^0]where $k(\mathbf{x})$ is a non-negative real function called base measure, $\boldsymbol{\eta}(\boldsymbol{\theta})$ stands for the natural parameter, $\phi(\boldsymbol{\theta})$ is referred to as a log-normalizer, and $\mathbf{t}(\mathbf{x})$ is sufficient statistic [10]. If $\boldsymbol{\eta}(\boldsymbol{\theta})=\boldsymbol{\theta}$, then the exponential family is said to be in the canonical form. Moreover, if $\mathbf{t}(\mathbf{x})=\mathbf{x}$ holds, then we are talking about a natural exponential family. Exponential family includes many of well-known and common distributions, such as normal (Gaussian), exponential, gamma, Bernoulli, Wishart, binomial, chi-squared, etc.

Let us derive three simple examples of distributions in the form of the Eq. (1.2) to obtain their natural parameters. We include them because the insights from these examples will be used extensively later.

## Bernoulli distribution

Let $K=1, J=1$ and $p(x \mid \pi)$ be Bernoulli distribution with unknown parameter $\pi \in[0,1]$ :

$$
\begin{align*}
p(x \mid \theta=\pi) & =\pi^{x}(1-\pi)^{1-x} \\
& =\exp \{x \log (\pi)+(1-x) \log (1-\pi)\} \\
& =\underbrace{1}_{k(x)} \cdot \exp \{\underbrace{x}_{t(x)} \cdot \underbrace{\log \left(\frac{\pi}{1-\pi}\right)}_{\eta(\theta)}-\underbrace{(-\log (1-\pi))}_{\phi(\theta)}\} . \tag{1.3}
\end{align*}
$$

In Eq. (1.3), one can notice that the natural parameter for the Bernoulli distribution is the so-called logit function: $\eta(\theta=\pi)=\log \left(\frac{\pi}{1-\pi}\right)=\operatorname{logit}(\pi)$. By the inverse parameter mapping we obtain logistic function: $\theta(\eta)=\frac{1}{1+\exp (-\eta)}=\operatorname{logistic}(\eta)$. These two functions are shown for illustration in Fig. 1.1, as they will appear in later chapters.


Figure 1.1: The logit and logistic functions.

## Gamma distribution

Let $K=1, J=2$ and $p(x \mid \alpha, \beta)$ be Gamma distribution with unknown parameters $\alpha$ and $\beta$ :

$$
\begin{align*}
p(x \mid \boldsymbol{\theta}=(\alpha, \beta)) & =\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} \exp \{-\beta x\} \\
& =1 \cdot \exp \{(\alpha-1) \log (x)-\beta x-(\log (\Gamma(\alpha))-\alpha \log (\beta))\} \\
& =\underbrace{1}_{k(x)} \exp \{\underbrace{\log (x), x)}_{\mathbf{t}(x)} \cdot \underbrace{\binom{\alpha-1}{-\beta}}_{\boldsymbol{\eta}(\boldsymbol{\theta})}-\underbrace{(\log (\Gamma(\alpha))-\alpha \log (\beta))}_{\phi(\boldsymbol{\theta})}\} . \tag{1.4}
\end{align*}
$$

The gamma distribution also contains a gamma function represented by the capital letter gamma from the Greek alphabet $\Gamma($.$) , which is defined as follows:$

$$
\Gamma(\alpha)=\int_{0}^{+\infty} x^{\alpha-1} \exp (-x) d x
$$

## Univariate Gaussian distribution

Let $K=1, J=2$ and $p\left(x \mid \mu, \sigma^{2}\right)$ be Gaussian distribution with the unknown mean parameter $\mu$ and unknown variance parameter $\sigma^{2}$ :

$$
\begin{array}{rl}
p\left(x \mid \boldsymbol{\theta}=\left(\mu, \sigma^{2}\right)\right) & =\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right\} \\
& =\frac{1}{\sqrt{2 \pi}} \exp \left\{-\log (\sigma)-\frac{x^{2}}{2 \sigma^{2}}+\frac{\mu x}{\sigma^{2}}-\frac{\mu^{2}}{2 \sigma^{2}}\right\}  \tag{1.5}\\
& =\underbrace{\frac{1}{\sqrt{2 \pi}}}_{k(x)} \exp \{\underbrace{\left(x, x^{2}\right)}_{\mathbf{t}(x)} \cdot \underbrace{\left(\frac{\mu}{\sigma^{2}}\right.}_{\boldsymbol{\eta}(\boldsymbol{\theta})} \frac{1}{2 \sigma^{2}})
\end{array} \underbrace{\left(\log (\sigma)+\frac{\mu^{2}}{2 \sigma^{2}}\right)}_{\phi(\boldsymbol{\theta})}\} .
$$

## Multivariate Gaussian distribution

For general $K$ and $J$ let $p(\mathbf{x} \mid \boldsymbol{\mu}, \boldsymbol{\Sigma})$ be multivariate Gaussian distribution with the unknown mean vector parameter $\boldsymbol{\mu}$ and the unknown covariance matrix $\boldsymbol{\Sigma}$ :

$$
\begin{align*}
p(\mathbf{x} \mid \boldsymbol{\theta}=(\boldsymbol{\mu}, \boldsymbol{\Sigma})) & =\frac{1}{(2 \pi)^{N / 2}} \frac{1}{|\boldsymbol{\Sigma}|^{1 / 2}} \exp \left\{-\frac{1}{2}(\mathbf{x}-\boldsymbol{\mu})^{T} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\boldsymbol{\mu})\right\} \\
& =(2 \pi)^{-N / 2} \exp \left\{-\frac{1}{2}\left(\mathbf{x}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{x}+\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}-2 \mathbf{x}^{T} \boldsymbol{\mu}\right)-\frac{1}{2} \log (|\boldsymbol{\Sigma}|)\right\} \\
& =\underbrace{(2 \pi)^{-N / 2}}_{k(\mathbf{x})} \exp \{\boldsymbol{\mu}^{T} \mathbf{x}-\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma}^{-1} \mathbf{x} \mathbf{x}^{T}\right)-\underbrace{\left(\frac{1}{2} \boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}+\frac{1}{2} \log (|\boldsymbol{\Sigma}|)\right.}_{\phi(\boldsymbol{\theta})})\} . \tag{1.6}
\end{align*}
$$

The derivation, which can be found in more detail in [11], takes advantage of a typical property of the trace operator, i.e., it is invariant under cyclic permutations. The final step is to express sufficient statistics
and the natural parameter:

$$
\mathbf{t}(\mathbf{x})=\binom{\mathbf{x}}{\mathbf{x x}^{T}}, \quad \boldsymbol{\eta}(\boldsymbol{\theta})=\binom{\boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}}{-\frac{1}{2} \boldsymbol{\Sigma}^{-1}}
$$

### 1.2 Conjugate Exponential Family Priors

As stated above, to obtain the exact posterior within the Bayes' theorem in Eq. (1.1) is nearly an impossible task. To properly normalize this distribution, we need to compute the integral of the joint distribution, $p(\mathbf{x}, \boldsymbol{\theta})$, over the unknown parameters, which in many cases (mostly in higher dimensions) is intractable. To avoid the numerical integration or approximations [21], we study the conjugate systems that allow for closure of the Bayes' theorem under an analytically tractable solution. In other words, if the likelihood and prior distributions are in the same probability distribution family, e.g., in exponential family, then they are called conjugate distributions and prior a conjugate prior. More specifically, if the likelihood function has a functional form that holds structural similarities to the functional form of the prior distribution, then the posterior distribution which preserves the form of the prior exists. The main benefit of conjugate probability distribution systems is the existence of a closed-form solution for updating the sufficient statistics of the posterior, which also belongs to the particular family [12].
Let's give two examples.

## Exponential likelihood and Gamma prior

As mentioned before, both the exponential and gamma distributions belong to the exponential family. Consider $K$ i.i.d. observations with the exponential likelihood function, $p(\mathbf{x} \mid \lambda)=\prod_{k=1}^{K} \lambda \exp \left(-\lambda x_{k}\right)$, and the gamma prior, $p(\lambda)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} \lambda^{\alpha-1} \exp (-\beta \lambda)$, where $\lambda \in \mathbb{R}^{+}$is the rate and $\alpha, \beta$ are the prior hyperparameters. Then by inserting these expressions into the Eq. (1.1) and using proportionality up to the normalizing factor, i.e., the $\alpha$-sign, we obtain the unnormalized posterior in the form of the gamma distribution,

$$
\begin{align*}
p(\lambda \mid \mathbf{x}) & =\frac{\lambda^{K} \exp \left(-\lambda \sum_{k=1}^{K} x_{k}\right) \frac{\beta^{\alpha}}{\Gamma(\alpha)} \lambda^{\alpha-1} \exp (-\beta \lambda)}{\int_{0}^{+\infty} \lambda^{K} \exp \left(-\lambda \sum_{k=1}^{K} x_{k}\right) \frac{\beta^{\alpha}}{\Gamma(\alpha)} \lambda^{\alpha-1} \exp (-\beta \lambda) d \lambda}  \tag{1.7}\\
& \propto \lambda^{K+\alpha-1} \exp \left(-\lambda\left(\sum_{k=1}^{K} x_{k}+\beta\right)\right) .
\end{align*}
$$

Thus, the hyperparameters of the gamma posterior of $\lambda$ are

$$
\begin{aligned}
\alpha & \rightarrow \alpha+K \\
\beta & \rightarrow \beta+\sum_{k=1}^{K} x_{k} .
\end{aligned}
$$

## Gaussian likelihood and Inverse gamma prior

Other members that, too, belong to the exponential family are the Gaussian (normal) and Inverse gamma distributions. Again, consider $K$ i.i.d. observations drawn from the Gaussian likelihood function with the known $\mu$ parameter and the unknown variance, $p\left(\mathbf{x} \mid \mu, \sigma^{2}\right)=\prod_{k=1}^{K} \frac{1}{\sqrt{\left(2 \pi \sigma^{2}\right)}} \exp \left(-\frac{\left(x_{k}-\mu\right)^{2}}{2 \sigma^{2}}\right)$. Now we choose the prior on the variance as the inverse gamma distribution, $p\left(\sigma^{2}\right)=\frac{\beta^{\alpha}}{\Gamma(\alpha)}\left(\sigma^{2}\right)^{-\alpha-1} \exp \left(-\frac{\beta}{\sigma^{2}}\right)$, where $\sigma^{2} \in \mathbb{R}^{+}$and $\alpha, \beta$ are hyperparameters.

After inserting these expressions into Eq. (1.1) and using proportionality sign, $\propto$, we obtain the unnormalized posterior in the form of the inverse gamma distribution:

$$
\begin{align*}
p\left(\sigma^{2} \mid \mathbf{x}, \mu\right) & =\frac{\frac{1}{\left(2 \pi \sigma^{2}\right)^{K / 2}} \exp \left(-\frac{1}{2} \sum_{k=1}^{K} \frac{\left(x_{k}-\mu\right)^{2}}{\sigma^{2}}\right) \frac{\beta^{\alpha}}{\Gamma(\alpha)}\left(\sigma^{2}\right)^{-\alpha-1} \exp \left(-\frac{\beta}{\sigma^{2}}\right)}{\int_{0}^{+\infty} \frac{1}{\left(2 \pi \sigma^{2}\right)^{K / 2}} \exp \left(-\frac{1}{2} \sum_{k=1}^{K} \frac{\left(x_{k}-\mu\right)^{2}}{\sigma^{2}}\right) \frac{\beta^{\alpha}}{\Gamma(\alpha)}\left(\sigma^{2}\right)^{-\alpha-1} \exp \left(-\frac{\beta}{\sigma^{2}}\right) d \sigma^{2}}  \tag{1.8}\\
& \propto\left(\sigma^{2}\right)^{-\alpha-\frac{K}{2}-1} \exp \left(-\frac{1}{\sigma^{2}}\left(\frac{\sum_{k=1}^{K}\left(x_{k}-\mu\right)^{2}}{2}+\beta\right)\right)
\end{align*}
$$

Thus, the hyperparameters of the inverse gamma posterior of $\sigma^{2}$ are

$$
\begin{aligned}
& \alpha \rightarrow \alpha+\frac{K}{2} \\
& \beta \rightarrow \beta+\frac{\sum_{k=1}^{K}\left(x_{k}-\mu\right)^{2}}{2}
\end{aligned}
$$

### 1.3 Non-informative Priors

In some applications, it is possible to have prior knowledge about the parameters of the model, often acquired via an expert's opinion on the real-world system. For example, if the prior assigns zero probability to a certain value of a random variable, then the posterior distribution necessarily assigns zero probability to that value, irrespective of any subsequent observations of data [4]. This forces a sparse parameterization of the model (but more on that later).

On the other hand, if we do not know anything about the parameters, $\boldsymbol{\theta}$, and do not want to introduce new information into the model, we can use non-informative priors. For example, when nothing is known about $\boldsymbol{\theta}$ in advance, we choose $p(\boldsymbol{\theta})$ in the form of the uniform distribution, which assigns the same probability to all possible outcomes of $\boldsymbol{\theta}$ [49]. Because the domain of the parameter, $\boldsymbol{\theta}$, may be unbounded, the problem with proper normalization of $p(\boldsymbol{\theta})$ arrises, i.e., the integral over $\boldsymbol{\theta}$ may diverge. Such priors are called improper, and, in practise, they are used provided that the corresponding posterior can be normalized [4].

In such cases, the so-called Jeffreys prior is widely adopted. It is defined as follows:

$$
\begin{equation*}
p(\boldsymbol{\theta}) \propto \sqrt{\operatorname{det}(\mathbf{F}(\boldsymbol{\theta}))} \tag{1.9}
\end{equation*}
$$

where $\mathbf{F}$ stands for Fisher information matrix. Its key feature is the invariance under any differentiable transformation [44].

### 1.4 Shrinkage Priors

The main focus of this thesis is to find parameterizations of probabilistic models, as this allows us to achieve less complexity and better interpretability of its outputs. Moreover, in high-dimensional models with many predictors, the overfitting is often encountered. Penalization techniques are then used to counteract this phenomenon. Specifically, the so-called shrinkage priors aim to shrink small effects to zero while maintaining dominant and large effects [53]. In other words, we want as many non-significant parameters as possible to be zero, which will reduce model complexity and increase its interpretability.

### 1.4.1 Automatic Relevance Determination

Automatic Relevance Determination (ARD) is a technique in Bayesian framework, which requires the use of a certain type of prior on a parameter whose relevance needs to be determined. We usually place Gaussian priors on parameters and then hyper-priors on their scales [30]. If we set the prior as the Gaussian distribution with the zero mean vector, then the main benefit of ARD is that any unneccessary parameters are automatically forced to zero [55]. We can write the prior for all the parameters in the probabilistic model, $\boldsymbol{\theta}$, including their possible hyperparameters, $\boldsymbol{\alpha}$, as the integral over their joint distribution

$$
\begin{equation*}
p(\boldsymbol{\theta}, \boldsymbol{\alpha}) \longrightarrow p(\boldsymbol{\theta})=\int p(\boldsymbol{\theta}, \boldsymbol{\alpha}) d \boldsymbol{\alpha}=\int p(\boldsymbol{\theta} \mid \boldsymbol{\alpha}) p(\boldsymbol{\alpha}) d \boldsymbol{\alpha} \tag{1.10}
\end{equation*}
$$

where $p(\boldsymbol{\theta} \mid \boldsymbol{\alpha})$ is chosen as Gaussian. ARD priors are also referred to as Gaussian scale mixtures (GSM) [3], which is defined to be a zero mean Gaussian conditional on its scales with fixed variance $\sigma^{2}$

$$
\begin{equation*}
p\left(\theta_{j}\right)=\int \underbrace{\mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right) p\left(\alpha_{j}\right)}_{\text {hierarchical parameterization }} d \alpha_{j}, \tag{1.11}
\end{equation*}
$$

where $j=1, \ldots, J$. This parametrization is also called hierarchical.

## Spike and Slab prior

Mixture priors with spike and slab components are widely used for predictor selection. The spike component, which concentrates its mass around values close to zero, allows us to shrink the small effects to zero, whereas the slab component has its mass spread over a wide range of plausible values of the parameters [32]. Let $\boldsymbol{\theta} \in \mathbb{R}^{J}$ be parameters with hyperparemeters $\boldsymbol{\alpha}$ acting element-wisely on fixed variance $\sigma^{2}$ and

$$
\begin{align*}
\left(\theta_{j} \mid \alpha_{j}, \sigma^{2}\right) & \sim \mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right)  \tag{1.12}\\
\alpha_{j} & \sim \operatorname{Bernoulli}(\pi)
\end{align*}
$$

By substituting Eq. (1.12) into the Eq. (1.11), we obtain

$$
\begin{equation*}
p_{\text {spike and slab }}\left(\theta_{j}\right)=\sum_{\alpha_{j} \in\{0,1\}} \mathcal{N}\left(\theta_{j} \mid \alpha_{j}^{2} \sigma^{2}\right) p\left(\alpha_{j}\right)=\pi \mathcal{N}\left(\theta_{j} \mid 0, \sigma^{2}\right)+(1-\pi) \delta\left(\theta_{j}\right) \tag{1.13}
\end{equation*}
$$

where $\delta($.$) denotes the Dirac function. Proof of convergence \mathcal{N}\left(\theta_{j} \mid 0, \alpha_{j}^{2} \sigma^{2}\right) \rightarrow \delta\left(\theta_{j}\right)$ for $\alpha_{j} \rightarrow 0$ in space of generalized functions (or distributions) can be found in [26]. The random variable $\alpha_{j}^{2} \sim \operatorname{Bernoulli}(\pi)$ implies the prior on Gaussian's variance to be also Bernoulli [30].

## Laplace prior

One of the most famous shrinkage priors is the Laplace prior. Using the exponential mixing with prior $\alpha_{j}^{2}$ on the variance $\sigma^{2}, \alpha_{j}^{2} \sim \operatorname{Exp}(2)$,

$$
\begin{align*}
\left(\theta_{j} \mid \alpha_{j}^{2}, \sigma^{2}\right) & \sim \mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right),  \tag{1.14}\\
\alpha_{j}^{2} & \sim \operatorname{Exp}(2)
\end{align*}
$$

we can obtain the corresponding prior on the standard deviation $\alpha_{j}$ to express the Laplace prior in the form of the GSM. Based on the proof in [27], such a standard-deviation prior is the Rayleigh distribution with its scale parameter equal to $1, p\left(\alpha_{j}\right)=\alpha_{j} \exp \left(-\frac{\alpha_{j}^{2}}{2}\right)$. Eventually, we get the Laplace prior formula

$$
\begin{equation*}
p_{\text {Laplace }}\left(\theta_{j}\right)=\int \mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right) \operatorname{Rayleigh}(1) d \alpha_{j} . \tag{1.15}
\end{equation*}
$$

## Student-t prior

Another prior distribution we are concerned with is the Student-t prior [3] with zero mean, $v$ degrees of freedom and the scale parameter $\frac{\sigma^{2}}{\lambda}$ :

$$
\begin{align*}
\left(\theta_{j} \mid \alpha_{j}^{2}, \sigma^{2}\right) & \sim \mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right), \\
\left(\alpha_{j}^{2} \mid v, \lambda\right) & \sim \text { Inverse-Gamma }\left(\frac{v}{2}, \frac{v}{2 \lambda}\right),  \tag{1.16}\\
\lambda & \sim \text { Half-Cauchy }(0,1) .
\end{align*}
$$

For the inverse-gamma prior on the variance $\sigma^{2}$, there exists a corresponding prior on the standard deviation in the form of the inverse-Nakagami distrubution [29]. Larger values of $\lambda$ result in more shrinkage to the mean. Student-t prior can also be expressed in the form of GSM

$$
\begin{equation*}
p_{\text {Student-t }}\left(\theta_{j} \mid v, 0, \frac{\sigma^{2}}{\lambda}\right)=\int \mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right) \text { Inverse-Nakagami }\left(\frac{v}{2}, \frac{v^{2}}{4 \lambda}\right) d \alpha_{j} . \tag{1.17}
\end{equation*}
$$

## Horseshoe prior

We introduce the horseshoe prior originally proposed in [9] and according to our notation, put it into the concept of GSM. We write

$$
\begin{align*}
\left(\theta_{j} \mid \alpha_{j}, \sigma^{2}\right) & \sim \mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right)  \tag{1.18}\\
\alpha_{j} & \sim \operatorname{Half}-\operatorname{Cauchy}(0,1),
\end{align*}
$$

where Half-Cauchy distribution describes the standard deviation $\alpha_{j}$. The corresponding prior on the variance cannot be analytically expressed but, there is no problem to write horseshoe prior as GSM:

$$
\begin{equation*}
p_{\text {horseshoe }}\left(\theta_{j}\right)=\int \mathcal{N}\left(0, \alpha_{j}^{2} \sigma^{2}\right) \text { Half-Cauchy }(0,1) d \alpha_{j} . \tag{1.19}
\end{equation*}
$$

The prior distributions on the standard deviation or the variance discussed in subsection, including their corresponsing GSM priors, are summarized in Table 1.1.

| Standard deviation prior $p\left(\alpha_{j}\right)$ | Variance prior $p\left(\alpha_{j}^{2}\right)$ | Marginal prior $p\left(\theta_{j}\right)$ |
| :---: | :---: | :---: |
| Bernoulli | Bernoulli | Spike and Slab |
| Rayleigh | Exponential | Laplace |
| Inverse-Nakagami | Inverse-Gamma | Student-t |
| Half-Cauchy | Unnamed | Horseshoe |

Table 1.1: Standard deviation priors $p\left(\alpha_{j}\right)$ and their corresponding GSM priors $p\left(\theta_{j}\right)$.

In practice, and, in the case of the following Bayesian regression example, it is common to choose the so-called precision hyperparameter as a multiplicative factor in front of the variance with the following, simple reparameterization:

$$
\begin{equation*}
\alpha_{j}^{-2}=\psi_{j}, j=1, \ldots, J . \tag{1.20}
\end{equation*}
$$

For example, the inverse-Gamma prior then switches to the Gamma precision prior.

### 1.5 Variational Bayesian Framework

As already mentioned in Eq. (1.1) we can not always find the normalization constant for posterior (especially in higher dimensions). However, we still want to estimate it in some way so that we can capture as much uncertainty in the system as possible. Variational inference (or Variational Bayes) is therefore widely used to approximate the posterior for Bayesian models [5].

### 1.5.1 Setup and Goal of Variational Bayes

Let $\mathcal{D}=(\mathbf{y}, \mathbf{X})$ be an available dataset. Within Bayesian framework, the vector of latent variables $\mathbf{z}$ has been adopted as a designation for the parameters known from above sections as $\boldsymbol{\theta}$. This is because we want to estimate not only the mapping between $\mathbf{X}$ and $\mathbf{y}$, that are observed directly, but also hidden variables that are not but rather inferred from others [7]. Given the probabilistic model $p(\mathcal{D}, \mathbf{z})$ to model data $\mathcal{D}$ using the latent variable vector $\mathbf{z}$. The goal of Variational Bayes is computing (or rather inferring) the posterior $p(\mathbf{z} \mid \mathcal{D})$ using Bayes's theorem.

### 1.5.2 KL Divergence and Evidence Lower Bound

Let us now modify and put the latent variables into Eq. (1.1):

$$
\begin{equation*}
p(\mathbf{z} \mid \mathcal{D})=\frac{p(\mathcal{D} \mid \mathbf{z}) p(\mathbf{z})}{p(\mathcal{D})}=\frac{p(\mathcal{D} \mid \mathbf{z}) p(\mathbf{z})}{\int p(\mathcal{D}, \mathbf{z}) d \mathbf{z}}=\frac{p(\mathcal{D} \mid \mathbf{z}) p(\mathbf{z})}{\int p(\mathcal{D} \mid \mathbf{z}) p(\mathbf{z}) d \mathbf{z}} \tag{1.21}
\end{equation*}
$$

The problem here is the marginal, $p(\mathcal{D})$. In Eq. (1.7) or Eq. (1.8) we worked in terms of the proportional and later on we found normalization contants (or we recognized the kernel of distribution). In general, the dimensionality of the space and complexity of the integrand may prohibit numerical integration and not always we have a closed-form analytical solution [4]. We consider the integral simply intractable and if we do not have the marginal, then we do not have a full $p(\mathbf{z} \mid \mathcal{D})$.

We introduce the surrogate $q(\mathbf{z})$, with which we might be able to capture most of the posterior information and still be able to handle it:

$$
\begin{equation*}
q(\mathbf{z}) \approx p(\mathbf{z} \mid \mathcal{D}) \tag{1.22}
\end{equation*}
$$

To find as good surrogate as possible we want to optimize over functions ${ }^{2}$. We also need some metric to evaluate a goodness of the fit of $p(\mathbf{z} \mid \mathcal{D})$ and our surrogate. There are many such metrics (see [41] for more), but in this case we use the Kullback-Leibler (KL) divergence [19]:

$$
\begin{equation*}
K L(q(\mathbf{z}) \| p(\mathbf{z} \mid \mathcal{D}))=-\int q(\mathbf{z}) \log \left(\frac{p(\mathbf{z} \mid \mathcal{D})}{q(\mathbf{z})}\right) d \mathbf{z} \tag{1.23}
\end{equation*}
$$

The KL divergence result tells us how similar the two distributions are.

[^1]Note. Technically speaking, KL divergence is not a true metric, as it generally does not satisfy the metric symmetry axiom, i.e.:

$$
K L(q \| p) \neq K L(p \| q), \forall p, q
$$

That is why it is called a divergence. But other metric axioms are fulfilled.
The problem then moves on to minimization of

$$
\begin{equation*}
q^{\star}(\mathbf{z})=\underset{q(\mathbf{z}) \in Q}{\arg \min } K L(q(\mathbf{z}) \| p(\mathbf{z} \mid \mathcal{D})), \tag{1.24}
\end{equation*}
$$

where $Q$ is some family of distribution (e.g. exponential). But we still do not have a solution to the problem in Eq. (1.21), because if we knew the posterior $p(\mathbf{z} \mid \mathcal{D})$, then we would not have to solve the minimization of the KL divergence. By expanding the definition (full proof can be found here [18]):

$$
\begin{equation*}
K L(q(\mathbf{z}) \| p(\mathbf{z} \mid \mathcal{D}))=-\underbrace{\int q(\mathbf{z}) \log \left(\frac{p(\mathbf{z}, \mathcal{D})}{q(\mathbf{z})}\right) d \mathbf{z}}_{\text {Evidence Lower Bound, } \mathcal{L}(q(\mathbf{z}))}+\log (p(\mathcal{D})) \tag{1.25}
\end{equation*}
$$

we obtain the KL divergence and Evidence Lower Bound relationship. Logarithm of $p(\mathcal{D})$ is called logevidence and although we do not have direct access to it, its value is always smaller or equal to zero. On the other hand, KL divergence is always a non-negative quantity. It follows that the ELBO is always smaller or equal to the log-evidence. The equality $\mathcal{L}(q(\mathbf{z}))=\log (p(\mathcal{D}))$ holds if and only if

$$
\begin{equation*}
K L(q(\mathbf{z}) \| p(\mathbf{z} \mid \mathcal{D}))=0 \tag{1.26}
\end{equation*}
$$

which means, that our surrogate is a true posterior. Now we can solve the variational Bayes task, because we found equivalent solveable problem to Eq. (1.24):

$$
\begin{equation*}
q^{\star}(\mathbf{z})=\underset{q(\mathbf{z}) \in Q}{\arg \max } \mathcal{L}(q(\mathbf{z})) \tag{1.27}
\end{equation*}
$$

This variation task is extensive just because the families can be really large and searching them all is a lengthy process. Therefore, in our case, we select one particular distribution from a particular family and numerically optimize its parameters. So, in Eq. (1.27) let $Q=\left\{q_{\text {opt }}\right\}$, where $q_{\text {opt }}$ is our chosen distribution (such as Gaussian, etc.) parameterized by some parameters we would like to optimize (for example $\boldsymbol{\eta}$ ) and the optimization problem then transitions to the problem of:

$$
\begin{equation*}
\boldsymbol{\eta}^{\star}=\underset{\boldsymbol{\eta}}{\arg \max } \mathcal{L}\left(q_{\mathrm{opt}}(\mathbf{z} \mid \boldsymbol{\eta})\right) \tag{1.28}
\end{equation*}
$$

### 1.6 Bayesian Neural Networks

Given an observed dataset $\mathcal{D}=(\mathbf{y}, \mathbf{X})$ and based on [42] we introduce a fully connected artificial neural network (ANN) with $L$ hidden layers in the following way:

$$
\begin{align*}
\mathbf{h}^{(0)}=\mathbf{X}, \mathbf{h}^{(l)} & =\mathbf{a}\left(\mathbf{W}^{(l)} \mathbf{h}^{(l-1)}+\mathbf{b}^{(l)}\right), l=1, \ldots, L \\
\mathbf{y} & =\mathbf{a}^{\text {out }}\left(\mathbf{W}^{(L+1)} \mathbf{h}^{(L)}\right) \tag{1.29}
\end{align*}
$$

where $\mathbf{a}($.$) represents an activation function, \mathbf{a}^{\text {out }}($.$) an output activation function$ and $\left\{\mathbf{W}^{(l)}, \mathbf{b}^{(l)}\right\}_{l=1}^{L+1}$ is a set of all parameters (weights and biases) in an ANN. The goal of using such an ANN described in Eq. (1.29)
is to find the proper mapping $\mathbf{y}=\mathbf{f}(\mathbf{X}, \boldsymbol{\theta})$ from $\mathbf{X}$ to $\mathbf{y}$ and learn the parameters $\boldsymbol{\theta}=\left\{\mathbf{W}^{(l)}, \mathbf{b}^{(l)}\right\}_{l=1}^{L+1}$ based on training epochs. However, within Bayesian framework, it is possible to model neural networks probabilistically and view the parameters as random variables for which we want to estimate uncertainty given the data. It is a supervised-learning task in machine learning, since we have labeled dataset.

Bayesian Neural Networks (BNN) utilize probabilistic layers with which we can capture uncertainty over all parameters in model (weights, biases and hyperparameters) and they are trained using Bayesian inference [20]. First we select the prior $p(\boldsymbol{\theta})$, which represents our prior belief of the parameters configuration (to force sparsity in BNN it could be used one of the shrinkage priors), choose the model likelihood $p(\mathcal{D} \mid \boldsymbol{\theta})$ (depending on regression or classification task) and via variational inference infer the posterior of all parameters.

### 1.6.1 Activation Functions

In every hidden and output layer of neural networks the activation function can be found. This is a transformation of the weighted inputs, the output of which follows to the next layer. If we use other than linear activation function, it can help the network to learn complex data, compute and learn almost any dependence between inputs and output [31]. The activation functions are here written in form of vector functions, since their output is generally a vector or even matrix, not a single number. But each of its components is the same in the particular layer.

Here are five examples of activation functions (taken mostly from [4]) used in this work:

## 1. Identity

The simplest activation function is the linear identity function, which is defined as $f_{\mathrm{ld}}(x)=x$. We list it here only for interest, since if we choose it as an activation to the output layer in a network without any hidden layer, we get a classical linear regression problem in relation to Eq. (1.29):

$$
\begin{equation*}
\mathbf{y}=\mathbf{a}^{\text {out }}(\mathbf{X} \boldsymbol{\theta}), \text { where } a_{n}^{\text {out }}(.)=f_{\mathrm{ld}}(.) \forall n=1, \ldots, N . \tag{1.30}
\end{equation*}
$$

## 2. Rectified Linear Unit (ReLU)

ReLU is widely used in hidden layers in deep networks, because of its computational efficiency, non-linearity and simplicity [1]. We define the ReLU activation in each its component as

$$
\begin{equation*}
f_{\operatorname{ReLU}}(x)=\max \{0, x\} \text {, collectively as } \mathbf{a}(.)=\mathbf{f}_{\operatorname{ReLU}}(.) . \tag{1.31}
\end{equation*}
$$

We just need to pick the maximum and not to perform expensive exponential operations as in sigmoid.
3. Sigmoid (Logistic function)

Logistic function is used as an activation mostly in output layer in logistic regression, when we would like to classify the output into two classes. It was already proposed in Eq. (1.3) and plotted in Fig. 1.1. We define the logistic activation function as

$$
\begin{equation*}
f_{\text {sigmoid }}(x)=\frac{1}{1+\exp (-x)}, \text { collectively as } \mathbf{a}^{\text {out }}(.)=\mathbf{f}_{\text {sigmoid }}(.) . \tag{1.32}
\end{equation*}
$$

Its good feature is output scaling between zero and one, which can also be interpreted as a probability.

## 4. Hyperbolic tangent

Hyperbolic tangent activation is often used as an alternative to logistic function, because of its same S -shape. It is defined, as follows

$$
\begin{equation*}
f_{\mathrm{tanh}}(x)=\frac{\exp (x)-\exp (-x)}{\exp (x)+\exp (-x)}=\tanh (x), \text { collectively as } \mathbf{a}^{\text {out }}(.)=\mathbf{f}_{\text {tanh }}(.) . \tag{1.33}
\end{equation*}
$$

Unlike the logistic function, the output of this activation function is scaled between minus one and one [4].

## 5. Softmax

A generalized version of the logistic function is the softmax function, which is often found in the output layer of multi-class classification up to $K$ classes. This extends the properties of the logistic function, so that each value of the output component in softmax is restricted to the interval zero to one and their total sum equals to one. Softmax function $\mathbf{f}_{\text {softmax }}: \mathbb{R}^{K} \rightarrow(0,1)^{K}$ is defined, as follows

$$
\begin{equation*}
f_{\text {softmax }}(\mathbf{x})_{n}=\frac{\exp \left(x_{n}\right)}{\sum_{k=1}^{K} \exp \left(x_{k}\right)} \forall n=1, \ldots, N \text {, collectively as } \mathbf{a}^{\text {out }}(.)=\mathbf{f}_{\text {softmax }}(.) \tag{1.34}
\end{equation*}
$$

### 1.6.2 Point Estimates

We assume that the observed data is i.i.d with the likelihood

$$
\begin{equation*}
p(\mathcal{D} \mid \boldsymbol{\theta})=\prod_{n=1}^{N} p\left(y_{n} \mid \mathbf{X}_{n}, \boldsymbol{\theta}\right), \tag{1.35}
\end{equation*}
$$

where $\mathbf{X}_{n}$ represents the $n$-th row of data matrix $\mathbf{X}$ (i.e. one observation of $K$ predictors). The parameters can be learnt by maximum likelihood estimation (MLE) principle

$$
\begin{equation*}
\boldsymbol{\theta}^{\mathrm{MLE}}=\underset{\boldsymbol{\theta}}{\arg \max } \log p(\mathcal{D} \mid \boldsymbol{\theta})=\underset{\boldsymbol{\theta}}{\arg \min }-\log p(\mathcal{D} \mid \boldsymbol{\theta}) . \tag{1.36}
\end{equation*}
$$

If we add a shrinkage prior $p(\boldsymbol{\theta})$ from Table 1.1 to the likelihood, we obtain a regularization, which penalizes the parameters during the training [6]:

$$
\begin{equation*}
\boldsymbol{\theta}_{\text {penalized }}^{\mathrm{NLE}}=\underset{\boldsymbol{\theta}}{\arg \max } \log p(\mathcal{D} \mid \boldsymbol{\theta}) p(\boldsymbol{\theta})=\underset{\boldsymbol{\theta}}{\arg \min }-(\log p(\mathcal{D} \mid \boldsymbol{\theta})+\log p(\boldsymbol{\theta})) . \tag{1.37}
\end{equation*}
$$

The objective in Eq. (1.36) and Eq. (1.37) is called loss function (or cost function) [4], which we would like to optimize. This task is typically achieved by gradient-based methods (optimizers). The disadvantage of this approach is only the point estimate of the parameters, which does not tell us much about their uncertainty.

### 1.6.3 Posterior Distribution

To capture the uncertainty in the whole network, posterior is then computed via Bayes' theorem described in Eq. (1.1) or approximated via maximizing the ELBO and represents the updated belief of how likely the network parameters are given the observations. We can then calculate its moments and it also can be used to predict the new response $y_{N+1}$ of an unseen input $\mathbf{X}_{N+1}$ using the predictive distribution [42]

$$
\begin{equation*}
p\left(\mathbf{y}_{N+1} \mid \mathbf{X}_{N+1}, \mathcal{D}\right)=\int p\left(y_{N+1} \mid \mathbf{X}_{N+1}, \boldsymbol{\theta}\right) p(\boldsymbol{\theta} \mid \mathcal{D}) d \boldsymbol{\theta} \tag{1.38}
\end{equation*}
$$

or

$$
\begin{equation*}
p\left(\mathbf{y}_{N+1} \mid \mathbf{X}_{N+1}, \mathcal{D}\right) \approx \int p\left(y_{N+1} \mid \mathbf{X}_{N+1}, \boldsymbol{\theta}\right) q(\boldsymbol{\theta} \mid \mathcal{D}) d \boldsymbol{\theta} \tag{1.39}
\end{equation*}
$$

### 1.7 Bayesian Ridge Regression

In this section, an analytically solvable posterior search problem as an alternative to basic linear regression and its subsequent shrinkage priors upgrade will be presented. It will also be outlined how this problem is related to BNN.

Given the dataset $\mathcal{D}=(\mathbf{y}, \mathbf{X})$, setting $L=0$ (no hidden layers), $\mathbf{a}^{\text {out }}()=.\mathbf{f}_{\mathrm{Id}}($.$) in Eq. (1.29) and$ adding a Gaussian noise $\mathbf{e}$ of the mean $\mu_{e}$ and variance $\sigma_{e}^{2}$ will give us the regression model

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \boldsymbol{\theta}+\mathbf{e} \tag{1.40}
\end{equation*}
$$

where $\mathbf{y} \in \mathbb{R}^{N}$ and the data matrix $\mathbf{X}$ is $(N \times K+1)$-dimensional matrix in case with bias (or intercept in the regression model) and $\mathbf{X}$ is $(N \times K)$-dimensional without it. Based on this fact, we can estimate up to $K+1$ (or $K$ in case without bias) parameters in the model. Vector $\boldsymbol{\theta}$ denotes the model parameters (weights and bias) and e represents independent model noise with distribution $p(\mathbf{e})=\mathcal{N}\left(\mathbf{0}, \sigma_{e}^{2} \cdot \mathbf{I}\right)$. Thanks to that, the conditional distribution for $\mathbf{y}$ will be

$$
\begin{equation*}
p\left(\mathbf{y} \mid \mathbf{X}, \boldsymbol{\theta}, \sigma_{e}^{2}\right)=\mathcal{N}\left(\mathbf{X} \boldsymbol{\theta}, \sigma_{e}^{2} \cdot \mathbf{I}\right) \propto \frac{1}{\left(\sigma_{e}^{2}\right)^{N / 2}} \exp \left(-\frac{1}{2} \sigma_{e}^{-2}(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})^{T}(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})\right) \tag{1.41}
\end{equation*}
$$

We will now not consider bias, whereby we can estimate up to $K$ parameters (purely just weights) in the model. We introduce the prior distribution for parameters with known precision $\psi$ and known common measurement precision $\omega=\frac{1}{\sigma_{e}^{2}}$ :

$$
\begin{align*}
p(\boldsymbol{\theta} \mid \psi) & =\mathcal{N}\left(\mathbf{0}, \psi^{-1} \cdot \mathbf{I}\right) \propto \psi^{K} \exp \left(-\frac{1}{2} \psi \boldsymbol{\theta}^{T} \boldsymbol{\theta}\right) \\
p(\mathbf{y} \mid \mathbf{X}, \boldsymbol{\theta}, \omega) & =\mathcal{N}\left(\mathbf{X} \boldsymbol{\theta}, \omega^{-1} \cdot \mathbf{I}\right) \propto \omega^{N / 2} \exp \left(-\frac{1}{2} \omega(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})^{T}(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})\right) \tag{1.42}
\end{align*}
$$

In this such a simple example, when $\psi$ and $\omega$ are known, the posterior for weights can be calculated analytically (inspiration for proof comes from [50]):

$$
\begin{equation*}
p(\boldsymbol{\theta} \mid \mathbf{X}, \mathbf{y}, \psi, \omega)=\mathcal{N}\left(\left(\mathbf{X}^{T} \mathbf{X}+\psi \cdot \mathbf{I}\right)^{-1} \mathbf{X}^{T} \mathbf{y}, \omega\left(\mathbf{X}^{T} \mathbf{X}+\psi \cdot \mathbf{I}\right)^{-1}\right) \tag{1.43}
\end{equation*}
$$

### 1.7.1 Hyperparameter $\psi$ Prior

Let's slightly modify Eq. (1.42), when $\psi$ will be the unknown hyperparamter, to which we need to assign the prior

$$
\begin{align*}
(\boldsymbol{\theta} \mid \psi) & \sim \mathcal{N}\left(\mathbf{0}, \psi^{-1} \cdot \mathbf{I}\right)  \tag{1.44}\\
\psi & \sim \operatorname{Gamma}\left(\gamma_{0}, \delta_{0}\right)
\end{align*}
$$

We build the model likelihood according to Eq. (1.35):

$$
\begin{align*}
p(\mathbf{y}, \boldsymbol{\theta} \mid \mathbf{X}, \omega, \psi) & =p(\mathbf{y} \mid \boldsymbol{\theta}, \mathbf{X}, \omega) p(\boldsymbol{\theta} \mid \psi)=\mathcal{N}\left(\mathbf{X} \boldsymbol{\theta}, \omega^{-1} \cdot \mathbf{I}\right) \mathcal{N}\left(\mathbf{0}, \psi^{-1} \cdot \mathbf{I}\right) \\
& \propto \omega^{N / 2} \psi^{K / 2} \exp \left(-\frac{1}{2} \omega(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})^{T}(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})\right) \exp \left(-\frac{1}{2} \psi \boldsymbol{\theta}^{T} \boldsymbol{\theta}\right)  \tag{1.45}\\
& \propto \omega^{N / 2} \psi^{K / 2} \exp \left(-\frac{1}{2} \omega\|\mathbf{y}-\mathbf{X} \boldsymbol{\theta}\|_{2}^{2}-\frac{1}{2} \psi\|\boldsymbol{\theta}\|_{2}^{2}\right)
\end{align*}
$$

Note. In Eq. (1.45) the symbol $\|.\|_{2}$ is introduced. Let's clarify, what it means. We define $\mathrm{L}_{p}$ norm [2] of vector $\mathbf{x} \in \mathbb{R}^{N}$ as

$$
\|\mathbf{x}\|_{p}=\left(\sum_{n=1}^{N}\left|x_{n}\right|^{p}\right)^{1 / p}
$$

with special case of $p=2$ : $\|\mathbf{x}\|_{2}=\left(\sum_{n=1}^{N}\left|x_{n}\right|^{2}\right)^{1 / 2}=\sqrt{x_{1}^{2}+\cdots+x_{N}^{2}}$, which is an Euclidian norm on $\mathbb{R}^{N}$ space.

By adding the predefined prior from Eq. (1.44) to Eq. (1.45), we obtain the probability model:

$$
\begin{align*}
p(\mathbf{y}, \boldsymbol{\theta}, \psi \mid \mathbf{X}, \omega) & =p(\mathbf{y} \mid \boldsymbol{\theta}, \mathbf{X}, \omega) p(\boldsymbol{\theta} \mid \psi) p(\psi)=\mathcal{N}\left(\mathbf{X} \boldsymbol{\theta}, \omega^{-1} \cdot \mathbf{I}\right) \mathcal{N}\left(\mathbf{0}, \psi^{-1} \cdot \mathbf{I}\right) \operatorname{Gamma}\left(\gamma_{0}, \delta_{0}\right) \\
& \propto \omega^{N / 2} \psi^{K / 2} \exp \left(-\frac{1}{2} \omega\|\mathbf{y}-\mathbf{X} \boldsymbol{\theta}\|_{2}^{2}-\frac{1}{2} \psi\|\boldsymbol{\theta}\|_{2}^{2}\right) \frac{\delta_{0}^{\gamma_{0}}}{\Gamma\left(\gamma_{0}\right)} \psi^{\gamma_{0}-1} \exp \left(-\delta_{0} \psi\right)  \tag{1.46}\\
& \propto \omega^{N / 2} \psi^{K / 2+\gamma_{0}-1} \exp \left(-\frac{1}{2} \omega\|\mathbf{y}-\mathbf{X} \boldsymbol{\theta}\|_{2}^{2}-\frac{1}{2} \psi\|\boldsymbol{\theta}\|_{2}^{2}-\delta_{0} \psi\right)
\end{align*}
$$

Finally, we use Eq. (1.1) to express the unnormalized posterior of all available parameters:

$$
\begin{equation*}
p(\boldsymbol{\theta}, \psi \mid \mathbf{y}, \mathbf{X}, \omega) \propto \psi^{K / 2+\gamma_{0}-1} \exp \left(-\frac{1}{2} \omega\|\mathbf{y}-\mathbf{X} \boldsymbol{\theta}\|_{2}^{2}-\frac{1}{2} \psi\|\boldsymbol{\theta}\|_{2}^{2}-\delta_{0} \psi\right) \tag{1.47}
\end{equation*}
$$

To choose the proper $\psi$ we need to be careful. Values that are too small or too large can be misleading and the model will not be correct. Thus, a several ways how to estimate $\psi$ have been introduced:

## 1. $k$-Fold Cross-validation

This method is based on dividing the dataset into $k$ equal parts. Then we take one part of them as a test data and the remaining groups as a training data. We fit a model on the training set and evaluate on test data while retaining the evaluation score (or our monitored metrics). Eventually we discard the model and the whole process repeates itself. The proper $\psi$ is then chosen based on our preferences of metrics values results [46].
2. MAP estimate

Taking a maximum argument of marginal $p(\psi \mid \mathbf{y}, \mathbf{X}, \omega)$ leads us to maximum a posteriori estimate (MAP):

$$
\begin{equation*}
\hat{\psi}=\underset{\psi}{\arg \max } \int p(\psi, \boldsymbol{\theta} \mid \mathbf{y}, \mathbf{X}, \omega) d \boldsymbol{\theta} \tag{1.48}
\end{equation*}
$$

3. L-curve

It is a parametric plot of two functions that measure the size of the regularized solution and its corresponding residual. L-curve has a clear L-shaped corner located exactly, where the solution of $\psi$ changes in nature from being dominated by the regularization to being dominated by the model error [15]. Thanks to that, we can choose such $\psi$, which makes our parameter $\boldsymbol{\theta}$ sparser, but still keeping an acceptable model error.

### 1.7.2 ARD in Bayesian Ridge Regression

By revisiting Eq. (1.44) and adding the $K$-dimensional precision prior $\psi$ we rewrite it into a multidimensional shape

$$
\begin{gather*}
(\boldsymbol{\theta} \mid \boldsymbol{\psi}) \sim \mathcal{N}\left(\mathbf{0}, \operatorname{diag}\left(\boldsymbol{\psi}^{-1}\right) \cdot \mathbf{I}\right), \\
\boldsymbol{\psi} \sim p(\boldsymbol{\psi})=\prod_{j=1}^{K} p\left(\psi_{j}\right), \tag{1.49}
\end{gather*}
$$

with the joint distribution $p(\boldsymbol{\theta}, \boldsymbol{\psi})=p(\boldsymbol{\theta} \mid \boldsymbol{\psi}) p(\boldsymbol{\psi})$. In this case of the multidimensional hyperparameter $\boldsymbol{\psi}$ a slight change occurs in the probability model in Eq. (1.46):

$$
\begin{equation*}
p(\mathbf{y}, \boldsymbol{\theta}, \boldsymbol{\psi} \mid \mathbf{X}, \omega)=\mathcal{N}\left(\mathbf{X} \boldsymbol{\theta}, \omega^{-1} \cdot \mathbf{I}\right) \mathcal{N}\left(\mathbf{0}, \operatorname{diag}\left(\boldsymbol{\psi}^{-1}\right) \cdot \mathbf{I}\right) \prod_{j=1}^{K} p\left(\psi_{j}\right) \tag{1.50}
\end{equation*}
$$

By replacing $p\left(\psi_{j}\right)$ with the Gamma precision prior distribution according to Eq. (1.20), we force a sparse parameterization. The task of finding the posterior $p(\boldsymbol{\theta}, \boldsymbol{\psi} \mid \mathbf{y}, \mathbf{X}, \omega)$ can also (and more appropriately) be solved within a variational framework with the surrogate distribution $q(\mathbf{z})$.

### 1.8 Bayesian Logistic Regression

Another simple example of BNN with no hidden layers $(L=0)$ and one output layer with the sigmoid activation $\mathbf{a}^{\text {out }}()=.\mathbf{f}_{\text {sigmoid }}($.$) will be outlined as an alternative to the basic logistic regression.$

Consider a binary response variable $y_{n}$, which is assumed to have a Bernoulli distribution,

$$
\begin{equation*}
y_{n} \sim \operatorname{Bernoulli}\left(\pi_{n}\right), \mathrm{E}\left[y_{n}\right]=\pi_{n}, n \in 1, \ldots, N, \tag{1.51}
\end{equation*}
$$

where $\pi_{n} \in[0,1]$. Let the dataset $\mathcal{D}=(\mathbf{y}, \mathbf{X})$ consist of the response variable $\mathbf{y} \in\{0,1\}^{N}$ and the data matrix $\mathbf{X} \in \mathbb{R}^{N \times K+1}$ and $\boldsymbol{\theta} \in \mathbb{R}^{K+1}$ be a vector of the model parameters we would like to estimate. The logistic regression model writes that the logit (see also Fig. 1.1) of the probability $\pi_{n}$ is a linear function of the predictors $\mathbf{X}_{n}=\left(x_{n, 1}, \ldots x_{n, K}\right)$ [16]

$$
\begin{equation*}
\operatorname{logit}\left(\pi_{n}\right)=\log \left(\frac{\pi_{n}}{1-\pi_{n}}\right)=\theta_{0}+\theta_{1} x_{n 1}+\theta_{2} x_{n 2}+\cdots+\theta_{K} x_{n K} \tag{1.52}
\end{equation*}
$$

When we put together the equations described above, we obtain

$$
\begin{align*}
\mathrm{E}\left[y_{n} \mid \mathbf{x}_{n}\right]=\pi_{n} & =\operatorname{logit}^{-1}\left(\theta_{0}+\theta_{1} x_{n 1}+\theta_{2} x_{n 2}+\cdots+\theta_{K} x_{n K}\right) \\
& =\frac{\exp \left(\theta_{0}+\theta_{1} x_{n 1}+\theta_{2} x_{n 2}+\cdots+\theta_{K} x_{n K}\right)}{1+\exp \left(\theta_{0}+\theta_{1} x_{n 1}+\theta_{2} x_{n 2}+\cdots+\theta_{K} x_{n K}\right)}, \tag{1.53}
\end{align*}
$$

where inverse mapping of logit denotes the logistic or sigmoid function. Here we can see the connection between the logistic regression and the derived natural parameters of the Bernoulli distribution from Eq. (1.3).
Note. Note that $\pi_{n}$ represents $\pi\left(\mathbf{x}_{n}\right)$, where

$$
\pi_{n}:=\pi\left(\mathbf{x}_{n}\right)=\frac{\exp \left(\theta_{0}+\theta_{1} x_{n 1}+\theta_{2} x_{n 2}+\cdots+\theta_{K} x_{n K}\right)}{1+\exp \left(\theta_{0}+\theta_{1} x_{n 1}+\theta_{2} x_{n 2}+\cdots+\theta_{K} x_{n K}\right)}
$$

### 1.8.1 Likelihood Function and Formation of Posterior

Let $y_{1}, \ldots, y_{N}$ be random variables sampled from Bernoulli distribution, $p(\mathbf{y} \mid \boldsymbol{\theta})=\operatorname{Bernoulli}(\boldsymbol{\pi})$. Since we assume i.i.d. variables, we can write

$$
\begin{equation*}
\text { likelihood }(\boldsymbol{\theta})=p(\mathbf{y} \mid \boldsymbol{\theta})=\prod_{n=1}^{N} p\left(y_{n} \mid \boldsymbol{\theta}\right)=\prod_{n=1}^{N} \pi\left(\mathbf{x}_{n}\right)^{y_{n}}\left(1-\pi\left(\mathbf{x}_{n}\right)\right)^{1-y_{n}} \tag{1.54}
\end{equation*}
$$

By taking a negative logarithm of Eq. (1.54), we obtain the loss function (or an objective function to be minimized) for model parameters

$$
\begin{equation*}
\operatorname{loss}(\boldsymbol{\theta})=-\sum_{n=1}^{N}\left(y_{n} \log \left(\pi_{n}\right)+\left(1-y_{n}\right) \log \left(1-\pi_{n}\right)\right) \tag{1.55}
\end{equation*}
$$

also known as binary cross-entropy function [13].
Now we can choose the prior to our likelihood, in order to be able to calculate the posterior, since the Bayes' theorem from Eq. (1.1) holds. For example, if we use the Laplace prior on parameters described in Eq. (1.15), we get the equivalent expression of Bayesian LASSO regression [14], which will cause that instead of Eq. (1.55), the optimization task will be

$$
\begin{equation*}
\operatorname{loss}_{\mathrm{L} 1}(\boldsymbol{\theta})=\operatorname{loss}(\boldsymbol{\theta})+\lambda \sum_{k=0}^{K}\left|\theta_{k}\right| \tag{1.56}
\end{equation*}
$$

with hyperparameter $\lambda$, which can be estimated in similar ways as in the previous Section 1.7 on Bayesian linear regression.

Exact Bayesian inference for the logistic regression is intractable. In particular, evaluation of the posterior would require normalization of the product of the prior and the likelihood that itself comprises a product of logistic sigmoid functions, one for every data point. Evaluation of the predictive distribution is similarly intractable [4].

### 1.9 Multi-Instance Learning

Another, slightly more complex type of supervised-learning task is multi-instance learning or MIL. MIL formalism assumes that each object in the real world (or sample) is represented by a set (bag) of feature vectors (instances) of fixed length, where knowledge about that object is available on bag level, but not necessarily on instance level [39]. Let us now set the terminology and graphical explanation of the difference between the conventional machine learning and MIL.

Consider an instance $\mathbf{x}_{i} \in \mathbb{R}^{K}$ and a parameter space $\Theta$. We define bag as a set of several instances, i.e., $b=\left\{\mathbf{x}_{i} \in \mathbb{R}^{K}|i=1, \ldots,|b|\}\right.$, which can be arbitrarily large and also empty. Therefore, we denote $|b| \in \mathbb{N}_{0}$ the size of bag $b$. We can write the whole space of bags as $\mathscr{B}=\bigcup_{|b| \geq 0} \mathbb{R}^{K \times|b|}$. In general, we do not have to have directly labeled instances, but rather labeled bags. Thus, each bag $b \in \mathscr{B}$ has its own label $y$ [33]. We will use MIL mainly for classification tasks with supervised setting and therefore each label of each bag will come from a finite set $C$ (for example $\{0,1\}$ ).

We define MIL models, as follows

$$
\begin{equation*}
f: \mathscr{B} \rightarrow C \tag{1.57}
\end{equation*}
$$

where the goal is to learn the classifier $f$ based on the parameters $\boldsymbol{\theta} \in \Theta$ and available dataset with bags and their labels $\mathcal{D}=\left\{\left(b_{n}, y_{n}\right) \in \mathscr{B} \times C \mid n \in 1, \ldots, N\right\}$.

Note. Thus, in the available dataset we have a total of $N$ bags together containing $I$ instances each of dimension $K$ with $N$ corresponding labels, as in the case of the linear regression, logistic regression or neural networks, but each bag can be a different (but fixed) size. Here is the difference between the conventional machine learning and MIL, which is graphically described in Fig. 1.2 and Fig. 1.3.


Figure 1.2: By setting $|b|=1$ the task of MIL switches to the conventional machine learning.


Figure 1.3: Difference between the conventional machine learning and MIL (taken from [33]).

### 1.9.1 Embedded-Space Paradigm

We propose an approach that embed each bag into a $M$-dimensional vector space $\mathbb{R}^{M}$ and represent it in a much more useful form to be able to use standard machine learning techniques [48]. An embedding of the bag $b$ can be written as

$$
\begin{equation*}
\varphi: \mathscr{B} \rightarrow \mathbb{R}^{M} \tag{1.58}
\end{equation*}
$$

with individial projection $\varphi_{m}=g\left(\left\{d\left(\mathbf{x}, \theta_{m}\right)\right\}_{\mathbf{x} \in b}\right), m=1, \ldots, M$, where $d: \mathbb{R}^{K} \times \Theta \rightarrow \mathbb{R}_{0}^{+}$is some suitably distance function parameterized by $\boldsymbol{\theta} \in \Theta$ and $g$ stands for aggregation function [38].

The aggregation (or pooling) function $g$ can be fixed (such as maximum, minimum or mean aggregation) or any other, to which we are able to compute the gradients with respect to its inputs. With appropriate choice of these functions parameterized by $\boldsymbol{\theta}$ we can create a neural network with one or more layers that implement a set of distance functions followed by pooling layer. The main feature of the pooling function is that its output is always a vector of fixed dimension. Then we add the output layer (such as softmax, etc. - depends on our task) and optimize the neural network. A sketch of this idea is outlined in Fig. 1.4.

The only thing that changes in the optimization is that we have a slightly different network architecture (by adding the pooling layer) and a different dataset structure. In any case, we are trying to find a mapping based on the optimized parameters, so using sparse methods like $L_{1}$ regularization, etc. should work exactly the same.


Figure 1.4: Sketch of the neural network optimizing the embedding (taken from [39]).

## Chapter 2

## Variational Optimization

### 2.1 Natural-Gradient Variational Inference

Consider likelihood $p(\mathcal{D} \mid \mathbf{z})$ and prior $p(\mathbf{z})$. As proposed in Eq. (1.2), we choose the surrogate posterior from the exponential family, but now parameterized by its natural parameters in the terms of the latent variables:

$$
\begin{equation*}
q_{\boldsymbol{\eta}}(\mathbf{z})=q(\mathbf{z} \mid \boldsymbol{\eta})=k(\mathbf{z}) \exp (\langle\mathbf{t}(\mathbf{z}), \boldsymbol{\eta}\rangle-\boldsymbol{\phi}(\boldsymbol{\eta})) . \tag{2.1}
\end{equation*}
$$

Such parameterized approximation written above can be estimated by maximizing the ELBO:

$$
\begin{equation*}
\max _{\boldsymbol{\eta}} \mathcal{L}(\boldsymbol{\eta})=\max _{\boldsymbol{\eta}} \mathrm{E}_{q}[\log p(\mathcal{D}, \mathbf{z})-\log q(\mathbf{z} \mid \boldsymbol{\eta})], \tag{2.2}
\end{equation*}
$$

which can be solved via gradient descent that is simple and convenient to implement by using modern automatic-differentiation methods and the reparametrization trick.

We propose an alternative approach and express the gradient descent in natural-parameter space (also called natural-gradient descent), which exploits the information geometry of $q$ to speed-up the convergence and accelerate the conventional first-order gradient optimization by scalling the gradient with the Fisher information matrix (FIM), especially when the FIM is well-conditioned [28]. The naturalgradient descent step in the natural-parameter space is given as follows:

$$
\begin{equation*}
\boldsymbol{\eta}_{(t+1)}=\boldsymbol{\eta}_{(t)}+\beta_{(t)}\left[\mathbf{F}\left(\boldsymbol{\eta}_{(t)}\right)\right]^{-1} \nabla_{\eta} \mathcal{L}\left(\boldsymbol{\eta}_{(t)}\right), \tag{2.3}
\end{equation*}
$$

where $\mathbf{F}($.$) is the FIM of q(\mathbf{z} \mid \boldsymbol{\eta}), \beta$ the learning rate and $t$ is the iteration.

### 2.1.1 Implementation

The first problem that may occur in the implementation of Eq. (2.3), is the FIM inversion, which can be quite computationally demanding. Nevertheless, for certain types of models, such as the mean-field variational inference in conjugate-exponential family models, using of natural gradients could be simpler than the ordinary gradients [17]. For exponential family approximations we can use the expectationparameter, defined as the function

$$
\begin{equation*}
\mathbf{m}(\boldsymbol{\eta}):=\mathrm{E}_{q}[\mathbf{t}(\mathbf{z})]=\int q(\mathbf{z} \mid \boldsymbol{\eta}) \mathbf{t}(\mathbf{z}) d \mathbf{z}, \tag{2.4}
\end{equation*}
$$

to compute natural-gradients. From [22] we assume a probabilistic framework, where each data example is sampled independently from the likelihood, $p(\mathcal{D} \mid \mathbf{z})$, and that the exponential family is in minimal
representation, which ensures that there exists one-to-one mapping between $\boldsymbol{\eta}$ and the expectation parameter $\mathbf{m}$. That leads us to expressing $\mathcal{L}(\boldsymbol{\eta})$ in term of $\mathbf{m}, \mathcal{L}_{\star}(\mathbf{m})=\mathcal{L}(\boldsymbol{\eta})$. We also have to reparameterize $q_{\eta} \leftrightarrow q_{m}$ using the following relation

$$
\begin{equation*}
\nabla_{\eta} \mathcal{L}(\boldsymbol{\eta})=\left[\nabla_{\eta} \mathbf{m}^{T}\right] \cdot \nabla_{m} \mathcal{L}_{\star}(\mathbf{m})=[\mathbf{F}(\boldsymbol{\eta})] \cdot \nabla_{m} \mathcal{L}_{\star}(\mathbf{m}) . \tag{2.5}
\end{equation*}
$$

Note. The Jacobian of transformation described in Eq. (2.5) can be obtained by applying the chain rule for derivatives and using the exponential family properties: $\mathbf{F}(\boldsymbol{\eta})=\nabla_{\eta}^{2} \phi(\boldsymbol{\eta})=\nabla_{\eta} \mathbf{m}^{T}$.

By composing Eq. (2.3) and Eq. (2.5), we obtain a simple update for the natural-gradient descent, where the gradient is computed with respect to the expectation-parameter $\mathbf{m}$, but taking a step in the natural-parameter space

$$
\begin{equation*}
\boldsymbol{\eta}_{(t+1)}=\boldsymbol{\eta}_{(t)}+\beta_{(t)} \nabla_{m} \mathcal{L}_{\star}\left(\mathbf{m}_{(t)}\right), \tag{2.6}
\end{equation*}
$$

which avoids the difficult computation of the inverse FIM.

### 2.2 Mean-Field Variational Inference

Another way how to restrict the family of distributions $Q$ for the posterior described in Eq. (1.27) and exploit the potential of the expectation-parameter is using the factorized distributions. This factorized form of variational inference is called the mean-field approximation [4]. By sticking to the general latent variables $\mathbf{z}$, model parameters (weights and biases) $\boldsymbol{\theta}$ and hyperparameters $\boldsymbol{\alpha}$ notation, we write this as

$$
\begin{equation*}
q(\mathbf{z}) \approx q(\boldsymbol{\theta}) q(\boldsymbol{\alpha})=\prod_{k=1}^{K} q_{k}\left(\theta_{k}\right) \prod_{j=1}^{J} q_{j}\left(\alpha_{j}\right) . \tag{2.7}
\end{equation*}
$$

We can reparameterize this with the natural parameters and express its natural-gradient updates simultaneously for both types of parameters

$$
\begin{equation*}
q_{\eta}(\mathbf{z}) \approx q_{\eta}(\boldsymbol{\theta}) q_{\eta}(\boldsymbol{\alpha}) . \tag{2.8}
\end{equation*}
$$

Let us now use knowledge from above to derive these updates for the surrogate posterior from Section 1.7 within the mean-field framework. In Eq. (1.49) we selected the Gaussian prior on the model parameters and the Gamma prior on precision hyperparameters. So, Eq. (2.8) then passes on

$$
\begin{equation*}
q_{\eta}(\mathbf{z}) \approx q_{\eta}(\boldsymbol{\theta}) q_{\eta}(\boldsymbol{\psi}) . \tag{2.9}
\end{equation*}
$$

### 2.2.1 Natural-Gradient Updates for Model Parameters

As the surrogate posterior for model parameters, we choose a Gaussian multivariate distribution with all its properties derived in Eq. (1.6), $q(\boldsymbol{\theta} \mid \boldsymbol{\eta})=\mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right)$ with the mean $\boldsymbol{\mu}_{\theta}$ and the covariance matrix $\Sigma_{\theta}$ :

$$
\begin{array}{ll}
\boldsymbol{\eta}_{\theta}^{(1)}=\boldsymbol{\Sigma}_{\theta}^{-1} \boldsymbol{\mu}_{\theta}, & \mathbf{m}_{\theta}^{(1)}=\mathrm{E}_{q}[\boldsymbol{\theta}]=\boldsymbol{\mu}_{\theta}, \\
\boldsymbol{\eta}_{\theta}^{(2)}=-\frac{1}{2} \boldsymbol{\Sigma}_{\theta}^{-1}, & \mathbf{M}_{\theta}^{(2)}=\mathrm{E}_{q}\left[\boldsymbol{\theta} \boldsymbol{\theta}^{T}\right]=\boldsymbol{\mu}_{\theta} \boldsymbol{\mu}_{\theta}^{T}+\boldsymbol{\Sigma}_{\theta}, \tag{2.10}
\end{array}
$$

where $\mathbf{m}_{\theta}^{(1)}, \mathbf{M}_{\theta}^{(2)}$ is the first and the second moment. We express the gradients with respect to the expectation-parameter defined in Eq. (2.10)

$$
\begin{align*}
& \nabla_{m_{\omega}^{(1)}} \mathcal{L}_{\star}=\nabla_{\mu_{\theta}} \mathcal{L}-2\left[\nabla_{\Sigma_{\theta}} \mathcal{L}\right] \mu_{\theta}, \\
& \nabla_{M_{\theta}^{(2)}} \mathcal{L}_{\star}=\nabla_{\Sigma_{\theta}} \mathcal{L} . \tag{2.11}
\end{align*}
$$

To make the notation more illustrative, the iterations will be marked as the second subscript of the iterated variable. We rewrite Eq. (2.6) in terms of $\boldsymbol{\Sigma}_{\theta}$

$$
\begin{align*}
-\frac{1}{2} \Sigma_{\theta,(t+1)}^{-1} & =-\frac{1}{2} \Sigma_{\theta,(t)}^{-1}+\beta_{(t)} \cdot \nabla_{\Sigma_{\theta}} \mathcal{L}_{(t)}  \tag{2.12}\\
\Sigma_{\theta,(t+1)}^{-1} & =\Sigma_{\theta,(t)}^{-1}-2 \beta_{(t)} \cdot \nabla_{\Sigma_{\theta}} \mathcal{L}_{(t)}
\end{align*}
$$

and in terms of $\boldsymbol{\mu}_{\theta}$

$$
\begin{align*}
\boldsymbol{\Sigma}_{\theta,(t+1)}^{-1} \boldsymbol{\mu}_{\theta,(t+1)} & =\boldsymbol{\Sigma}_{\theta,(t)}^{-1} \boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)}\left[\nabla_{\mu_{\theta}} \mathcal{L}_{(t)}-2\left(\nabla_{\Sigma_{\theta}} \mathcal{L}_{(t)}\right) \boldsymbol{\mu}_{\theta,(t)}\right] \\
\boldsymbol{\mu}_{\theta,(t+1)} & =\boldsymbol{\Sigma}_{\theta,(t+1)}\left[\boldsymbol{\Sigma}_{\theta,(t)}^{-1} \boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)} \nabla_{\mu_{\theta}} \mathcal{L}_{(t)}-2 \beta_{(t)}\left(\nabla_{\Sigma_{\theta}} \mathcal{L}_{(t)}\right) \boldsymbol{\mu}_{\theta,(t)}\right] \\
\boldsymbol{\mu}_{\theta,(t+1)} & =\boldsymbol{\Sigma}_{\theta,(t+1)}\left[\left(\boldsymbol{\Sigma}_{\theta,(t)}^{-1}-2 \beta_{(t)} \nabla_{\Sigma_{\theta}} \mathcal{L}_{(t)}\right) \boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)} \nabla_{\mu_{\theta}} \mathcal{L}_{(t)}\right]  \tag{2.13}\\
\boldsymbol{\mu}_{\theta,(t+1)} & =\boldsymbol{\Sigma}_{\theta,(t+1)}\left[\boldsymbol{\Sigma}_{\theta,(t+1)}^{-1} \boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)} \nabla_{\mu_{\theta}} \mathcal{L}_{(t)}\right] \\
\boldsymbol{\mu}_{\theta,(t+1)} & =\boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)} \boldsymbol{\Sigma}_{\theta,(t+1)}\left[\nabla_{\mu_{\theta}} \mathcal{L}_{(t)}\right]
\end{align*}
$$

where $\nabla_{x} \mathcal{L}_{(t)}$ means the gradient of the ELBO $\mathcal{L}$ with respect to a variable $\mathbf{x}$ at iteration $t$. To sum up, via Eq. (2.12) and Eq. (2.13) we derived the natural-gradient updates of the Gaussian surrogate posterior for the model parameters.

In case of the mean-field approximation discussed above, we can define the covariance matrix in the Gaussian surrogate as $\Sigma_{\theta}=\operatorname{diag}\left(\sigma_{\theta}^{2}\right)$ with variances on the diagonal, so that would correspond with Eq. (2.8):

$$
\begin{align*}
& \boldsymbol{\sigma}_{\theta,(t+1)}^{-2}=\boldsymbol{\sigma}_{\theta,(t)}^{-2}-2 \beta_{(t)}\left[\nabla_{\sigma_{\theta}^{2}} \mathcal{L}_{(t)}\right], \\
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)} \boldsymbol{\sigma}_{\theta,(t+1)}^{2} \circ\left[\nabla_{\mu_{\theta}} \mathcal{L}_{(t)}\right], \tag{2.14}
\end{align*}
$$

where $\mathbf{a} \circ \mathbf{b}$ denotes the element-wise product between two vectors.

### 2.2.2 Natural-Gradient Updates for Hyperparameters

For the reparameterized precision hyperparameters in Eq. (1.20) we choose the Gamma surrogate posterior parameterized by its natural parameters. To simplify the problem, let $q_{\eta}\left(\psi_{j}\right)=\operatorname{Gamma}\left(\psi_{j} \mid \gamma_{j}, \delta_{j}\right)$, $\forall j \in 1, \ldots, J$. According to Eq. (2.7) and Eq. (2.8), we can write

$$
\begin{equation*}
q_{\eta}(\boldsymbol{\psi})=\prod_{j=1}^{J} q_{\eta}\left(\psi_{j}\right)=\prod_{j=1}^{J} \frac{\delta_{j}^{\gamma_{j}}}{\Gamma\left(\gamma_{j}\right)} \psi_{j}^{\gamma_{j}-1} \exp \left(-\delta_{j} \psi_{j}\right) \tag{2.15}
\end{equation*}
$$

and derive the natural-gradient updates of the Gamma surrogate posterior for the hyperparameters.
Again, we start by defining the natural parameters and the expectation-parameter from Eq. (2.4) of the Gamma surrogate following the same notation as in the Gaussian case:

$$
\begin{array}{ll}
\eta_{\psi_{j}}^{(1)}=\gamma_{j}-1, & m_{\psi_{j}}^{(1)}=\mathrm{E}_{q}\left[\log \left(\psi_{j}\right)\right]=F\left(\gamma_{j}\right)-\log \left(\delta_{j}\right), \\
\eta_{\psi_{j}}^{(2)}=\delta_{j}, & M_{\psi_{j}}^{(2)}=\mathrm{E}_{q}\left[\psi_{j}\right]=\frac{\gamma_{j}}{\delta_{j}} . \tag{2.16}
\end{array}
$$

Note. The symbol $F($.$) denotes the digamma function defined as$

$$
F(x)=\frac{\partial}{\partial x} \log (\Gamma(x)),
$$

where $\Gamma$ (.) denotes the gamma function. Digamma function will labeled this way, as in [36], to maintain a consistency. We will also need the trigamma function defined as

$$
F^{(1)}(x)=\frac{\partial^{2}}{\partial x^{2}} \log (\Gamma(x)) .
$$

To satisfy Eq. (2.5), it is necessary to calculate the FIM and then invert it:

$$
\mathbf{F}\left(\boldsymbol{\eta}_{\psi}\right)=\left(\begin{array}{ll}
\mathrm{E}\left[-\frac{\partial^{2}}{\partial \gamma_{j} \partial \gamma_{j}} \log \left(q_{\eta}\left(\psi_{j}\right)\right)\right] & \mathrm{E}\left[-\frac{\partial^{2}}{\partial \gamma_{j} \partial \delta_{j}} \log \left(q_{\eta}\left(\psi_{j}\right)\right)\right]  \tag{2.17}\\
\mathrm{E}\left[-\frac{\partial^{2}}{\partial \delta_{j} \partial \gamma_{j}} \log \left(q_{\eta}\left(\psi_{j}\right)\right)\right] & \mathrm{E}\left[-\frac{\partial^{2}}{\partial \delta_{j} \partial \delta_{j}} \log \left(q_{\eta}\left(\psi_{j}\right)\right)\right]
\end{array}\right),
$$

where $\log \left(q_{\eta}\left(\psi_{j}\right)\right)=\gamma_{j} \log \left(\delta_{j}\right)-\log \left(\Gamma\left(\gamma_{j}\right)\right)+\left(\gamma_{j}-1\right) \log \left(\psi_{j}\right)-\delta_{j} \psi_{j}$. Substituing this into the FIM stated above, we obtain the following:

$$
\mathbf{F}\left(\boldsymbol{\eta}_{\psi}\right)=\left(\begin{array}{cc}
\frac{\partial^{2}}{\partial \gamma_{j}^{2}} \log \left(\Gamma\left(\gamma_{j}\right)\right) & -\frac{1}{\delta_{j}}  \tag{2.18}\\
-\frac{1}{\delta_{j}} & \frac{\gamma_{j}}{\delta_{j}}
\end{array}\right) \xrightarrow{\mathbf{F}^{-1}} \mathbf{F}\left(\boldsymbol{\eta}_{\psi}\right)^{-1}=\frac{1}{F^{(1)}\left(\gamma_{j}\right) \frac{\gamma_{j}}{\delta_{j}}-\frac{1}{\delta_{j}^{2}}}\left(\begin{array}{cc}
\frac{\gamma_{j}}{\delta_{j}} & \frac{1}{\delta_{j}} \\
\frac{1}{\delta_{j}} & F^{(1)}\left(\gamma_{j}\right)
\end{array}\right) .
$$

By recalling Eq. (2.5), we will be able to compute the gradients with respect to the expectationparameter:

$$
\begin{align*}
& \nabla_{m_{\psi_{j}}^{(1)}} \mathcal{L}_{\star}=\frac{1}{F^{(1)}\left(\gamma_{j}\right)-\frac{1}{\delta_{j}} \gamma_{j}} \nabla_{\gamma_{j}} \mathcal{L}+\frac{1}{F^{(1)}\left(\gamma_{j}\right) \gamma_{j}-\frac{1}{\delta_{j}}} \nabla_{\delta_{j}} \mathcal{L}, \\
& \nabla_{M_{\psi_{j}}^{(2)}} \mathcal{L}_{\star}=\frac{1}{F^{(1)}\left(\gamma_{j}\right) \gamma_{j}-\frac{1}{\delta_{j}}} \nabla_{\gamma_{j}} \mathcal{L}+\frac{1}{\frac{\gamma_{j}}{\delta_{j}}-\frac{1}{\delta_{j}^{2} F^{(1)}\left(\gamma_{j}\right)}} \nabla_{\delta_{j}} \mathcal{L} . \tag{2.19}
\end{align*}
$$

We rewrite Eq. (2.6) in terms of $\delta_{j}$

$$
\begin{equation*}
\delta_{j,(t+1)}=\delta_{j,(t)}+\beta_{(t)} \cdot\left(\frac{1}{F^{(1)}\left(\gamma_{j,(t)}\right) \gamma_{j,(t)}-\frac{1}{\delta_{j,(t)}}} \nabla_{\gamma_{j}} \mathcal{L}_{(t)}+\frac{1}{\frac{\gamma_{j,(t)}}{\delta_{j,(t)}}-\frac{1}{\delta_{j,(t)}^{2} F^{(1)}\left(\gamma_{j,(t)}\right)}} \nabla_{\delta_{j}} \mathcal{L}_{(t)}\right) \tag{2.20}
\end{equation*}
$$

and in terms of $\gamma_{j}$

$$
\begin{equation*}
\gamma_{j,(t+1)}=\gamma_{j,(t)}+\beta_{(t)} \cdot\left(\frac{1}{F^{(1)}\left(\gamma_{j,(t)}\right)-\frac{1}{\delta_{j,(t)}} \gamma_{j,(t)}} \nabla_{\gamma_{j}} \mathcal{L}_{(t)}+\frac{1}{F^{(1)}\left(\gamma_{j,(t)}\right) \gamma_{j,(t)}-\frac{1}{\delta_{j,(t)}}} \nabla_{\delta_{j}} \mathcal{L}_{(t)}\right) . \tag{2.21}
\end{equation*}
$$

Thus, Eq. (2.20) and (2.21) then describe the natural-gradient updates of the Gamma surrogate for each iteration $(t)$.

### 2.3 Variational Online-Newton

In this method we firstly (per-sample) factorize the likelihood part in ELBO $\mathcal{L}$ and take its negative logarithm form

$$
\begin{equation*}
f(\boldsymbol{\theta})=\frac{1}{N} \sum_{n=1}^{N} f_{n}(\boldsymbol{\theta})=-\frac{1}{N} \sum_{n=1}^{N} \log p\left(\mathcal{D}_{n} \mid \boldsymbol{\theta}\right) . \tag{2.22}
\end{equation*}
$$

We also prepare the minibatch stochastic-gradient estimates $\mathcal{M}$ of the function $f(\boldsymbol{\theta})$, where the samples $M$ are chosen uniformly at random:

$$
\begin{equation*}
\hat{\mathbf{g}}(\boldsymbol{\theta})=\frac{1}{M} \sum_{n \in \mathcal{M}} \nabla_{\theta} f_{n}(\boldsymbol{\theta}) \tag{2.23}
\end{equation*}
$$

and eventually choose the model parameters prior $p(\boldsymbol{\theta})$ as the Gaussian with zero mean and the unit covariance matrix controlled by the known precision hyperparameter $\psi$ and the surrogate posterior also as the Gaussian parameterized by its natural parameters:

$$
\begin{equation*}
p(\boldsymbol{\theta})=\mathcal{N}\left(\boldsymbol{\theta} \mid \mathbf{0}, \frac{1}{\psi} \mathbf{I}\right), \quad q(\boldsymbol{\theta} \mid \boldsymbol{\eta})=\mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right) . \tag{2.24}
\end{equation*}
$$

After this preparation, we are able to derive the Variational Online-Newton (VON) method originally proposed in (and according to) [22], which should facilitate an efficient application of the backpropagation to computing the gradients and Hessians in the natural-gradient updates.
Note. Since some derivations are too long, they will be defended in Appendix A for better readability and orientation in the text.

The VON method slightly modify Eq. (2.12) and Eq. (2.13). Therefore, we need to rewrite Eq. (2.2) to our terms

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right)=\mathrm{E}_{q}[-N f(\boldsymbol{\theta})+\log p(\boldsymbol{\theta})-\log q(\boldsymbol{\theta} \mid \boldsymbol{\eta})], \tag{2.25}
\end{equation*}
$$

and express the gradients of the expectation of $f(\boldsymbol{\theta})$ with respect to $\boldsymbol{\mu}_{\theta}$ and $\boldsymbol{\Sigma}_{\theta}$ in terms of the gradient and Hessian of $f(\boldsymbol{\theta})$, to which we use the knowledge from [35]:

$$
\begin{align*}
& \nabla_{\mu_{\theta}} \mathrm{E}_{q}[f(\boldsymbol{\theta})]=\mathrm{E}_{q}\left[\nabla_{\theta} f(\boldsymbol{\theta})\right]=\mathrm{E}_{q}[\mathbf{g}(\boldsymbol{\theta})], \\
& \nabla_{\Sigma_{\theta}} \mathrm{E}_{q}[f(\boldsymbol{\theta})]=\frac{1}{2} \mathrm{E}_{q}\left[\nabla_{\theta \theta}^{2} f(\boldsymbol{\theta})\right]=\frac{1}{2} \mathrm{E}_{q}[\mathbf{H}(\boldsymbol{\theta})] . \tag{2.26}
\end{align*}
$$

The aforementioned Hessian matrix (or Hessian) $\mathbf{H}$ (.) is defined as a square matrix of all second-order partial derivates of the input function with respect to its variables. Using these, we rewrite the gradients of $\mathcal{L}$, which are required in the natural-gradient updates in Eq. (2.12) and (2.13):

$$
\begin{align*}
& \nabla_{\mu_{\theta}} \mathcal{L}=-\mathrm{E}_{q}[N \mathbf{g}(\boldsymbol{\theta})]-\psi \boldsymbol{\mu}_{\theta}, \\
& \nabla_{\Sigma_{\theta}} \mathcal{L}=\frac{1}{2} \mathrm{E}_{q}[-N \mathbf{H}(\boldsymbol{\theta})]-\frac{1}{2} \psi \mathbf{I}+\frac{1}{2} \boldsymbol{\Sigma}_{\theta}^{-1} . \tag{2.27}
\end{align*}
$$

To approximate the expectation over $q$, the Monte Carlo sampling can be used, where one sample will be defined, as follows

$$
\begin{equation*}
\boldsymbol{\theta}_{(t)} \sim \mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\theta,(t)}, \boldsymbol{\Sigma}_{\theta,(t)}\right), \tag{2.28}
\end{equation*}
$$

with which we can rewrite the natural-gradient updates for $\boldsymbol{\mu}_{\theta}$ and $\boldsymbol{\Sigma}_{\theta}$ :

$$
\begin{align*}
& \boldsymbol{\mu}_{\theta(t+1)}=\boldsymbol{\mu}_{\theta(t)}-\beta_{(t)} \boldsymbol{\Sigma}_{\theta,(t+1)}\left(N \mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \boldsymbol{\mu}_{\theta(t)}\right),  \tag{2.29}\\
& \boldsymbol{\Sigma}_{\theta,(t+1)}^{-1}=\left(1-\beta_{(t)}\right) \boldsymbol{\Sigma}_{\theta,(t)}^{-1}+\beta_{(t)}\left[N \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \mathbf{I}\right] .
\end{align*}
$$

By defining the transform matrix $\mathbf{S}_{\theta,(t)}=\frac{1}{N}\left(\boldsymbol{\Sigma}_{\theta,(t)}^{-1}-\psi \mathbf{I}\right) \rightarrow \boldsymbol{\Sigma}_{\theta,(t)}=\left[N\left(\mathbf{S}_{\theta,(t)}+\frac{1}{N} \psi \mathbf{I}\right)\right]^{-1}$, we get the following changed updates:

$$
\begin{align*}
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}-\beta_{(t)}\left[\left(\mathbf{S}_{\theta,(t+1)}+\frac{1}{N} \psi \mathbf{I}\right)\right]^{-1}\left[\mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{1}{N} \psi \boldsymbol{\mu}_{\theta,(t)}\right],  \tag{2.30}\\
& \mathbf{S}_{\theta,(t+1)}=\left(1-\beta_{(t)}\right) \mathbf{S}_{\theta,(t)}+\beta_{(t)} \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)
\end{align*}
$$

The updates shown in Eq. (2.30) are reffered to as Variational Online-Newton method, which was proposed in [22]. It resembles a regularized version of online Newton's method where the scaling matrix is estimated online using the Hessians [47].

### 2.3.1 Mean-Field Variant of Variational Online Newton

We can also use the mean-field approximation of the updates from Eq. (2.30) by taking only the diagonal in Hessian $\mathbf{H}$ (.) and the diagonal $\mathbf{s}$ in the transform matrix $\mathbf{S}$ :

$$
\begin{align*}
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}-\beta_{(t)}\left[\frac{\mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi}{N} \boldsymbol{\mu}_{\theta,(t)}}{\mathbf{s}_{\theta,(t+1)}+\frac{\psi}{N}}\right]  \tag{2.31}\\
& \mathbf{s}_{\theta,(t+1)}=\left(1-\beta_{(t)}\right) \mathbf{s}_{\theta,(t)}+\beta_{(t)} \operatorname{diag}\left(\mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)\right)
\end{align*}
$$

where the two vector division $\mathbf{a} / \mathbf{b}$ is defined element-wisely. Another approximation can be the use of stochastic gradient from Eq. (2.23) and the estimation of the Hessian of $f(\boldsymbol{\theta})$ :

$$
\begin{align*}
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}-\beta_{(t)}\left[\frac{\hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi}{N} \boldsymbol{\mu}_{\theta,(t)}}{\mathbf{s}_{\theta,(t+1)}+\frac{\psi}{N}}\right]  \tag{2.32}\\
& \mathbf{s}_{\theta,(t+1)}=\left(1-\beta_{(t)}\right) \mathbf{s}_{\theta,(t)}+\beta_{(t)} \operatorname{diag}\left(\hat{\nabla}_{\theta \theta}^{2} f\left(\boldsymbol{\theta}_{(t)}\right)\right)
\end{align*}
$$

Although there is a plenty of modern methods using automatic-differentiation to calculate the Hessian, this computation is very expensive [56]. Furthermore, we can assume that, in general, $f$ can be a non-convex function, which can cause the Hessian and also the variances being negative. That would be incompatible with the definition of the variance and the method might break down.

### 2.3.2 Reparameterization Trick in Hessian

One of the ways how to avoid an expensive computation of the Hessian is to apply the reparameterization trick to the expectation over the Gaussian distribution. The reparameterization trick can be described as a way how to rewrite the expectation, so that the distribution with respect to which we take the gradient is independent of the model parameters $\boldsymbol{\theta}$ [25].

Using the derived identity in Eq. (2.26) and the mean-field variant of VON leads to the approximation of the expectation over the Hessian of the function $f$ :

$$
\begin{equation*}
\mathrm{E}_{q}\left[\nabla_{\theta \theta}^{2} f(\boldsymbol{\theta})\right]=2 \nabla_{\sigma_{\theta}^{2}} \mathrm{E}_{q}[f(\boldsymbol{\theta})] \approx \hat{\mathbf{g}}(\boldsymbol{\theta}) \frac{\mathbf{e}}{\boldsymbol{\sigma}_{\theta}} \tag{2.33}
\end{equation*}
$$

where $\mathbf{e} \sim \mathcal{N}(\mathbf{e} \mid 0, \mathbf{I})$ and $\boldsymbol{\theta}=\boldsymbol{\mu}_{\theta}+\boldsymbol{\sigma}_{\theta} \circ \mathbf{e}$.

### 2.4 Variational Online Gauss-Newton

Another improvement of the VON method (specifically its updates) and especially a way to avoid negative variances is the use of the Generalized Gauss-Newton (GGN) approximation [34]:

$$
\begin{equation*}
\nabla_{\theta_{j} \theta_{j}}^{2} f(\boldsymbol{\theta}) \approx \frac{1}{M} \sum_{n \in \mathcal{M}}\left[\nabla_{\theta_{j}} f_{n}(\boldsymbol{\theta})\right]^{2}=\hat{h}_{j}(\boldsymbol{\theta}) \tag{2.34}
\end{equation*}
$$

where $\theta_{j}$ is the $j$-th element of the model parameter vector $\boldsymbol{\theta}$. If we set the initial $\boldsymbol{\sigma}_{\theta,(t=1)}^{2}$ as a positive number, it will remain positive throughout the whole iteration cycle. Using this approximation to the update $\mathbf{s}_{\theta,(t)}$ in Eq. (2.32), we get

$$
\begin{equation*}
\mathbf{s}_{\theta,(t+1)}=\left(1-\beta_{(t)}\right) \mathbf{s}_{\theta,(t)}+\beta_{(t)} \hat{\mathbf{h}}\left(\boldsymbol{\theta}_{(t)}\right) \tag{2.35}
\end{equation*}
$$

whereas the update for $\boldsymbol{\mu}_{\theta}$ remains unchanged. We refer to these two updates combined as the Variational Online Gauss-Newtom (VOGN) method, which eliminates the constraint on $\sigma_{\theta}^{2}$. Due to this approximation and the assumption of a positive variance at the beginning of the iteration cycle, it can be assumed, that the VOGN should have an advantage over the VON method. As in the previous case, this method was originally demonstrated in [22].

### 2.5 Variational RMSprop

A similar approximation of the Hessian of the function $f(\boldsymbol{\theta})$ was proposed in [8], there referred to as the Gradient Magnitude (GM) approximation:

$$
\begin{equation*}
\nabla_{\theta_{j} \theta_{j}}^{2} f(\boldsymbol{\theta}) \approx\left[\frac{1}{M} \sum_{n \in \mathcal{M}} \nabla_{\theta_{j}} f_{n}(\boldsymbol{\theta})\right]^{2}=\left[\hat{g}_{j}(\boldsymbol{\theta})\right]^{2} \tag{2.36}
\end{equation*}
$$

but the order of operations is reversed here - GGN first squares the gradients and then sums them, while GM sums the gradients first and then squares them. Approximation in Eq. (2.36) is also used in the RMSprop (see also [43]), which is the well-known optimizer in the neural networks optimization. The RMSprop optimizer uses following updates on the model parameters $\boldsymbol{\theta}_{(t)}$ :

$$
\begin{align*}
\boldsymbol{\theta}_{(t+1)} & =\boldsymbol{\theta}_{(t)}-\alpha_{(t)} \frac{\hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right)}{\sqrt{\overline{\mathbf{s}}_{\theta,(t+1)}}+\zeta},  \tag{2.37}\\
\overline{\mathbf{s}}_{\theta,(t+1)} & =\left(1-\beta_{(t)}\right) \overline{\mathbf{s}}_{\theta,(t)}+\beta_{(t)}\left[\hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right) \circ \hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right)\right]
\end{align*}
$$

where $\overline{\mathbf{s}}_{\theta,(t)}$ is the vector that adapts the learning rate, $\zeta$ denotes a small positive scalar added to the denominator in order to avoid unintended dividing by zero and $\alpha_{(t)}$ and $\beta_{(t)}$ are different learning rates.

By revisiting Eq. (2.31), taking square-root over $\mathbf{s}_{\theta,(t+1)}$ and using the GM approximation for the Hessian, we get a very similar update to the RMSprop update called the Variational RMSprop:

$$
\begin{align*}
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}-\alpha_{(t)} \frac{\hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi}{N} \boldsymbol{\mu}_{\theta,(t)}}{\sqrt{\mathbf{s}_{\theta,(t+1)}}+\frac{\psi}{N}}  \tag{2.38}\\
& \mathbf{s}_{\theta,(t+1)}=\left(1-\beta_{(t))} \mathbf{s}_{\theta,(t)}+\beta_{(t)}\left[\hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right) \circ \hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right)\right]\right.
\end{align*}
$$

where $\boldsymbol{\theta}_{(t)} \sim \mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\theta,(t)}, \boldsymbol{\sigma}_{\theta,(t)}^{2}\right)$ and $\boldsymbol{\sigma}_{\theta,(t)}^{2}=\frac{1}{\left[N\left(s_{\theta,(t)}+\frac{\psi}{N}\right)\right]}$. This means, that the gradient in Variational RMSprop is computed at the model parameters $\boldsymbol{\theta}_{(t)}$ sampled from the Gaussian distribution. We call it a weigth-perturbation, because the variance $\sigma_{\theta,(t)}^{2}$ of perturbation is obtained from the vector $\mathbf{s}_{\theta,(t)}$ that adapts the learning rate [22].

### 2.6 Variational ADAM

A state-of-the-art optimizer in neural network optimization is widely-used ADAM, a method for efficient stochastic optimization that only requires first-order gradients and computing individual adaptive learning rates for different parameters from the estimates of gradient's first and second moments [24].

Similar to the variational alternative of the RMSprop optimizer, the Variational ADAM (VADAM) can be proposed. VADAM, like Variational RMSprop, was originally introduced in [22] and performs the variational inference. It updates the parameters and the hyperparameters in the model at each step considering them as random variables whose surrogate posterior $q\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\theta}, \boldsymbol{\sigma}_{\theta}^{2}\right)$ given the training data is inferred by variational inference at every training step [54].

The full derivation of VADAM update can be found in the original paper [22]. However, we give only the resulting equations (in combination with [24]) for the update in each iteration $t$ for the parameters known from the Variational RMSprop description, $\boldsymbol{\theta}_{(t)} \sim \mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\theta,(t)}, \boldsymbol{\sigma}_{\theta,(t)}^{2}\right)$ and $\boldsymbol{\sigma}_{\theta,(t)}^{2}=\frac{1}{\left[N\left(\mathbf{s}_{\theta,(t)}+\frac{\psi}{N}\right)\right]}$ :

$$
\begin{align*}
& \mathbf{u}_{\theta,(t+1)}=\xi_{1} \mathbf{u}_{\theta,(t)}+\left(1-\xi_{1}\right)\left(\hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi}{N} \boldsymbol{\mu}_{\theta,(t)}\right), \\
& \mathbf{s}_{\theta,(t+1)}=\xi_{2} \mathbf{s}_{\theta(t)}+\left(1-\xi_{2}\right)\left[\hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right) \circ \hat{\mathbf{g}}\left(\boldsymbol{\theta}_{(t)}\right)\right] \\
& \hat{\mathbf{u}}_{\theta,(t+1)}=\frac{\mathbf{u}_{\theta,(t+1)}}{1-\xi_{1}^{t}},  \tag{2.39}\\
& \hat{\mathbf{s}}_{\theta,(t+1)}=\frac{\mathbf{s}_{\theta,(t+1)}}{1-\xi_{2}^{t}}, \\
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}-v \cdot \frac{\hat{\mathbf{u}}_{\theta,(t+1)}}{\sqrt{\hat{\mathbf{s}_{\theta,(t+1)}}+\frac{\psi}{N}}},
\end{align*}
$$

where $v$ is the learning rate and $\xi_{1}, \xi_{2} \in[0,1)$ are the hyperparameters controlling the exponential decay. Note. During the computing bias-corrected first and secont moment estimates in Eq. (2.39) the symbols $\xi_{1}^{t}$ and $\xi_{2}^{t}$ denote $\xi_{1}$ and $\xi_{2}$ to the power $t$.

### 2.7 Variational ADAM with ARD Prior

Within this thesis, we propose a new possible algorithm for finding a sparse parameterization of the model. Let us assume probability model with likelihood $p(\mathcal{D} \mid \boldsymbol{\theta})$ (Gaussian in the regression task, Bernoulli in the classification task), Gaussian prior on weights and Gamma prior on hyperparameter $\psi$ in following expression

$$
\begin{equation*}
p(\mathbf{y}, \boldsymbol{\theta} \mid \mathbf{X}, \psi, \omega) \propto p(\mathcal{D} \mid \boldsymbol{\theta}) \mathcal{N}\left(\mathbf{0}, \operatorname{diag}\left(\psi^{-1}\right) \cdot \mathbf{I}\right) \prod_{j=1}^{K} \operatorname{Gamma}\left(\gamma_{0}, \delta_{0}\right) \tag{2.40}
\end{equation*}
$$

Our goal is to approximate the posterior for all latent variables in factor form

$$
\begin{equation*}
p(\boldsymbol{\theta}, \boldsymbol{\psi}, \omega \mid \mathcal{D}) \approx q_{\eta}(\mathbf{z})=q_{\eta}(\boldsymbol{\theta}) q_{\eta}(\boldsymbol{\psi}) q_{\eta}(\omega) \tag{2.41}
\end{equation*}
$$

We use part of the derived equations to update the posterior factors of the hyperparameters in the linear regression from [50]:

$$
\begin{align*}
q\left(\psi_{j} \mid \gamma_{j}, \delta_{j}\right) & =\operatorname{Gamma}\left(\gamma_{0}+\frac{1}{2}, \delta_{0}+\frac{1}{2} \mathrm{E}\left[\theta_{j}^{2}\right]\right), \forall j=1, \ldots, K,  \tag{2.42}\\
q\left(\omega \mid \overline{\gamma_{j}}, \overline{\delta_{j}}\right) & =\operatorname{Gamma}\left(\delta_{0}+\frac{K}{2}, \mathrm{E}\left[(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})^{T}(\mathbf{y}-\mathbf{X} \boldsymbol{\theta})\right]\right),
\end{align*}
$$

where $\mathrm{E}\left[\theta_{j}^{2}\right]=\mu_{\theta_{j}}^{2}+\sigma_{\theta_{j}}^{2}$ and $\mathrm{E}\left[\psi_{j}\right]=\frac{\gamma_{j}}{\delta_{j}}$.
Note. The posterior factor for the hyperparameter $\omega$ is mentioned here only in the context of Section 1.7, where it was used. It will not appear in the following experiments as it will be taken as a known constant, but it can be estimated together with all latent variables in the case, where it is unknown according to Eq. (2.42).

Our proposed algorithm combines model negative log-likelihood described in Eq. (2.22) with the ARD prior in negative logarithm form:

$$
\begin{equation*}
f_{\text {new }}(\boldsymbol{\theta})=\underbrace{-\frac{1}{N} \sum_{n=1}^{N} \log p\left(\mathcal{D}_{n} \mid \boldsymbol{\theta}\right)}_{f(\boldsymbol{\theta})}-\sum_{j=1}^{K} \frac{1}{2} \theta_{j}^{2} \psi_{j} \tag{2.43}
\end{equation*}
$$

This changes the meaning of the function $f(\boldsymbol{\theta})$ from Eq. (2.22) entering the optimization. The resulting proposed algorithm using the variational ADAM with the ARD prior can then be written, as follows in Algorithm 1.

```
Algorithm 1 VADAM with the ARD prior, updates for the posterior parameters in one iteration \((t)\).
    Initialize prior parameters \(\gamma_{0}, \delta_{0}\), learning rates in ADAM, \((\omega)\).
    Calculate in each dimension \(\gamma_{j,(t)}, \delta_{j,(t)},\left(\overline{\gamma_{j,(t)}}, \overline{\delta_{j,(t)}}\right)\).
    \(\psi_{j,(t)} \leftarrow \frac{\gamma_{j,(t)}}{\delta_{j,(t)}},\left(\omega_{(t)} \leftarrow \frac{\overline{\gamma_{j,(t)}}}{\overline{j_{j,(t)}}}\right)\).
    Do step described in Eq. (2.39) with \(f_{\text {new }}(\boldsymbol{\theta})\).
    Update \(\gamma_{j,(t)}, \delta_{j,(t)}\left(\overline{\gamma_{j,(t)}}, \overline{\delta_{j,(t)}}\right)\) according to Eq. (2.42).
    \((t+1) \leftarrow(t)\).
```

This algorithm is designed to search for possible sparse solutions using prior knowledge. By doing so, we insert new information into the model, in the form of the shrinkage prior, that we want in particular the sparse solutions from the set of all possible solutions.

## Chapter 3

## Experiments

### 3.1 Sparse Linear Regression

In the first simulation scenario, we set up a simple linear regression problem on which we want to observe the behavior of different methods for achieving a sparse parameterization. We use artificially generated (synthetic) dataset given by a data matrix $\mathbf{X}$, where the entries are sampled from the Gaussian distribution, and the response variable, $\mathbf{y}=\mathbf{X} \boldsymbol{\theta}_{\text {true }}+\mathbf{e}$, with a fixed known parameter vector (groundtruth) $\boldsymbol{\theta}_{\text {true }}$ and the Gaussian noise $\mathbf{e}$ of the mean $\boldsymbol{\mu}_{e}$ and variance $\boldsymbol{\sigma}_{e}^{2}$. Keep in mind that one realization of the data matrix (using a fixed seed) is equivalent to one realization of the random matrix with the Gaussian distribution.

In this way, we can then monitor whether the estimates delivered by various methods actually converge to the exact values obtained from an analytically solvable estimator. That is, in this simple linear regression problem, there surely exists the analytically tractable estimate of $\boldsymbol{\theta}_{\text {true }}$ given by

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}_{\text {true }}}=\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y} \tag{3.1}
\end{equation*}
$$

With $\boldsymbol{\theta}_{\text {true }}=(2.9,1.1,0.02,0.05,10.0,7.2,0.06,9.1,0.001,0.2,0.76)^{T} \in \mathbb{R}^{11},(\mathbf{1}, \mathbf{X}) \in \mathbb{R}^{100 \times 10+1}$ and Gaussian noise $e_{n} \sim \mathcal{N}\left(0, \sigma_{e}^{2}\right)$ with $\sigma_{e}^{2}=0.5$ we generate response variable $\mathbf{y} \in \mathbb{R}^{100}$. Our model will then look like this (in matrix form):

$$
\left(\begin{array}{c}
y_{1}  \tag{3.2}\\
y_{n} \\
\vdots \\
y_{100}
\end{array}\right)=\left(\begin{array}{cccc}
1 & x_{1,1} & \ldots & x_{1,10} \\
1 & x_{2,1} & \ldots & x_{2,10} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{100,1} & \ldots & x_{100,10}
\end{array}\right) \cdot\left(\begin{array}{c}
\theta_{\text {true }, 1} \\
\theta_{\text {true }, 2} \\
\vdots \\
\theta_{\text {true, } 11}
\end{array}\right)+\left(\begin{array}{c}
e_{1} \\
e_{2} \\
\vdots \\
e_{100}
\end{array}\right)
$$

We shuffle the data, split dataset $\mathcal{D}=(\mathbf{y}, \mathbf{X})$ into the train and test sets with the ratio 0.8 and choose the batchsize 16. Eventually, we run several methods with various settings.

### 3.1.1 Model Architecture

In the neural networks paradigm, the model in Eq. (3.2) can be interpreted as a neural network with no hidden layer. The architecture of this simple neural network consists of an input layer ( $\mathbb{R}^{11}$ ) and an output layer with an identity activation function. We choose total of 11 trainable parameters in this network, showing its graphical representation in Fig. 3.1.


Figure 3.1: Neural network architecture for the linear regression task.

### 3.1.2 Maximum Likelihood Estimation in Linear Regression

In the first experiment, we will try to tune the full model, while closely monitoring the model error (loss) in the form of the mean-squared error (MSE) and the parameter convergence across epochs. We choose the ADAM optimizer with the hyperparameters $v=0.001, \xi_{1}=0.9$ and $\xi_{2}=0.999$ to fit the model's parameters.


Figure 3.2: Linear regression parameters during training.


Figure 3.3: Values of loss function on train and test sets in linear regression.
In Fig. 3.2, we can see that the classical MLE method has converged to an analytical solution from Eq. (3.1). The loss function values in Fig. 3.3 have reached their minimum. This is no surprise - the response variable was generated according to the known parameter $\boldsymbol{\theta}_{\text {true }}$. The training of the full model is presented here mainly for interest, since we only have a point estimate of the parameters and did not force any sparsity. Alternatively, it would have to be at everyone's opinion how they would like to assess the area around the point estimates. The intention was to have components close to zero in the $\boldsymbol{\theta}_{\text {true }}$ so we could either control the sparsity at our discretion or use a method that could automatically zero them. Therefore, we add the Laplace prior on the model parameters to help us achieve a sparser parameterization.

### 3.1.3 $\quad L_{1}$ Penalization in Linear Regression

Adding the Laplace prior from Eq. (1.15) with the zero mean on the model parameters to the Gaussian likelihood creates a new optimization task. The new loss function to minimize is then in the same form as in Eq. (1.56) with optional hyperparameter $\lambda$, which is a tunning knob we would like to set right to achieve a sparse parameterization.

Thus, we first analyze the relationship of how the values of the trained parameters change as a function of $\lambda$ to estimate its reasonable range. This is mainly for an initial look, when most parameters start to converge to zero by estimation. Initial setting of the optimizer, the batchsize, and the data split, will be the same as those in the MLE estimation. We choose a rough $\lambda$-grid in the range $\lambda \in(0.0,1.0,2.0, \ldots, 40.0)$. We always take one particular $\lambda$, train the parameters and record their values to plot the convergence history.


Figure 3.4: Relationship between $\lambda$ and parameters values in $\lambda \in(0.0,1.0,2.0, \ldots, 40.0)$ grid. On the right with zoomed range of $\lambda \in(0.0,1.0,2.0, \ldots, 9.0)$.

Fig. 3.4 shows us which values of the hyperparameter $\lambda$ is required to zero the parameters of the model. A closer look reveals that except for one parameter in the model, it is possible to zero out the vast majority of the other parameters using $\lambda \in(0.0,4.0)$. It is clear that the most change happens in this restricted interval, so we make the $\lambda$-grid smoother with a smaller step, $\lambda \in(0.0,0.1, \ldots, 4.0)$, and to find a certain trade-off between the model error and sparse parameterization, we plot the so-called Pareto frontier, as described in Algorithm 2.

```
Algorithm 2 Pareto frontier.
    Set the model, loss, optimizer, \(\lambda\).
    Train the model and save the results of the last epoch.
    Check if any component of the trained parameter vector belongs to an \(\varepsilon\)-neighborhood of zero.
    Compute the loss value on test data with selected parameters.
    Plot loss value on test data and number of components, which do not belong to the \(\varepsilon\)-neighborhood.
    Repeat step 1 to 5 with another value of \(\lambda\).
    Highlight the set of models with the lowest error given \(\lambda\).
```

Pareto frontier is a good graphical tool for comparing models in the case of observed sparsity. Ideally, we would like one of the axes of the Pareto frontier to be the model error and the other the $\mathrm{L}_{0}$ norm of trained parameter (the number of non-zero parameters). However, due to numerical calculations, the strict $\mathrm{L}_{0}$ norm does not give good results, so it needs to be generalized. We define its generalized form, $\mathrm{L}_{0, \varepsilon}$, as follows:

$$
\begin{equation*}
\|\boldsymbol{\theta}\|_{0, \varepsilon}=\#\left\{\theta_{k} \notin(0-\varepsilon, 0+\varepsilon) \mid k=1, \ldots, K\right\}, \tag{3.3}
\end{equation*}
$$

where the symbol \# denotes total number of elements falling in the $\varepsilon$-neighborhood and $\varepsilon$ is the optional tolerance parameter. The parameter $\varepsilon$ can be set manually according to personal preference, as to how much around the zero the user considers the parameter to be accepted as zero. In the case of variational methods (as shown in the following sections), this tolerance parameter, $\varepsilon$, can be replaced by the variance estimates already included in those methods.


Figure 3.5: The relationship between $\lambda$ and non-zero parameters depending on the $\varepsilon$-neighborhood given by $\varepsilon \in\{0.0,0.01,0.001,0.0001\}$.

With each minor adjustment of the tolerance parameter $\varepsilon$ in Fig. 3.5, we get a more precise insight into at what $\lambda$-value and what $\varepsilon$-preference, the trained parameters start to zero out (leading to a sparse parameterization of the model). Although sparsity can be achieved in this way, it is still necessary to evaluate whether any particular choice of $\lambda$ is adequate compared to the error of the model on the test data. Therefore, we select $\varepsilon=0.001$, and, according to Algorithm 2, the Pareto frontier of the linear regression using $L_{1}$ penalization will be plotted.

Pareto frontier, $\epsilon=0.001$


Figure 3.6: The Pareto frontier of linear regression using the $\mathrm{L}_{1}$-penalization for $\lambda \in(0.0,0.1, \ldots, 4.0)$ grid and tolerance parameter $\varepsilon=0.001$.

Pareto frontier shown in Fig. 3.6 is a good graphical tool to select a preferable model. It is up to the subjective view of the reader whether they prefer a model with more parameters but a less error, or fewer parameters but still an acceptable error. The reader should keep in mind, however, that it is still necessary to determine in advance the threshold at which the parameter can be taken as zero (the tolerance parameter $\varepsilon$ ) - which is, again, a matter of subjective discretion. For example, choosing $\lambda=0.3$ leaves 4 parameters in the model (zeroes out 7 parameters), but the error on the test data is still comparable to the full model with 11 parameters. However, removing another parameter from the model would increase the model error by almost 20 times.

### 3.1.4 Variational ADAM in Linear Regression

A possible disadvantage of the previous way to force sparsity is the manual setting of the tolerance parameter, $\varepsilon$. The following method (divided into two cases) uses the findings from Section 2.6 and Section 2.7 to perform the variational inference and obtain the Gaussian posterior for $\boldsymbol{\theta}_{\text {true }}$. Thus, at the end of learning, we get not only the estimates of the mean values $\boldsymbol{\mu}_{\theta}$ of the parameters $\boldsymbol{\theta}_{\text {true }}$, but also their variances $\sigma_{\theta}^{2}$, which allows us to compute the standard deviations $\widehat{\boldsymbol{\sigma}_{\theta}}$.

We first check the convergence of the VADAM optimizer without the prior to see if the mean values converge to the analytical solution in Eq. (3.1). Similarly to the classic ADAM optimizer, the hyperparameters $v=0.001, \xi_{1}=0.9$ and $\xi_{2}=0.999$ are chosen for this method.


Figure 3.7: The parameters of the linear regression model during the training with the VADAM optimizer without any prior.

Similarly to the MLE (Fig. 3.2), this variational method converged to an analytical solution in Eq. (3.1), as shown in Fig. 3.7. There are minor oscillations around the mean values in the last few epochs of training. This is due to the corrections of the first and second moments in the VADAM optimizer. Unlike the MLE or $\mathrm{L}_{1}$ regularization at the end of training, we have the inferred posterior estimate of the parameters. Fig. 3.7 can also be taken as a kind of check that the method does what it is supposed to do and that the variational inference was successful.

The estimated standard deviations are used to declare whether a parameter is irrelevant to the model and therefore can be zeroed out. To evaluate the number of relevant non-zero parameters, we introduce a similar generalized form of the $L_{0}$ norm for variational methods as in Eq. (3.3), i.e.,

$$
\begin{equation*}
\|\boldsymbol{\theta}\|_{0, \widehat{\sigma}_{\theta}, d}=\#\left\{\mu_{\theta k} \notin\left(0-d \cdot \widehat{\sigma}_{\theta k}, 0+d \cdot \widehat{\sigma_{\theta k}}\right) \mid k=1, \ldots, K \wedge d \in \mathbb{R}^{+}\right\} \tag{3.4}
\end{equation*}
$$

where one can choose as a high value of $d$ as preferred. In this variational case, we make a grid for the parameter $d$ to observe its impact on the zeroing-out behaviour and the test loss. Using the variance estimates, the corresponding standard deviations are calculated and then put into the generalized $\mathrm{L}_{0}$ norm in Eq. (3.4) for mean values of the last epoch. First, we show an example with the choice $d=2$ in the last-epoch's parameters from Fig. 3.7, and, eventually, by selecting a particular $d$-value in the grid of $d \in(0.0,0.5,1.0, \ldots, 10.0)$, applying the generalized $\mathrm{L}_{0}$ norm and computing the loss in the form of the MSE on the test data, the Pareto frontier will be plotted.


Figure 3.8: The linear regression parameters of the VADAM optimizer from the last epoch with the means and the corresponding standard deviations for $d=2,\|\boldsymbol{\theta}\|_{0, \widehat{\sigma}_{\theta}, 2}=6$.

## Pareto frontier VADAM



Figure 3.9: The Pareto frontier of the linear regression using the VADAM optimizer for $d \in$ (0.0, 0.5, 1.0, ... , 10.0).

The Pareto frontier in Fig. 3.9 shows the model error on the test data including the relevant number of parameters estimated by the VADAM optimizer for a particular choice of the number of standard deviations $d$. For the aforementioned setting, $d=2$, we get Fig. 3.8, which shows us the parameter value of each component in a sparse parameterization with a minimal loss according to Fig. 3.9.

### 3.1.5 VADAM with ARD Prior in Linear Regression

We now demonstrate our proposed algorithm, as described in Section 2.7, to perform an alternative variational inference to the VADAM optimizer without any prior from above. With the same experimental setup as with the MLE, $\mathrm{L}_{1}$ regularization and the VADAM optimizer without prior, we check the convergence of the method and the ability to find the sparse solution we want.


Figure 3.10: The parameters of the linear regression during the training using the VADAM optimizer with the ARD prior.

Fig. 3.10 shows that the method has converged to a sparse solution that matches the analytical estimate in Eq. (3.1). Compared to Fig. 3.7, it is clear that adding the ARD prior to the method speeded up the convergence considerably, while still finding out the correct estimate. The hyperparameter $\psi$ is estimated automatically (see Algorithm 1).

As in previous case of the VADAM optimizer without the prior, we show an example with the choice $d=2$ for the parameters from the last epoch in Fig. 3.10 and then plot the Pareto frontier.


Figure 3.11: The linear regression using the VADAM optimizer with the ARD prior for the parameters from the last epoch, with the mean values and the correspoding standard deviations for the choice $d=2$, $\|\theta\|_{0, \widetilde{\sigma}_{\theta}, 2}=6$.

Pareto frontier VADAM with ARD


Figure 3.12: The Pareto frontier of the linear regression using the VADAM optimizer with the ARD prior for $d \in(0.0,0.5,1.0, \ldots, 10.0)$.

The Pareto frontier plotted in Fig. 3.12 shows only the set of the lowest loss value models given an appropriate $d$. The example with the choice $d=2$ and the corresponding selected relevant components of the estimated parameters is shown in Fig. 3.11.

### 3.1.6 Evaluation of Methods

We would like to compare and evaluate the methods used to obtain the sparse parameterization in this linear regression model illustrated in Fig. 3.1, in particular, the $L_{1}$ penalization and our proposed method of the VADAM optimizer with the ARD prior. We take the Pareto frontiers from both cases plotted in Fig. 3.6 and Fig. 3.12, plot them into one figure and compare their curves. If one curve is lower than the other in a certain region of this figure, it can be said that in terms of finding a sparse parameterization of a certain number of parameters, and evaluating the model error on the test data, one method performs better than the other.


Figure 3.13: The evaluation of the methods to estimate a sparse parameterization in the linear regression experiment.

The ability to find a sparser parameterization is satisfied by both methods, as shown in Fig. 3.13. Our proposed method performs better in finding sparse parameterization with 5,6 or 8 parameters. In the case of a 4-parameter parameterization, the $\mathrm{L}_{1}$ penalization reached a smaller error on the test data. It can be stated that for such an experimental setup, both methods performed well and both revealed the number of relevant elements in $\boldsymbol{\theta}_{\text {true }}$. We can state that with a minimal increase in the error on the test data, up to 7 parameters can be removed from the model in Eq. (3.2) using either the $\mathrm{L}_{1}$ regularization or the VADAM optimizer with the ARD prior.

### 3.2 Sparse Logistic Regression

In the next experiment, we are concerned with sparsifying a logistic regression model when applied to the classification of the well-known Iris dataset [51] from UCI Machine Learning Repository. The dataset contains 150 observations of 4 variables describing the length and width of the sepals and petals with a three-class response variable encoding the affiliation to a given plant species, i.e., $\mathbf{X} \in \mathbb{R}^{150 \times 4}$ and $\mathbf{y} \in\{\text { setosa, versicolor, virginica }\}^{150}$. The data are split with the ratio 0.8 to the train and the test sets. The batchsize is chosen to 4 . The dataset is labelled, hence this clearly a supervised learning task. This experiment relies on description from Section 1.8.

### 3.2.1 Model Architecture

For this task, the architecture of the neural network is as follows: the input layer of dimension 4, single hidden layer containing eight neurons and the ReLU activation function, and the output layer of dimension 3 with a softmax output activation function. There is the total of 67 trainable parameters. This architecture is shown in Fig. 3.14.


Figure 3.14: The neural network architecture for the logistic regression applied to the Iris dataset.

One can argue why to construct such a complex network just for the simple Iris dataset, which not only contains only 150 observations, but also the classes are well separable (the data are depicted in [40]). This second experiment is designed to use the methods from the first one with the linear regression and try to prune this neural network to obtain a sparse parameterization of only those parameters that are relevant to this problem, assuming the smallest possible increase in the model error.

### 3.2.2 Maximum Likelihood Estimation in Logistic Regression

The first run of this experiment was carried out without any prior or sparsity assumptions. We used, again, the ADAM optimizer with the hyperparameters $v=0.001, \xi_{1}=0.9$ and $\xi_{2}=0.999$. We monitored the classification accuracy of the model and the value of the binary cross-entropy loss function from Eq. (1.55). These values calculated at each epoch during the training are plotted in Fig. 3.15.


Figure 3.15: Values of the binary cross-entropy loss function and the classification accuracy on the train and the test sets.

Already during the first hundreds of epochs, there is a sharp increase in model accuracy towards $95 \%$. One can also observe oscillating values of the test loss and the test accuracy at the end of the training. It is clear that this model was overfitted and, therefore, it is necessarry to prune it.

### 3.2.3 $\quad \mathbf{L}_{1}$ Penalization in Logistic Regression

We add the Laplace prior with the zero mean on the model parameters to the Bernoulli likelihood and obtain the loss function described in Eq. (1.56) with an optional hyperparameter $\lambda$. We will follow the same procedure as in the linear regression task. First, we plot how the parameter values depend on $\lambda$, and then, by selecting four different tolerance parameters $\varepsilon$, a dependency of the corresponding $\mathrm{L}_{0, \varepsilon}$ from Eq. (3.3) on $\lambda$. Since this is a logistic regression task whose parameters are usually small, a smooth grid with a small step-size should be chosen. Therefore, we choose $\lambda \in(0.0,0.0005, \ldots, 0.04)$ grid.


Figure 3.16: The relationship between $\lambda$ and parameter values for $\lambda \in(0.0,0.0005, \ldots, 0.04)$ grid (left) and $\lambda \in(0.0,0.0005, \ldots, 0.01)$ grid (right).


Figure 3.17: The relationship between $\lambda$ and the number of the non-zero parameters depending on the $\varepsilon$-neighborhood for $\varepsilon \in\{0.0,0.01,0.001,0.0001\}$.

Fig. 3.16 illustrates that many parameters in the model have a really small value (even if the grid was chosen very smoothly) and the trend decreases to zero. A slight increase in $\lambda$ immediately penalizes the parameters and quickly tightens them to zero, which is confirmed in Fig. 3.17 by the fact that even small choices of the tolerance parameter $\varepsilon$ do not hold the majority of the parameters of the model. Now, we select $\varepsilon=0.001$ and plot the Pareto frontier according to Algorithm 2.


Figure 3.18: The Pareto frontier of the logistic regression with the $L_{1}$ penalization for $\lambda \in$ $(0.0,0.0005, \ldots, 0.04)$ grid and the tolerance parameter $\varepsilon=0.001$.

The Pareto frontier in Fig. 3.18 shows us several possible ways to choose a level of sparsity in the model depending on the test loss, always with a corresponding value of $\lambda$. Now it is again up to personal preference what parameterization to choose. For example, choosing $\lambda=0.001$ can prune the neural network so that only 15 parameters remain, and the model error significantly decreases. At the cost of a small increase in test loss, the neural network can be pruned so that only the 3 most significant parameters remain.

### 3.2.4 Variational ADAM with ARD Prior in Logistic Regression

Now let us apply our proposed algorithm from Section 2.7 to this problem and thus search for a sparse parameterization using the variational inference. The experiment setting remains the same as in the MLE and $L_{1}$ cases. Plotting the convergence of the parameters is redundant in this case, since there is no analytical estimation as in the linear regression. Therefore it is appropriate to evaluate the sparsified models using the loss function evaluated on the test data.


Figure 3.19: The Pareto frontier of the logistic regression using the VADAM optimizer with the ARD prior for $d \in(0.0,0.1, \ldots, 3.0)$ grid.

As can be seen in Fig. 3.19, our proposed method, relying on the VADAM optimizer with the ARD prior, found several sparse parameterizations, but even with an increasing number of standard deviations, the model error on the test data stabilized for only 3,4 or 6 parameters of the model. As expected in Subsection 3.2.1, there are really just a few relevant parameters in such an overparameterized model sketched in Fig. 3.14. As revealed by our method, the model error with such a parameterization increases. We need to compare this method with $L_{1}$ penalization.

### 3.2.5 Evaluation of Methods

In a similar way to the linear regression, we would like to evaluate and compare the $\mathrm{L}_{1}$ penalization and the VADAM optimizer with the ARD prior in terms of their ability to find sparser parameterizations. We take the Pareto frontiers from Fig. 3.18 and Fig. 3.19, plot them into one figure and compare them.


Figure 3.20: The evaluation of the methods to estimate a sparse parameterization in the experiment with the logistic regression.

Fig. 3.20 shows us that the ability to find a sparser parameterization is satisfied by the both methods. Here, the $\mathrm{L}_{1}$ penalization has the advantage of providing multiple possible solutions for sparse parameterizations, whereas the VADAM optimizer with the ARD prior revealed only one possible sparse parameterization of the model. The ideal trade-off between a sparse parameterization and a minimal increase in the test error seems to be $\lambda=0.001$, which leaves 15 significant parameters in the model. This fact also confirms Fig. 3.18. The VADAM optimizer with the ARD prior leaves only 3 parameters in the model, but the error on the test data is significantly higher than leaving a few more parameters in the model.

### 3.3 Sparse MIL

The third experiment is concerned with the multi-instance learning problem (as covered in Section 1.9). We adopt the dataset, $\mathcal{D}$, called Musk [52], which describes a set of 92 molecules (bags) of which 47 are judged by human experts to be musks and the remaining 45 molecules are judged to be nonmusks. Our task is to classify whether the new molecule will be musk or non-musk. Along the lines of Section 1.9, we have 92 bags $(N=92)$ in toto, containing 476 instances $(I=476)$ of dimension 166 ( $K=166$ ) and 92 corresponding response variables, $\mathbf{y} \in\{0,1\}^{92}$. Again, the dataset will be split into the train and test subsets with the ratio 0.8.

### 3.3.1 Model Architecture

The following architecture, see in Fig. 3.21, was proposed by the authors of the Mill.jl library [37], written in the Julia programming language. The library includes an example with this architecture, being suitable for the Musk dataset, on which we will test the $\mathrm{L}_{1}$ regularization and the VADAM optimizer with the ARD prior to force a sparse parameterization.

The first part of the network is composed of an input layer for bags with instances of the fixed dimension 166 and a hidden layer with the tanh activation and 10 neurons. This is followed by a pooling layer with the meanmax aggregation operator whose output is a vector of the fixed dimension 20. The second part of the network contains another hidden layer with the tanh activation and 10 neurons, and is enclosed by an output layer with the binary output. In total, this architecture contains 1922 trainable parameters.


Figure 3.21: The neural network architecture for the MIL problem and the Musk dataset.

### 3.3.2 $\quad \mathrm{L}_{1}$ Penalization in MIL

Since we have a classification problem, binary cross-entropy function will be used as the loss to monitor the model error. Similar to the regression, we apply the Laplace prior with an additional hyperparameter $\lambda$ from Eq. (1.15). Despite the fact that there are now an order of magnitude more parameters, we plot them depending on the increasing $\lambda$ during training. We set the $\lambda \in(0.0,0.001, \ldots, 0.1)$ grid (101 models in total) and, each time, we take a specific $\lambda$, train the parameters, record their values and plot. Then we apply the $\mathrm{L}_{0, \varepsilon}$ norm to see how many parameters we can zero out based on a prefered tolerance parameter $\varepsilon$.


Figure 3.22: The relationship between $\lambda$ and parameter values for $\lambda \in(0.0,0.001, \ldots, 0.1)$ grid (left) and $\lambda \in(0.0,0.001, \ldots, 0.01)$ grid (right).


Figure 3.23: The relationship between $\lambda$ and the number of the non-zero parameters depending on the $\varepsilon$-neighborhood given by $\varepsilon \in\{0.001,0.002,0.005,0.01\}$.

From the Fig. 3.23, it is clear that for this problem we need to choose the tolerance parameter $\varepsilon$ really small, so that we do not zero out all parameters with the small change of $\lambda$. We also use Algorithm 2 with the tolerance parameter $\varepsilon=0.001$ and plot the Pareto frontier for the Musk problem.


Figure 3.24: The Pareto frontier of the MIL problem using the $L_{1}$ penalization for $\lambda \in$ $(0.0,0.001, \ldots, 0.1)$ grid and the tolerance parameter $\varepsilon=0.001$.


Figure 3.25: The Pareto frontier of the MIL problem using the $L_{1}$ penalization for $\lambda \in$ $(0.0,0.001, \ldots, 0.1)$ grid and the tolerance parameter $\varepsilon=0.001$ (zoomed Fig. 3.24 in the bottom-left clutter for $\mathrm{L}_{0, \varepsilon} \in(800,1000) \wedge$ loss $\left.\in(0.5,1)\right)$.

The Pareto frontier in Fig. 3.24 is a good help when tuning the $\lambda$ hyperparameter, as it already zeroes out many parameters with small values and a specified tolerance parameter $\varepsilon$. It is, again, up to the subjective view of the reader whether they prefer a model with more parameters but less error, or fewer parameters and still an acceptable error. We have to determine our preferable $\varepsilon$. However, we must also remember that this is only valid with the previously mentioned smoothness of the $\lambda$ grid and the tolerance parameter $\varepsilon$. Nonetheless, the sparse parameterization can be achieved. It is obvious that the neural network proposed in Fig. 3.21 is strongly overparameterized, since, by pruning the parameters in half, we can significantly reduce the model error on the test data.

This is confirmed by the choice $\lambda=0.0$ in Fig. 3.24, where we obtain the test loss in the full model with 1922 parameters and without any penalization. This is in contrast to the choice $\lambda=0.039$, which corresponds to the test loss with 822 parameters in the model, as depicted in Fig. 3.25.

### 3.3.3 Variational ADAM with ARD Prior in MIL

Since we have a dataset with real data and a more complex network architecture with more parameters than in the case of the linear regression, it is not valid to show the parameter convergence. This is because of the opacity of the convergence curves (1922 curves), and also because we do not have an analytical solution to which the parameters should converge (strongly non-linear model). From Fig. 3.22, we can assume that the vast majority of the parameters of the model will, indeed, have small values.

Pareto frontier


Figure 3.26: The Pareto frontier of the MIL problem using the VADAM optimizer with the ARD prior for $d \in(0.0,0.0001, \ldots, 0.015)$ grid.

The VADAM optimizer with the ARD prior found several possible sparse parameterizations, differing slightly in the value of the corresponding model error, which is illustrated in Fig. 3.26. The numbers of the standard deviations are set a bit tighter in this case, but this yields a more accurate estimate of the sparse parameterization and the number of relevant parameters (which differs rapidly).

### 3.3.4 Evaluation of Methods

In this third experiment, we would also like to evaluate and compare the $\mathrm{L}_{1}$ penalization with the VADAM optimizer with the ARD prior. We compare the Pareto frontiers from Fig. 3.24, Fig. 3.25 (due to zoomed area) and Fig. 3.26 and plot them into a single figure (Fig. 3.27).


Figure 3.27: The evaluation of the methods to estimate a sparse parameterization in the experiment with the MIL.

We can see in Fig. 3.27, that both tested methods were able to prune the neural network sketched in Fig. 3.21 and found sparse parameterizations with significantly fewer parameters than the originally proposed architecture (1922 parameters). Our proposed method performs better in finding a sparse parameterization with two possible solutions containing of 792 or 991 relevant parameters.

We can state that the VADAM optimizer with the ARD prior successfully pruned the network from 1992 parameters to less than 1000 parameters, while still significantly reducing the test error with this sparser parameterization. On the other hand, it should also be noted that the second method, i.e., the $\mathrm{L}_{1}$ penalization did not perform too badly. It pruned the network, found a sparse parameterization and reduced the test error of the original (non-sparisified) model, but not as much as the VADAM optimizer with the ARD prior.

## Conclusion

This Master's thesis was focused on estimating sparse parameterizations of neural networks as a tool for pruning neural network architectures, i.e., achieving less complexity in such models. Deep neural networks can often suffer from overparametrization, which puts high demands on computing power to even train them properly. Therefore, this thesis presented and tested useful methods to achieve sparser parameterizations that can reduce the complexity of the network and also allow to quantify its uncertainty.

In the first chapter, a clear description of different shrinkage priors was introduced. These priors allowed to embed prior knowledge about sparse parameterization, thus reducing the number of irrelevant parameters in the model. It was outlined that it is not always possible to analytically compute the posterior distribution of the parameters. Making it necessary to introduce the variational Bayes framework. It was also illustrated how, in some special cases of neural networks, i.e., linear and logistic regression, one can approximate, or, even analytically derive, the posterior distribution of the parameters, using a particular shrinkage prior. The chapter concluded with a theoretical insight into the concept of multi-instance learning, which uses the specific learning structure, as opposed to conventional machine learning.

The second chapter dealt with variational optimization and inference. A comprehensive interpretation of methods using natural gradients as a tool to avoid the demanding, and expensive computation of Hessian matrices and inverse Fisher matrices during optimization, was given. Various variational methods were derived to approximate the intractable posterior distribution of the parameters. In particular, the variational RMSprop and variational ADAM optimizers, for which connections with the conventional optimizers were shown. At the end of the second chapter, the author's newly proposed variational method was described. This method consisted of combining the variational ADAM method with the shrinkage prior and aimed at finding the posterior distribution of the parameters with a sparse parameterization.

The third chapter tested the author's proposed method on different neural network architectures. In total, three major experiments were carried out on synthetic and real data. The first experiment with linear regression and synthetic data studied the ability of the conventional and variational methods to search for a sparse parameterization that would corresponded to a known solution so that convergence could be verified. Here, the proposed method was found to perform similarly to the $L_{1}$ penalization widely used against overfitting in practise, and its suitability for finding sparse parameterizations was confirmed. The second experiment focused on a deeper network, performing classification on the Iris dataset. The goal was to reveal how much the network can be pruned to still find a sparse parameterization with a minimal error growth on the test data. In this respect, the $L_{1}$ penalization and the author's proposed method were again compared. Although sparse parameterizations were found by both methods, the $\mathrm{L}_{1}$ penalization performed better in parameter selection at the cost of less error on the test data. The author's proposed method found an overly strict sparse solution, achieving a higher error on the test data. The third experiment studied whether it is possible to prune the neural network designed on group data from the Musk dataset, while reducing its error on the test data. The proposed method was able to prune the network more than the $\mathrm{L}_{1}$ penalization, including a significant reduction of error on the test data. Overall, it can be stated that the author's proposed method has a good potential for finding sparse
parameterizations and can be used as an alternative to conventional tools preventing overfitting in deep neural networks, to make them less complex.

In the field of neural network optimization, the topic of sparse parameterizations is particularly useful as a tool to prevent overfitting or to reduce model complexity. The ability of variational methods to detect irrelevant parameters in the neural network, and thus prune them, can be really helpful in designing the resulting model architectures. Therefore, this thesis could give the reader guidance on how to incorporate prior knowledge of a sparse parameterization into deep learning models, and how to use the proposed methods to achieve it. And not only achieve a sparse parameterization, but also the inferred posterior distribution of all the parameters in neural network, with which its uncertainty can be quantified.

## Appendix A

## Variational Online-Newton

To express Eq. (2.25) we firstly derive the ELBO in the natural parameterization with VON assumption of the factorized likelihood:

$$
\begin{align*}
\mathcal{L}(\boldsymbol{\eta}) & =\mathrm{E}_{q}[\log p(\mathcal{D}, \mathbf{z})-\log q(\mathbf{z} \mid \boldsymbol{\eta})]=\mathrm{E}_{q}[\log (p(\mathcal{D} \mid \mathbf{z}) p(\mathbf{z}))-\log q(\mathbf{z} \mid \boldsymbol{\eta})] \\
& =\mathrm{E}_{q}[\log p(\mathcal{D} \mid \mathbf{z})+\log p(\mathbf{z})-\log q(\mathbf{z} \mid \boldsymbol{\eta})]=\mathrm{E}_{q}\left[\log p(\mathcal{D} \mid \mathbf{z})+\log \left(\frac{p(\mathbf{z})}{q(\mathbf{z} \mid \boldsymbol{\eta})}\right)\right]  \tag{A.1}\\
& =\mathrm{E}_{q}\left[\frac{N}{N} \sum_{n=1}^{N} \log p\left(\mathcal{D}_{n} \mid \mathbf{z}\right)+\log \left(\frac{p(\mathbf{z})}{q(\mathbf{z} \mid \boldsymbol{\eta})}\right)\right]
\end{align*}
$$

The variational lower-bound in Eq. (A.1) can be rewritten for the model parameters as

$$
\begin{align*}
\mathcal{L}\left(\boldsymbol{\mu}_{\theta}, \boldsymbol{\Sigma}_{\theta}\right) & =\mathrm{E}_{q}[\log p(\mathcal{D} \mid \boldsymbol{\theta})+\log p(\boldsymbol{\theta})-\log q(\boldsymbol{\theta})]  \tag{A.2}\\
& =\mathrm{E}_{q}[-N f(\boldsymbol{\theta})+\log p(\boldsymbol{\theta})-\log q(\boldsymbol{\theta} \mid \boldsymbol{\eta})]
\end{align*}
$$

For obtaining the gradients with respect to $\boldsymbol{\mu}_{\theta}$ and $\boldsymbol{\Sigma}_{\theta}$ we use this derivation of Eq. (2.27)

$$
\begin{align*}
\nabla_{\mu_{\theta}} \mathcal{L} & =\nabla_{\mu_{\theta}} \mathrm{E}_{q}[-N f(\boldsymbol{\theta})+\log p(\boldsymbol{\theta})-\log q(\boldsymbol{\theta} \mid \boldsymbol{\eta})] \\
& =-\mathrm{E}_{q}\left[N \nabla_{\theta} f(\boldsymbol{\theta})\right]-\psi \boldsymbol{\mu}_{\theta} \\
& =-\mathrm{E}_{q}[N \mathbf{g}(\boldsymbol{\theta})]-\psi \boldsymbol{\mu}_{\theta} \\
\nabla_{\Sigma_{\theta}} \mathcal{L} & =\frac{1}{2} \mathrm{E}_{q}\left[-N \nabla_{\theta \theta}^{2} f(\boldsymbol{\theta})\right]-\frac{1}{2} \psi \mathbf{I}+\frac{1}{2} \boldsymbol{\Sigma}_{\theta}^{-1}  \tag{A.5}\\
& =\frac{1}{2} \mathrm{E}_{q}[-N \mathbf{H}(\boldsymbol{\theta})]-\frac{1}{2} \psi \mathbf{I}+\frac{1}{2} \boldsymbol{\Sigma}_{\theta}^{-1}
\end{align*}
$$

Final derivation of the natural-gradient updates for $\boldsymbol{\mu}_{\theta}$ and $\boldsymbol{\Sigma}_{\theta}$ in Eq. (2.29):

$$
\begin{align*}
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)} \boldsymbol{\Sigma}_{\theta,(t+1)}\left(\nabla_{\mu_{\theta}} \mathcal{L}_{(t)}\right) \\
&= \boldsymbol{\mu}_{\theta,(t)}+\beta_{(t)} \boldsymbol{\Sigma}_{\theta,(t+1)}\left(-N \mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)-\psi \boldsymbol{\mu}_{\theta,(t)}\right)  \tag{A.6}\\
&= \boldsymbol{\mu}_{\theta,(t)}-\beta_{(t)} \boldsymbol{\Sigma}_{\theta,(t+1)}\left(N \mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \boldsymbol{\mu}_{\theta,(t)}\right) \\
& \boldsymbol{\Sigma}_{\theta,(t+1)}^{-1}= \boldsymbol{\Sigma}_{\theta,(t)}^{-1}-2 \beta_{(t)}\left(\nabla_{\Sigma_{\theta}} \mathcal{L}_{(t)}\right) \\
&= \boldsymbol{\Sigma}_{\theta,(t)}^{-1}-2 \beta_{(t)}\left[-\frac{1}{2} N \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)-\frac{1}{2} \psi \mathbf{I}+\frac{1}{2} \boldsymbol{\Sigma}_{\theta,(t)}^{-1}\right]  \tag{A.7}\\
&= \boldsymbol{\Sigma}_{\theta,(t)}^{-1}+\beta_{(t)} N \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\beta_{(t)} \psi \mathbf{I}-\beta_{(t)} \boldsymbol{\Sigma}_{\theta,(t)}^{-1} \\
&=\left(1-\beta_{(t)}\right) \boldsymbol{\Sigma}_{\theta,(t)}^{-1}+\beta_{(t)}\left[N \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \mathbf{I}\right] . \\
& \quad 61
\end{align*}
$$

By defining a transform matrix $\mathbf{S}_{\theta,(t)}=\frac{1}{N}\left(\boldsymbol{\Sigma}_{\theta,(t)}^{-1}-\psi \mathbf{I}\right) \rightarrow \boldsymbol{\Sigma}_{\theta,(t)}=\left[N\left(\mathbf{S}_{\theta,(t)}+\frac{1}{N} \psi \mathbf{I}\right)\right]^{-1}$ we derive more compact shape of updates equations showed in Eq. (2.30):

$$
\begin{align*}
& \boldsymbol{\mu}_{\theta,(t+1)}=\boldsymbol{\mu}_{\theta,(t)}-\beta_{(t)}\left[N\left(\mathbf{S}_{\theta,(t+1)}+\frac{1}{N} \psi \mathbf{I}\right)\right]^{-1}\left[N \mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \boldsymbol{\mu}_{\theta,(t)}\right] \\
&=\boldsymbol{\mu}_{\theta,(t)}-\beta_{(t)}\left[\left(\mathbf{S}_{\theta,(t+1)}+\frac{1}{N} \psi \mathbf{I}\right)\right]^{-1}\left[\mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{1}{N} \psi \boldsymbol{\mu}_{\theta,(t)}\right],  \tag{A.8}\\
& \boldsymbol{\Sigma}_{\theta,(t+1)}^{-1}=\left(1-\beta_{(t)}\right) \mathbf{\Sigma}_{\theta,(t)}^{-1}+\beta_{(t)}\left[N \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \mathbf{I}\right] \\
& \frac{N}{N}\left(\boldsymbol{\Sigma}_{\theta,(t+1)}^{-1}-\psi \mathbf{I}+\psi \mathbf{I}\right)=\left(1-\beta_{(t)}\right)\left[N\left(\mathbf{S}_{\theta,(t)}+\frac{1}{N} \psi \mathbf{I}\right)\right]+\beta_{(t)}\left(N \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \mathbf{I}\right) \\
& N\left(\frac{1}{N}\left(\mathbf{\Sigma}_{\theta,(t+1)}^{-1}+\psi \mathbf{I}\right)+\frac{\psi \mathbf{I}}{N}\right)=\left(1-\beta_{(t))}\right)\left[N\left(\mathbf{S}_{\theta,(t)}+\frac{1}{N} \psi \mathbf{I}\right)\right]+\beta_{(t)}\left(N \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\psi \mathbf{I}\right)  \tag{A.9}\\
& \mathbf{S}_{\theta,(t+1)}+\frac{\psi \mathbf{I}}{N}=\left(1-\beta_{(t))}\right)\left(\mathbf{S}_{\theta,(t)}+\frac{1}{N} \psi \mathbf{I}\right)+\beta_{(t)}\left(\mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi \mathbf{I}}{N}\right) \\
& \mathbf{S}_{\theta,(t+1)}=\left(1-\beta_{(t))}\right)\left(\mathbf{S}_{\theta,(t)}+\frac{1}{N} \psi \mathbf{I}\right)+\beta_{(t)}\left(\mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi \mathbf{I}}{N}\right)-\frac{\psi \mathbf{I}}{N} \\
& \mathbf{S}_{\theta,(t+1)}=\left(1-\beta_{(t))} \mathbf{S}_{\theta,(t)}+\beta_{(t)} \mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right) .\right.
\end{align*}
$$

And in case of mean-field variant of the VON method in Eq. (2.31):

$$
\begin{align*}
\boldsymbol{\mu}_{\theta,(t+1)} & =\boldsymbol{\mu}_{\theta_{(t)}}-\beta_{(t)}\left[\left(\mathbf{s}_{\theta,(t+1)}+\frac{\psi}{N}\right)\right]^{-1}\left[\mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi}{N} \boldsymbol{\mu}_{\theta,(t)}\right] \\
& =\boldsymbol{\mu}_{\theta,(t)}-\beta_{(t)}\left[\frac{\mathbf{g}\left(\boldsymbol{\theta}_{(t)}\right)+\frac{\psi}{N} \boldsymbol{\mu}_{\theta(t)}}{\mathbf{s}_{\theta,(t+1)}+\frac{\psi}{N}}\right]  \tag{A.10}\\
\mathbf{s}_{\theta,(t+1)} & =\left(1-\beta_{(t)}\right) \mathbf{s}_{\theta,(t)}+\beta_{(t)} \operatorname{diag}\left(\mathbf{H}\left(\boldsymbol{\theta}_{(t)}\right)\right) .
\end{align*}
$$

## Reparameterization Trick in Hessian

The use of the reparameterization trick in Eq. (2.33) is properly derived as follows

$$
\begin{align*}
\mathrm{E}_{q}\left[\nabla_{\theta \theta}^{2} f(\boldsymbol{\theta})\right] & =2 \nabla_{\sigma_{\theta}^{2}} \mathrm{E}_{q}[f(\boldsymbol{\theta})] \\
& =2 \nabla_{\sigma_{\theta}^{2}} \mathrm{E}_{\mathcal{N ( e | 0 , l )}}\left[f\left(\boldsymbol{\mu}_{\theta}+\boldsymbol{\sigma}_{\theta} \circ \mathbf{e}\right)\right] \\
& =2 \mathrm{E}_{\mathcal{N}(e \mid 0, I)}\left[\nabla_{\sigma_{\theta}^{2}} f\left(\boldsymbol{\mu}_{\theta}+\boldsymbol{\sigma}_{\theta} \circ \mathbf{e}\right)\right] \\
& =2 \mathrm{E}_{\mathcal{N}(e \mid 0, I)}\left[\nabla_{\sigma_{\theta}^{2}} f\left(\boldsymbol{\mu}_{\theta}+\sqrt{\boldsymbol{\sigma}_{\theta} \circ \boldsymbol{\sigma}_{\theta}} \circ \mathbf{e}\right)\right] \\
& =2 \mathrm{E}_{\mathcal{N}(e \mid 0, I)}\left[\nabla_{\theta} f(\boldsymbol{\theta}) \cdot \frac{1}{2} \frac{\mathbf{e}}{\boldsymbol{\sigma}_{\theta}}\right]  \tag{A.11}\\
& =\mathrm{E}_{\mathcal{N}(e \mid 0, l)}\left[\nabla_{\theta} f(\boldsymbol{\theta}) \frac{\mathbf{e}}{\boldsymbol{\sigma}_{\theta}}\right] \\
& \approx \hat{\mathbf{g}}(\boldsymbol{\theta}) \frac{\mathbf{e}}{\boldsymbol{\sigma}_{\theta}},
\end{align*}
$$

where $\mathbf{e} \sim \mathcal{N}(\mathbf{e} \mid 0, \mathbf{I})$ and $\boldsymbol{\theta}=\boldsymbol{\mu}+\boldsymbol{\sigma}_{\theta} \circ \mathbf{e}$.
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[^0]:    ${ }^{1}$ Independent and identically distributed.

[^1]:    ${ }^{2}$ The name of Variational Bayes consists of variational - optimization over functions (comes from variational calculus) and Bayes - within framework we mostly use Bayes's theorem.

