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Introduction

In the last decade there was a big progress in deep learning algorithms. This progress accelerated
by increasing hardware capabilities affected many research fields and in a short time became a part
of our lives. As an example, many security systems use some kind of face recognition algorithm
based on deep learning. Many various algorithms are being used for advertisement recommenda-
tion but also for helping doctors to analyze ECG signal or X-ray images.

The concept of neural networks began already in the 20th century. However, that time it was
not popular since these networks had a high computational and memory demand. Training deep
convolutional networks also requires a lot of data which became easier recently mostly because
of the spread of the internet. Soon many recognition tasks were created in order to make research
teams from all the world compete on the same data to make the models comparable. One of these
tasks is called the ImageNet Classification task. Here the dataset consists of over a million images
taken from 1000 classes. This challenging task became one of the most popular benchmarks for
image recognition models.

From the time of AlexNet in 2012 all the winning architectures were based on Convolutional
Neural Networks (ConvNets). Soon this technology started to spread into many other fields. One
of them is the Signal Decomposition task in which a signal is split into its original individual
sources. This can be useful for many problems, e.g. noise canceling or a separation of instrumental
sources in audio records. This problem is challenging because many sources produce signals
containing the same frequency range and there is no unique solution how to separate them. Neural
networks inspired by those from Image Classification and Segmentation can be used for this task
as they are able to find crucial patterns in the signal or the STFT representation. Finding these
patterns appears to be necessary for building a well performing network.

Another goal of this paper is to create a deep learning model capable of detecting individual
events in the signal. This can be used in many areas, e.g. acoustic emission analysis or piano tones
detection. In this paper we explore both of them in order to find out which models are performing
better and which strategy to use. Resulting network can be used in automating the burst detection
in acoustic emission without any need for preprocessing.

All the code used in this paper will be available on https://github.com/AIKovanda/signalai.
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Chapter 1

Theory

1.1 Feed Forward Neural Networks

There are many types of neural networks (NN) used for many different tasks. The basic type is the
Feed Forward Neural Network (FFNN) which is still used these days, often together with more
complex methods such as convolutional networks etc. FFNN is a group of neurons placed in sev-
eral connected layers. All neurons from each layer are connected to all neurons from the previous
and following layers. This architecture can be understood as a series of non-linear parametric
transformations. The goal is a to find optimal parameters in the process of learning, i.e. iteratively
changing parameters using gradient descent methods.

In the FFNN all the structure is based on Layer, which is composed of individual neurons. A neu-
ron can be understood as a simple processing unit which takes the weighted sum of its inputs and
transform it using a predefined activation function. All the neurons between two adjacent layers
are connected to each other using a connection containing a weight parameter. This parameter is
initialized randomly and is adjusted during the training. For a simple network with m layers the
overall behavior can be described using equation

xn`1 “ f pWpnqxnq, (1.1)

where xn is the input vector of the n-th layer, f represents the activation function, Wpnq stands for
the weight matrix of the n-th layer, x1 is the input vector and xm the desired output vector. The
value Wpnq

i j represents the weight between the i-th neuron in the n-th layer and the j-th neuron from
the pn´ 1q-st layer.

1.2 Convolutional neural networks

FFNN has some problems when using multi-dimensional input, e.g. an image. Moving image
by just some pixels is not a big change, however, a vectorized version of that image would differ
dramatically. For this reason, training FFNN for image classification or other similar tasks would
be very inefficient. Another problem is that the image contains many spacial features that would
be lost if the tensor is vectorized.

For this reason, another type of neural networks called the Convolutional Neural Network (Con-
vNets) are used. Here the layers are composed of convolutional cores instead of simple neurons
to extract features from the input tensor.
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Each convolutional layer consists of D convolutional cores Apiq P Rwa,ha,c, @i P t1, ...,Du. When
they are applied to the input tensor T P Rwt ,ht ,c, the output tensor is created as

oi jn “

wa
ÿ

k“1

ha
ÿ

l“1

c
ÿ

m“1

apnqklmtsi`k,s j`l,m , @i P t1, ..., pwt ´ waq{s` 1u, @ j P t1, ..., pht ´ haq{s` 1u,

(1.2)
where s stands for stride. Since pwt ´ waq{s` 1 ď wt and pht ´ haq{s` 1 ď ht, sometimes a zero
padding is added to the input tensor so that the output tensor would keep the same size of the first
two dimensions.

In many cases there is a need of reducing dimensionality in the data. This contributes to reduction
of noise and redundant information present in the input data. For this reason the pooling layer of
shape pwp, hpq may be applied as

oi jn “ f
` 

tsi`k,s j`l,n, @k P t1, ..., wpu, @l P t1, ..., hpu
(˘

,
@i P t1, ..., pwt ´ wpq{s` 1u,
@ j P t1, ..., pht ´ hpq{s` 1u,

(1.3)
where f represents the core pooling function. Most used functions are max and average, which
leads to the naming convention max-pooling and avg-pooling. In practice usually with hp “ wp “

s “ 2 which leads to the reduction of data with a factor of 4.

1.3 Activation functions

A combination of multiple linear transformation is a linear transformation. Since the goal of neural
networks is to create a non-linear transformation, a non-linear activation function is usually added
after some (or all) the layers. There are many functions used in the modern architectures, such
as a sigmoid function σpxq :“ 1

1`e´x which is used especially in the last layer of a classification
model since it maps input x to the range of r0, 1s. In the early literature the ReLU function
ReLUpxq :“ maxp0, xq replaced Sigmoid and Tanh functions in the hidden layers because of a
good performance while reducing the computational demand.

There are many hand-designed modifications for the ReLU activation which try to enhance the
networks by allowing the information to flow even for x ă 0. These improvements can increase
the model performance with the cost of bigger computational demand. These functions are the
Leaky ReLU defined as

LReLUpxq :“

#

x if x ě 0,
αx if x ă 0,

(1.4)

where α “ 0.01. Unlike ReLU, LReLU enables information to flow even for x ă 0. An alternative
is the Parametric ReLU, PReLU, in which the α parameter is trainable. Another often used
function is the Scaled Exponential Linear Unit, SELU defined as

SELUpxq :“ λ

#

x if x ě 0,
α
`

exppxq ´ 1
˘

if x ă 0,
(1.5)

where α « 1.6733 and λ « 1.0507.

However, most of them are not consistent on improving the neural networks. In 2017, Ramachan-
dran et al. came with another approach. Instead of designing a new activation manually, the
appropriate activation was searched using a reinforcement learning method[1]. The result of their
paper is an activation called the Swish function defined as

swishpxq :“ x ¨ sigmoidpβxq, (1.6)
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where β is a constant or trainable parameter. The experiments made by Ramachandran et al.
showed that switching to the Swish activation leads to the improvement of around 0.6%-0.9%
among some popular architectures [1]. A big difference from the ReLU is that the Swish function
is not monotone around zero. This feature can be controlled using the β parameter.

In 2020 Mishra proposed a new self-regularized non-monotonic activation function called the
Mish function [2] defined as

mishpx, βq :“ xtanh
´1
β

log
`

1` exppβxq
˘

¯

, (1.7)

where β is a parameter. Mish is a self-regularized non-monotonic activation function. Together
with SELU they are both continuously differentiable which enhances the gradient-based optimiza-
tion of the network [2]. Mishra showed that on CIFAR-10 dataset (dataset of small images divided
to 10 classes) and on COCO object detection dataset the Mish activation increased the validation
accuracy over the other activations. This was shown across various neural network architectures
from both image classification and object detection tasks. Most of the mentioned activation func-
tions are depicted in Figure 1.1.
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LReLU (α “ 0.1)

Figure 1.1: Comparison of chosen activation functions.

1.4 Loss functions

In order to update network parameters in a good direction, a proper loss function (cost function)
must be used at the learning. There are many functions used in many various tasks. One of them
is a simple L1 loss defined as

L1ppy1, ...,pyN , y1, ..., yNq :“
1
N

N
ÿ

i“1

}pyi ´ yi}L1
, (1.8)

where N stands for a batch size, yi P R
m represents the i-th ground truth value, pyi P R

m stands
for the i-th prediction of y, and }¨}L1

represents a standard L1 norm for vectors. The batch size is
chosen by the optimizer strategy and is N P t1, ..., nu for a dataset with n samples. Similarly, the
L2 loss can be defined as

L2ppy1, ...,pyN , y1, ..., yNq :“
1
N

N
ÿ

i“1

}pyi ´ yi}
2
L2
, (1.9)
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where }¨}L2
represents a standard L2 norm for vectors. The L1 loss is more immune to outliers,

however, L2 loss more penalize big value differences.

Another loss function in this paper is the Binary Cross-Entropy defined as

BCEppy1, ...,pyN , y1, ..., yNq :“ ´
1
N

N
ÿ

i“1

m
ÿ

j“1

ryi j logpyi j ` p1´ yi jq logp1´ pyi jqs. (1.10)

This loss is valid for y,py P r0, 1s and is used for multi-label classification since it enables to train
the network using maximum likelihood estimation.

1.5 Weight initialization

Before the beginning of training a neural network, all the parameters (weights and biases) have
to be initialized. There are several rules that need to be followed. First, the weights cannot
be initialized constantly. The network would become symmetric and the learning would not be
possible because of a symmetric gradient.

Furthermore, the absolute value of weights cannot be too small or too high because of the vanish-
ing gradient problem. This problem occurs when the gradient of a used activation function gets
close to zero. In that case the network does not learn properly anymore.

Another problem can appear when all the network weights are initialized using the same distribu-
tion function. In that case some layers may learn faster than the other ones and this instability can
highly reduce the benefit of using many layers.

There are several techniques how to properly initialize a neural network. Let W be the weight
matrix in one particular layer in a feed forward neural network. The number of neurons in the
previous layers will be denoted as f an_in and the number of neurons in the following layers as
f an_out. As for 2022, there are two main approaches used for weight initialization.

Xavier (Glorot) initialization

In 2010, on of the commonly used initialization was [3] a uniform distribution

Wi j „ U

”

´
1

a

f an_in
,

1
a

f an_in

ı

. (1.11)

Xavier Glorot and Yoshua Bengio showed that using this initialization for layers with sigmoid or
TanH activations leads to poor quality networks [3]. The networks tend to learn with different
speed in different layers, see Figure 1.2.

Figure 1.2: Activation value and backpropagation gradients in different layers using a wrong
initialization [3].

16



Let xpiq denote the result vector coming from the i-th layer and spiq the argument of corresponding
activation function f , f pspiqq “ xpiq. The way how to solve this problem is to try to keep the
variance of all the weights and the variance of back-propagation matrices the same, i.e.

Varrxpiqs “ Varrxp jqs, Var
”

BL
Bspiq

ı

“ Var
”

BL
Bsp jq

ı

, @i, j P t1, ..., nu, (1.12)

for a neural network with n layers using a loss function L. Glorot and Bengio showed that the
resulting distribution should have a mean value of µ “ 0 and a variance of σ2 “ 2

f an_in` f an_out
which gives

Wi j „ U

”

´

?
6

a

f an_in` f an_out
,

?
6

a

f an_in` f an_out

ı

(1.13)

and

Wi j „ N

´

0,
2

f an_in` f an_out

¯

, (1.14)

for Xavier Uniform and Xavier Normal distributions respectively. With this initialization the
distribution of activation values and backpropagation gradients are more similar, see Figure 1.3.
This allows training much deeper neural networks since all those layers will be trained evenly.

Figure 1.3: Activation value and backpropagation gradients in different layers using Xavier ini-
tialization [3].

Kaiming (He) initialization

The Xavier initialization assumes using a linear activation function. This may not be a problem for
Sigmoid and TanH activations since they both can be linearly approximated near zero. However,
for ReLU-like activations this approach does not work properly [4]. The problem here is that
Expiq , 0. He et al. showed that the variance should be scaled using some factor [4] (e.g. 2 for
ReLU). Furthermore, it was discussed that there is no need for using both f an_in and f an_out
and that is it sufficient to only use f an_in. The resulting initializations are then defined as

Wi j „ U

”

´

?
6

a

f an_in
,

?
6

a

f an_in

ı

and Wi j „ N

´

0,
2

f an_in

¯

, (1.15)

for Kaiming Uniform and Kaiming Normal distributions, respectively. In this paper all neural
networks will be initialized using Kaiming Uniform distribution.

Analogically, this all process can be applied for the convolutional layers by defining

f an_in :“ kernel_height ¨ kernel_width ¨ num_input_channels (1.16)

and
f an_out :“ kernel_height ¨ kernel_width ¨ num_output_channels. (1.17)
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1.6 Backpropagation

After all the weights are initialized, the network is prepared for training. The weights are being
updated according to their gradient based on the input tensor X and a chosen loss function L. The
method for calculating gradient is called backpropagation.

Every neural network consists of layers connected to a computational acyclic graph. Each i-th
layer can be defined as

fipXpiqq “ Qpiq, fipX
piq
1 , Xpiq2 q “ Qpiq or fipXpiq,Wpiqq “ Qpiq, (1.18)

where Xpiqj stands for j-th input, Wpiq stands for the weight parameter, f represents a function
(add, multiply, convolution, activation, etc.) and Qpiq stands for the output of i-th layer. Some
layers may only have one input, e.g. layers containing solely an activation function. The graph
determines how to calculate forward propagation, i.e. to calculate the overall output pY . The goal
is then to determine BL

BWpiq
for all trainable weights Wpiq . For this calculation the chain rule

BL

BXpiqj

“
BQpiq

BXpiqj

BL
BQpiq

(1.19)

will be applied inside each layer.

In the forward pass, each Qpiq value is calculated simply by its definition. At the same time, all the
input tensors are saved into the memory for the backward propagation. After calculating all the
layers inside the neural network, the final output value pY is computed and evaluated by the loss
function. Then the gradient value BL

BpY
is calculated and used as a starting point for the backward

propagation.

In the backward propagation each layer starts with a gradient vector BL
B pQpiq

. Vector BL
BXpiqj

is calculated

using the equation 1.19 for each input Xpiqj (or a weight Wpiq). These values are then used in each
input layer as the BL

B pQ
. In case that the Qpiq vector is used in multiple places in the computational

graph, all the incoming gradient vectors BL
B pQpiq

are averaged.

This algorithm allows to calculate gradient in all the layers even for very complex graphs. In case
of using max value, i.e. Qpiq “ maxpXpiq1 , Xpiq2 q, the bigger input Xpiqb gets BL

BXpiqb

“ BL
BQpiq

, whereas

the smaller one gets a zero gradient. For this reason, only the relevant input is modified.

This approach works on various operations, such as a dense layer defined as Qpkq “ WpkqXpkq.
Here the partial derivations of Xpkqj and Wpkq

i j are calculated as

BL

BXpkqj

“
BQpkqi

BXpkqj

BL

BQpkqi

“ Wpkq
i j

BL

BQpkqi

,
BL

BWpkq
i j

“
BQpkqi

BWpkq
i j

BL

BQpkqi

“ Xpkqj
BL

BQpkqi

. (1.20)

A similar situation can be shown at the convolutional layer defined as Qpkq “ ConvpXpkq, Fpkqq,
where Xpkq stands for the input tensor and Fpkq represents the filter in the k-th layer. However, it
was shown [5] that here the gradients can be expressed as a convolution between the input tensor
and the incoming gradient,

BL
BFpkq

“ Conv
´

Xpkq,
BL
BQpkq

¯

BL
BXpkq

“ Convfull

´

Fpkqrot ,
BL
BQpkq

¯

, (1.21)

where Convfull stands for a full convolution and Fpkqrot represents the filter Fpkq rotated by 180˝.
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1.7 Optimizer strategies

After the backpropagation is calculated using a proper loss function, the weights θ are updated
using an optimizer. There are several strategies how to apply the optimizer [6]. First, in the batch
gradient descend (BGD) the weights are updated using all the samples from the dataset. For a
loss function Lpθnq and learning rate of ν the update is made as

θn`1 “ θn ´ ν∇θLpθnq, (1.22)

where θn stands for weights in the n-th iteration, ∇θ represents the mean gradient from all the
training samples. The problem of this strategy is that calculating gradient descend for all the
training data can be very slow and usually the memory requirements exceed the RAM capacity.
This strategy also does not count with using generators instead of specific training data, e.g. with
data augmentation. On the other hand, it is proven that BGD will always converge to the global
minimum for convex surfaces and to the local minimum for non-convex surfaces [6].

Large datasets usually contain some similar data for which the gradient has a similar value. Calcu-
lating all of them therefore is not necessary. Instead, the gradient can be calculated on each sample
individually. This strategy is called the Stochastic gradient descend (SGD). One more benefit
of using SGD is that it can be used for the online training, i.e. when training data are created
additionally. The convergence is not guaranteed as of BGD, however, experiments show that with
decreasing learning rate those minima are usually reached anyway [6]. On the other hand, the
optimization suffers from high fluctuations as the weights are often updated incorrectly.

Finally, the mini-batch gradient descent (also called SGD) takes a subset of the training data and
updates weights according to the mean value of their gradient. This strategy leads to a more stable
and efficient way how to update weights [6]. It is worth mentioning that the convergence is still not
guaranteed and there may be a problem with choosing a proper learning rate. Small learning rate
can lead to slow convergence while too big rate can cause oscillations around the local minimum.

1.8 Optimizer algorithms

On the surfaces which curves more rapidly in some dimensions then the other ones, the SGD
struggles to find the minimum easily [6], see figure 1.4. For this reason, the momentum with a
parameter of γ can be added to the algorithm as

un “ γun´1 ` ν∇θLpθnq (1.23)

θn`1 “ θn ´ un, (1.24)

where un stands for the weight update in the n-th step. In practice, the parameter gamma is usually
set to γ « 0.9 [6]. Using the momentum often accelerates the convergence and reduces the
oscillations.

Figure 1.4: Left: SGD without momentum. Right: SGD using momentum.
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On the other hand, with momentum the update does not slow down before it reaches the minimum
and can therefore pass around it. One solution to this problem is the Nesterov Accelerated Gra-
dient (NAG) which uses the approximation of the next weight value θn ´ γun´1 to calculate the
weight update using

un “ γun´1 ` ν∇θLpθn ´ γun´1q (1.25)

θn`1 “ θn ´ un. (1.26)

Thus, the gradient is not calculated with respect to the current weights θn but to the approximation
of their future value. This technique enhance especially the training of Recurrent Neural Networks
but it applicable also in other architectures.

In the previous methods the learning rate is set the same for all the parameters and usually remains
constant in time. The next generation of optimizers therefore tries to solve these problems by
adapting the learning rate in the process of training. First, the Adagrad optimizer was introduced
in order to help training on sparse data where some parameters were more important then the other
ones. The update is done as

g
piq
n :“ ∇θLpθnq (1.27)

θ
piq
n`1 “ θ

piq
n ´

ν
b

Gpiqn ` ε

g
piq
n , Gpiqn :“

n
ÿ

j“1

`

g
piq
j

˘2 (1.28)

where ε « 10´8 prevents division by zero. Here the problem is that the
b

Gpiqn ` ε is monotone
increasing and therefore the learning rate is decreasing and can stop learning some parameters
completely. There is a modification of Adagrad called the Adadelta, where a decay of ρ is added
to the sum of squared gradients making the learning rate decay less aggressive. The algorithm
uses equations

g
piq
n :“ ∇θLpθ

piq
n q, (1.29)

v
piq
n “ ρv

piq
n´1 ` pg

piq
n q

2p1´ ρq, v
piq
0 :“ 0, (1.30)

∆θ
piq
n “

b

upiqn´1 ` ε
b

v
piq
n ` ε

g
piq
n , (1.31)

upiqn “ upiqn´1 ρ` p1´ ρqp∆θ
piq
n q

2, upiq0 :“ 0, (1.32)

θ
piq
n`1 “ θ

piq
n ´ γ∆θ

piq
n . (1.33)

Similarly to the Adadelta algorithm, RMSprop proposed by G. Hinton also tries to deal with the
vanishing learning rate problem. The update is done by

g
piq
n :“ ∇θLpθ

piq
n q, (1.34)

v
piq
n “ αv

piq
n´1 ` p1´ αqpg

piq
n q

2, v
piq
0 :“ 0, (1.35)

θ
piq
n`1 “ θ

piq
n ´ γ

g
piq
n

b

v
piq
n ` ε

, (1.36)

where α plays the same role as ρ in Adadelta algorithm.
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Finally, the Adaptive Moment Estimation (Adam) algorithm adds a modified momentum strat-
egy to the Adadelta or RMSprop algorithms. In addition to the ρ parameter of Adadelta (labeled
as β2), the momentum parameter of decay is labeled as β1. The mn and vn defined as

mpiqn “ β1mpiqn´1 ` p1´ β1qpg
piq
n q, v

piq
0 :“ 0, (1.37)

v
piq
n “ β2v

piq
n´1 ` p1´ β2qpg

piq
n q

2, v
piq
0 :“ 0, (1.38)

(1.39)

can be considered as the first and second uncentered momenta respectively. The update is then
made as

θ
piq
n`1 “ θ

piq
n ´

νrmpiqn
b

rv
piq
n ` ε

, rmpiqn :“
mpiqn

1´ βn
1
, rv
piq
n :“

v
piq
n

1´ βn
2
. (1.40)

The authors of Adam recommend default values as β1 “ 0.9, β2 “ 0.999 and ε “ 10´8.

1.9 Data augmentation

The quality of dataset is crucial to train a well performing neural network. However, in practice
the datasets are usually small and expensive to create. The performance quality of neural networks
can be improved by training them on multiple different representations of the same training data.
The process of creating new representations is called data augmentation.

On the image data a common augmentation technique is the rotation, color modification, warping,
cropping, scaling etc. However, for the signal data most of these methods cannot be applied.
Instead, there are several other techniques. For a computational simplification only a few of them
will be used in this paper.

One of the simplest methods is the noise addition. The Gaussian noise can be added to the signal
or to the spectrogram when considering using time-frequency transformations. When dealing with
multi-channel signals, channel swapping can be used to In the multi-channel audio the order of
the channel may not be important. In that case the channels can be swapped for example with a
probability of 0.5. In this paper only one channel networks will be examined. Therefore, a channel
is always taken randomly.

A simple augmentation method is the Gain. Here the signal is amplified using a value taken for a
logarithmical decibel scale. In this paper a value is taken fromUr´15,15s.
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Figure 1.5: Spectrogram of the e2 piano tone before (left) and after (right) the application of a
chorus effect.
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Next audio effect is the Chorus. Naturally this effect happens when multiple sources produce
the same (or very similar) signal. For data augmentation multiple copies of a signal are summed
together with a small delay (usually between 15-35 ms). Example of this effect is depicted in
Figure 1.5
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Figure 1.6: Spectrogram of the e2 piano tone before (left) and after (right) the application of a
reverb.

Finally, the Reverb represents a persistence of sound created by reflections, e.g. in a room. This
effect depends on many factors, the shape and size of a room, objects present in a room and many
air conditions. The Pedalboard library developed by Spotify allows to model these conditions
digitally and add this effect to the signal. In this paper data will be augmented using parameters
room size, damping, wet level, dry level, and freeze mode. All these parameters are in interval
r0, 1s, see Figure 1.6.

1.10 Time-frequency transformations

There are many tasks where the signal first needs to be transformed into some time-frequency
representation. In this paper many neural networks are operating on these representations since it
introduces many benefits. As an example, 2D convolutional layers can be applied on these tensors
(2D plus a channel axis) which can enable many useful feature extractions.

STFT

One of the main transforms used for discrete signals is the Short-time Fourier transform (STFT)
defined as

STFTrxpnqspm, ωq “: Xpm, ωq “
8
ÿ

´8

xpnqwpn´ mqe´iωn, (1.41)

for a signal xpnq and a window wpnq. In practice, the FFT algorithm is used to increase the speed.
The resulting shape depends on the used window. As an example, the librosa library in Python
uses the symmetric Hann window defined as

wpnq :“
1
2
´

1
2

cos
´ 2πn

M ´ 1

¯

, 0 ď n ď M ´ 1, (1.42)

where M denotes the window length. The spectrogram S pm, ωq is then defined as

S pm, ωq :“ |Xpm, ωq|2. (1.43)
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MEL spectrogram

The spectrogram representation has one potential problem when working with musical data. Hu-
mans do not perceive frequency linearly, but logarithmically. For this reason, to make a represen-
tation closer to human perception, the frequency scale (in Hz) to Mel scale as

Mp f q :“ 1127 ln
´

1`
f

700

¯

, M´1pmq “ 700
´

exp
´ m

1127

¯¯

. (1.44)

Another issue is that even the amplitude is being perceived logarithmically so it has to be scaled
as well.

First, the STFT S of the signal is extracted and the amplitude is transformed to the decibel spec-
trum as

Di j :“ 20 ˚ log10pS 2
i jq. (1.45)

Then the lowest and highest considered frequency of the original representation is taken and
converted into mels. A list of all used mels is created by simply equidistantly fill the interval
pmmin,mmaxq using a chosen number of mel bands B (usually between 40-128),

mmin ă m1 ă m2 ă ... ă mB ă mmax, mi “ mmin `
ipmmax ´ mminq

B` 1
, @i P t1, ..., Bu. (1.46)

These mel points are then converted to Hz as

hi :“ M´1pmiq, @i P t1, ..., Bu (1.47)

and rounded down to the nearest STFT bin using a formula

fi :“
Z

pn_fft` 1qhi

sample_rate

^

, @i P t1, ..., Bu, (1.48)

where n_fft stands for the length of the windowed signal after padding with zeros (if needed). The
next phase is to create triangular filter matrix as

Hmk :“

$

’

’

’

’

&

’

’

’

’

%

0, k ă fm´1,
k´ fm´1
fm´ fm´1

, fm´1 ď k ď fm,
fm`1´k

fm`1´ fm
, fm ď k ď fm`1,

0, k ą fm`1,

, @m P t1, ..., Bu, @k P t1, ..., s f u, s f :“
Z

n_fft
2
` 1

^

,

(1.49)
where f0 :“ fmin and fB`1 :“ fmax. These filter banks are then applied to the transformed STFT
as

MEL :“ S ¨ HT . (1.50)

1.11 Autoencoders

According to the manifold hypothesis, the real world high-dimensional data are just a projection
from a low-dimensional space. Lowering the dimensionality of data can be done by many ap-
proaches, e.g. by principal component analysis (PCA). In last years research showed that this can
be also achieved by neural networks which can better specialize to a chosen dataset. This task
belongs to the unsupervised learning, i.e. a task which only has unlabeled data.
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Each autoencoder can be defined as a combination of two functions. The first one called the
encoder E is used to compress input data x P Rn into a smaller representation y P Rm,

E : Rn Ñ Rm, n ą m, n,m P N, (1.51)

where Rm is called the latent space. Similar input tensors should also be similar in this latent
space. The second function is called the decoder D and its purpose is to approximate an inverse
function of E,

D : Rm Ñ Rn. (1.52)

The goal of this chapter is to find neural networks E andD as

argmin
E,D

EL
`

x,D
`

Epxq
˘˘

, Epxq P Rm, (1.53)

where L is a reconstruction loss function, m is a number of dimensions in the latent space, and E
is an expected value over the distribution of x [7].

Autoencoders can be used for many purposes such as a dimensionality reduction, data compres-
sion, noise reduction, feature extraction, etc. One of the simplest autoencoder neural network
is a simple FFNN which includes a hidden bottleneck layer, i.e. a layer with a small number of
neurons, see Figure 1.7. The output vector must have the same size as the input vector. The first
part of the network can be considered as an encoder and the rest of the network as a decoder.
This network is trained so that the input vector x represents also the output vector. With this ap-
proach the network learns how to make a representation of the input vectors which would have a
dimensionality of the bottleneck layer.

Latent vector
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Figure 1.7: Simple autoencoder architecture.

Variational Autoencoders (VAE)

Autoencoders may be also used for generating new data. In that case a randomly generated vector
from the latent space is evaluated by the decoder network. However, in practice the latent space
usually is not continuous since the encoder tries to make the latent vector easy to decode. This may
cause problems since the decoder is not able to decode combinations of the latent vector which
were not part of the training. In this case the decoded results would not make any sense.
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A way how to solve this problem is to use Variational Autoencoders. Instead of predicting the
latent vector directly, a normal distribution of the latent vector is predicted, see Figure 1.8. The
latent vector is then generated from this distribution. The decoding part then works the same as in
the simple autoencoder.

Latent vector
zi „ Npµi, σ

2
i q
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Figure 1.8: Simple VAE architecture.

In order to keep the data continuous, it is beneficial to add an auxiliary loss in order to keep the
latent distribution closer toNp0, 1q distribution. This additional loss is based on Kullback–Leibler
divergence,

KL pNpµ, σq ‖ Np0, 1qq “ σ2 ` µ2 ´ logσ´
1
2
. (1.54)

With this approach the latent space is more smooth and compact since the additional loss keeps
latent vectors to be close to each other.
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Chapter 2

Neural Network Architectures

Over the past years many convolutional neural networks (ConvNets) were designed and used for
many tasks including image recognition, object detection and time series classification. There are
many datasets available for the image recognition task. One example is the CIFAR-10 which is
a dataset consisting of 60000 32x32 RGB images uniformly distributed in 10 classes. Another
famous example is the ImageNet dataset [8] which consists of 1.2 million images in 1000 classes.
There are many research teams focused on developing more sophisticated networks which can be
used for these classification tasks.

Most of the state-of-the-art networks are well documented and therefore became popular among
developers and scientists around the world. Comparison of chosen networks is shown in Figure
2.1. This graph represents the test accuracy on the ImageNet dataset. Some of the illustrated
architectures will be described in detail in this chapter since they introduce many useful concepts
needed for this paper. Furthermore, some of the architectures used in this paper are applied to the
spectrogram data, which allows using some of the Image Classification modules directly.

2.1 Development summary

The approach of network development changed a lot in the last years. In the early 21st century the
technological progress did not allow training deep ConvNets so the networks tended to be shallow
with less neurons in each layer. This was caused by huge computational and memory demand of
training these networks. The architecture structure also changed a lot. Until the Inception network
appeared in 2014, all the state-of-the-art ConvNets consisted of stacked convolution and pooling
layers followed by dense layers where the last layer used the softmax activation. A modification
of this idea was to stack more convolutional layers together without any pooling layers between
them. The motivation behind this was that adding more non-linearities to the model could possibly
increase the generalization ability in complex data. This all approach led to the creation of VGG-
16 and VGG-19 models which use more than 138 million parameters and became one of the
biggest networks used for the ImageNet classification task.

With the Inception a whole new era of model development began. VGG models have too many
parameters to be simply used on low-cost devices. The Inception network includes modules called
the Inception modules which use 4 parallel threads of convolutional and pooling layers. With this
approach the network not only have the depth but also a width, i.e. how many parallel threads there
are in the used modules. The Inception-v1 (also called GoogLeNet) had a little lower accuracy
than the VGG network, however, with just about 5 million parameters compared to 138 million of
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Figure 2.1: Comparison of chosen ConvNet architectures.

the VGG (about 4%). This opened the deep learning for mobile devices and low-cost hardware as
it was now possible to train a small network which had almost the same accuracy as the VGG.

Another milestone of the ConvNet development was the usage of residual learning in the ResNet
architecture which introduced using shortcuts in the model, i.e. threads with no transformation.
The idea behind this method was to solve the degradation problem which happens in very deep
ConvNets. The suitability of this method was proved in many experiments from many research
teams around the world. One of them was Szegedy et al. who besides other things created and
compared two models, Inception-v4 and Inception-ResNet-v2, where only the second one used
residual learning while the first one did not.

In 2018 the NASNet architecture was created using the NASNet Search Space which was created
to lower down the number of possible architectures. The idea behind this was to create a search
space with pre-defined option for the used transformations and the structure of used modules so
that the architecture can be created using a search algorithm. This space was also used to design
a network using an evolutionary algorithm. With this method the AmoebaNet architecture was
created and slightly overcame the NASNet accuracy while using just a fraction of computational
time.

In 2020 the network family called EfficientNets were created in order to find a balance between the
model depth, width and input image resolution. In order to make the networks usable in mobile
devices 7 architectures were created so that every developer/scientist could decide which version
of EfficientNet is appropriate for his task.
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2.2 Architecture visualization

Since there are many various network architectures, we invented a method how to visualize them.
The example of a module is shown in Figure 2.2. A prolonged hexagon stands either for a convo-
lutional layer or a pooling layer with a core shape written in the bottom of each hexagon.
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Figure 2.2: Examples of the module visualization.

The convolutional layer is colored red and always includes the information about the activation
function and batch normalization in the adjacent circles. Here R stands for ReLU and T for Tanh
activation functions whereas B indicates using the batch normalization. If two circles are shown,
the top one is always applied before the bottom one. For example, in Figure 2.2 in all of the
convolutional layers the batch normalization is applied before the activation function.

The pooling layers colored gray include information about the pooling type where avg stands for
average pooling, max for maximum pooling and the "glob avg" for global average pooling [9].
The cell repetition is depicted by square brackets with the number of repetition written below the
repeated cells. There are also two different kind of cells, the Concat cell depicted in a rectangle,
which stands for the tensor concatenation (stacking tensors next to each other along the depth
axis). The other cell is called the Add cell which stands for summing the tensors element-wise.

An example of the network structure is shown in Figure 2.3. In addition to the module illustration
all the networks also include the input layer and at least one dense layer. Below the input layer
there is the input image shape, while below the dense layers the number stands for how many
neurons are presented in each layer. Every dense layer can also include information about the used
activation function, where R stands for ReLU, T for Tanh and S for Softmax activation function.
The middle rectangle cells represent modules which are usually illustrated in another figures.
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Figure 2.3: Example of the network visualization.

2.3 Early development

The first considered network is called the LeNet-5. This simple model developed in 1998 is
composed of two convolutional layers stacked with pooling layers followed by three dense layers
(see Figure 2.4). The number 5 in the name refers to the sum of its convolutional and dense
layers. This is a common practice among many ConvNet developers. The Tanh function is used
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as the activation function of both convolutional and dense layers [10]. All the layers combined
have about 60000 parameters. Many following models are inspired by this network in stacking
convolutional and pooling layers together followed by dense layers at the end of the model. The
last layer uses the Softmax activation function with 10 neurons since it is used for the classification
task with 10 classes.
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Figure 2.4: Structure of LeNet-5.

AlexNet

In 2012 the AlexNet was designed by Krizhevsky et al. This model is composed of 5 convolutional
layers followed by 3 dense layers [11]. However, unlike the LeNet-5 architecture, not all the
convolutional layers are stacked with pooling layers anymore (see Figure 2.5). AlexNet contains
around 60 million parameters which is approximately 1000 times more than in LeNet-5. This
made AlexNet one of the biggest ConvNet used for the image classification task. Training such a
large network had a big computation and memory demand, therefore the ReLU activation function
is used instead of Tanh [11].
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Figure 2.5: Structure of AlexNet.

Since there is around 60 million parameters, the problem with overfitting became serious despite
the fact that the ImageNet dataset contains over a million images [11]. To deal with this problem,
Krizhevsky et al. used many data ugmentation methods, such as random cropping or using dropout.
The main idea behind dropout was to solve the problem of convergence to the global minimum
instead of the local one. One approach would be to create several models of the same structure and
to choose the one with the lowest loss value [11]. However, training a model of this size is a matter
of days and therefore training more models would not be appropriate. A way how to deal with this
problem is to apply dropout to some layers. When using dropout, each neuron has a 50% chance
to set its value to zero and hence not contribute to the training process of a particular train data.
This means that a different network is provided for each training sample but all these networks
share weights together [11]. This causes that the network has to learn more general features from
the training dataset.

Assessing the test dataset consisted of evaluating 10 crops, 4 corners plus the center crop together
with their horizontal flipped versions, and making an average value of those values [11].

VGG-16

VGG-16 is a network developed for the ImageNet classification task by Karen Simonyan and
Andrew Zisserman. Unlike the AlexNet which uses an 11x11 convolutional layer after the input
layer, the VGG-16 begins with 3x3 convolutional layers together with max-pooling. Replacing a
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huge convolutional layer by more 3x3 layers can lower the number of parameters while creating
an output tensor with the same shape. Furthermore, this replacement also adds two additional non-
linearities to the model which can lead to a better generalization of the network [12]. This approach
is therefore used in many following state-of-the-art networks such as the Inception, ResNet etc.

Many variants of the VGG model were created in order to find the best performing network. The
VGG-16 contains 13 convolutional, 5 pooling and 3 dense layers (see Figure 2.6). A bigger model
called VGG-19 uses 3 additional convolutional layers [12]. One of the variants also contains a 1x1
convolutional layer. This can be understood as a transformation solely between particular channels
in the input tensor. This approach is inspired by the Network-in-Network architecture created by
Lin et al. in 2014 [9].
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Figure 2.6: Structure of VGG-16.

The VGG training process followed the same principles as in AlexNet (data augmentation etc.)
except for cropping the input images [12]. The first two convolutional layers also had a dropout
value of 0.5 and the training started with a learning rate of 10´2, however, when the validation
accuracy stopped improving, the learning rate was decreased by a factor of 10 [12]. This situation
happened 3 times during the training in 74 epochs.

Choosing the right weight initialization is also crucial for a proper training e.g. because of the
vanishing or exploding gradient problem [13]. At first a shallow network was trained using a ran-
dom weight initialization. After that more layers were added to the network using theNp0, 10´2q

initialization while reusing weights from the already trained layers [12]. In 2022, the Glorot ini-
tialization is used to prevent overfitting and therefore it is possible to train a model without any
need for pre-trained weights [14].

2.4 Inception

Theoretically, a well performing network can be created by simply adding more layers with more
neurons to the model [15]. This works especially when a big number of training data is available.
However, this construction is no efficient. With a bigger model there are many computational and
memory problems together with increasing probability of overfitting [15]. In addition, it is often
very hard and expensive to create a big dataset. This means that in practice there is a big need for
an efficient utilization of computational resources, e.g. prevent too many weights to be close to
zero [15]. Furthermore, in 2014 mobile technology was improving rapidly and therefore the need
for a smaller efficient network increased even more.

To solve all these problems the Inception family of networks was developed by Szegedy et al. A
famous configuration from this family with 22 layers is called the GoogLeNet [15]. Thanks to
the more efficient structure only 5M parameters are needed to reach a comparable accuracy as the
VGG-16 which uses staggering 138M parameters.

The idea behind the Inception architectures is to increase the network width in order to exploit the
computational resources more efficiently. This led to creation of the Inception module depicted in
Figure 2.7. Instead of using stacked convolutional and pooling layers, the input tensor is processed
independently in four threads while keeping the same spatial dimensions [15]. The results of these
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Figure 2.7: Structure of the Stem and Inception modules used in GoogLeNet network.

four transformations are then concatenated along the channel axes into one bigger output tensor.
This approach also allowed constructing much deeper models. The next invention is the Stem
module which works as a pre-processing unit of the input image [15]. This module, however, uses
only one thread.

In order to prevent the vanishing gradient problem two auxiliary classifiers are added to the net-
work [15]. They are only used in the process of training in order to deal with that problem and are
removed after the network is fully trained [15]. The overall structure of GoogLeNet is depicted in
Figure 2.8.
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Figure 2.8: GoogLeNet architecture.

Inception-v3

In the next years, Szegedy et al. created several simple rules how to create a good-performing net-
work [16]. First, none of the layers should be so small that it would lead to a loss of information
needed for a proper classification. Second, the representation size should gradually decrease be-
tween the first and the last layer. The representation structure is also important since it can contain
an additional information about correlation etc. Spatial aggregation such as a 3x3 convolution is
performing better on low-dimensional data. This means that using a pooling layer before a con-
volutional one is usually a more efficient way how to process data [16]. There should also be a
balance between the network width and depth. Increasing both at once can increase the network
accuracy, however, it could also lead to unbearable computational demand [16].

Large convolution filters have a big computational demand since a lot of multiplication has to
be done each time it is being used. However, some of these filters can be successfully replaced
with several smaller ones. As an example, a 5x5 convolutional layer can be replaced with two
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3x3 layers (see Figure 2.9). Analogically, 3x3 filters can be split into 1x3 and 3x1 filters saving
about 33% of the memory resources (see Figure 2.9). It can reduce the computational and memory
demands, however, a downside of this method is that not all the kernels can be separated in this
way. One of the most famous examples of kernels which can be spatially separated is the Sobel
kernel,
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Figure 2.9: LEFT: replacing a 5x5 convolutional filter with two 3x3 filters. RIGHT: replacing a
3x3 filter by a combination of 3x1 and 1x3 filters.

Szegedy et al. experimentally found out that this approach works good only on medium sized
kernels [16]. For example, a combination of 1x7 and 7x1 filter can contribute to a better network
accuracy. On the other hand, replacing a 3x3 layer by two 2x2 layers would save just around 11%
of memory while negatively affecting the network accuracy.
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Figure 2.10: Structure of Inception-v3.

In the next generation of Inception all the 5x5 convolutional layers are replaced by two stacked 3x3
layers and 7x7 layers by three 3x3 layers. The overall structure created following the principles
mentioned above is depicted in Figure 2.10. Furthermore, the Inception modules are shown in
Figure 2.11 and reduction modules in Figure 2.12. Stem has the same structure as the one used in
GoogLeNet, however, the 7x7 layer is replaced by three 3x3 layers and after each convolutional
layer there is a batch normalization layer. In the Inception-v3 only one auxiliary classifier is used.

The final version of the inception-v3 model has a depth of 42 layers compared to 22 layers of the
GoogLeNet version. However, the computational cost is only increased by a factor of 2.5 which
makes Inception-v3 very efficient compared to e.g. VGG. It is also worth mentioning that the best
network was trained using the RMSProp optimization method [17] with ε “ 1.0 and decay with a
value of 0.9 [16] while the learning rate was set to 0.045 reduced every two epochs by a factor of
0.94. In addition, to stabilize the training, the gradient clipping [18] was used with a threshold of
2.0 [16].
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Figure 2.11: Structure of Inception modules used in the Inception-v3 network.
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Figure 2.12: Structure of Reduction modules used in the Inception-v3 network.

2.5 ResNet

Authors of the previous architectures revealed that balancing a network length and depth is im-
portant in order to make the network good at the ImageNet classification task [15] [12]. Histor-
ically there was a problem with vanishing gradient which made deep neural networks learning
unbalanced and led to worse predictions. This problem was, however, partially solved by better
initialization strategies together with setting normalization layers inside the network [19].

When building deeper convolutional networks another problem soon appeared. While increasing
the depth of these networks the accuracy constantly increases and then degrades significantly
[19]. This problem is hence called the degradation problem (see Figure 2.13). Note that the
error decreases around the 30000 iteration independently on the degradation problem. This can
be cause e.g. by reaching another training epoch. The problem is that the 56-layer network has
the training error higher than the 20-layer network. Unexpectedly, this problem is not caused by
overfitting [19].

By adding more layers into the network, the training error should not be higher. This follows the
fact that all those added layers can be identity layers and by training the error should not get higher
in the process of learning.

He et al. solved this problem by introducing a deep residual learning framework [19]. In this
approach shortcut connections (those skipping at least one layer) are used as a part of the ResNet
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Figure 2.13: Training and testing error on CIFAR-10 dataset with plain (stacked ConvNet layers
only) 20-layer network compared to a 56-layer network. Source: [19].

ID module shown in Figure 2.14. Here the original input tensor is added to the transformed tensor
in order to simplify the weight optimization [19].
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Figure 2.14: Structure of the ResNet Conv and ResNet ID modules.

This process does not increase the computational and the memory demand, since no new pa-
rameters are added to the network. A module which uses a residual learning can be written as
Yi “ F pXiq`Xi, where Xi is the input tensor, Yi is the output tensor and F stands for the operator.
This also means that the Xi and F pXiq dimensions must be the same. If not, one possible solution
is to use a linear projection to match the dimensions [19]. The final architecture is shown in Figure
2.15.
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Figure 2.15: ResNet-50 architecture.

The experiments show that extremely deep networks using the residual learning are easier to opti-
mize and therefore can profit from the large depth to decrease the training error [19]. A comparison
of residual networks and plain networks (without the residual learning) with the same number of
parameters is shown in Figure 2.16.

With this approach networks with 100 and even 1000 layers can be successfully trained with
no problems connected to the degradation problem. This led He et al. to create extremely deep
networks that won many computer vision competitions such as the ImageNet detection and local-
ization tasks, the COCO detection task etc [19]. This can be the evidence that the residual learning
principle can be used to many different tasks connected to deep learning methods [19].
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process of learning on the ImageNet dataset. Source: [19].

2.6 Inception-v4, Inception-ResNet-v2

Experiments made by Szegedy et al. do not fully support the necessity of using residual learning,
however, they found out that using it can significantly improve the training time which is alone a
great reason for its usage [20].

The next generation of Inception also profits from the hardware and software progress. In recent
years the TensorFlow library came, besides other things, with memory optimization in backprop-
agation. This allowed Inception to have more complex structure because it was now possible to
put a bigger model into the memory [20].
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Figure 2.17: Inception-v4 architecture.

Two incarnations of Inception were created in order to compare a model which uses the resid-
ual learning against one which does not. The variation which does not use residual learning is
called the Inception-v4 (see Figure 2.17). Inception A, B and C modules are shown in Figure
2.11, Reduction A and B are shown in Figure 2.12. The difference between the Inception-v3 and
Inception-v4 networks is the number of used modules and complete remaking of the Stem module,
which is shown in Figure 2.18.
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Figure 2.18: Stem module used in the Inception-v4 architecture.

The network which includes residual learning is called the Inception-ResNet-v2 (see Figure 2.19).
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Inception ResNet A, B and C modules are shown in Figure 2.20. Reduction A and B and Stem
modules have the same structure as of the Inception-v4 network and are shown in figures 2.12 and
2.18 respectively. Inception A module is almost the same as the one used in Inception-v4 with
only one node changed [20].
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Figure 2.19: Inception-ResNet-v2 architecture.

Both networks are made with a similar computational cost. One of the differences is that in case of
Inception-ResNet the batch normalization is not used in the Inception-ResNet modules (see Figure
2.20) in order to save the GPU memory, which then allows using more modules in one network.
Szegedy et al. wanted to create these networks so that they can be both trained using a single GPU
[20].
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Figure 2.20: Structure of the Inception ResNet A, B and C modules.

When creating Inception networks, Szegedy et al. found out that if the number of ConvNet filters
exceeds 1000, the network cannot be successfully train. This problem could not be solved using
any used method [20]. The best result was reached using RMSProp optimization with decay of
0.9 and ε “ 1.0 [20]. The learning rate was set to 0.045 which was decayed with an exponential
rate of 0.94.

2.7 ResNeXt-50

In recent models the difficulty of setting the right hyper-parameters increased because a new
dimension was opened. The ResNet came with stacking modules of the same shape together
[19]. This approach simplified the network construction by reducing the free choice of hyper-
parameters. Xie et al. also argues that this step can prevent over-adaption of the network to a
specific dataset [21].

On the other hand, Inception networks have demonstrated that a careful combination of all the
used modules plays a big role in the model performance [15]. Szegedy et al. designed the model
very precisely and customized the model in order to reach the best accuracy on the ImageNet
dataset. However, with this approach it is not clear how to adapt the network parameters for a
different dataset [21]. The motivation behind this work is therefore to merge the idea of simplicity
by repeating layers with the idea of Inception modules with multiple threads [21].
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In this work Xie et al. introduces the ResNeXt-50 network (see Figure 2.21) which consists of the
ResNeXt Conv and ResNeXt ID modules (see Figure 2.22). These modules are comprised of a
big number of identically constructed threads and one additional thread which is different [21]. In
the ResNeXt Conv module the last thread consists of a single 1x1 convolutional layer while in the
ResNeXt ID module this thread is a shortcut connection inspired by the ResNet architecture [19].
Furthermore, the number of threads is understood as a hyper-parameter which has to be found in
order to make the network better in prediction [21].
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Figure 2.21: ResNeXt-50 architecture.

In the process of training the data augmentation was applied to the ImageNet dataset inspired by
the AlexNet architecture [11]. In this process the input images were randomly scaled and cropped
in order to artificially increase the dataset size. The ResNeXt-50 network was trained using the
SGD optimization with a batch size of 256.
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Figure 2.22: Structure of the Inception ResNeXt Conv and ResNeXt ID modules both with 32
identically constructed threads.

2.8 EfficientNets

Commonly used convolutional networks are being trained on one setting and the result network is
then scaled up if more computational resources are available. As an example, the ResNet architec-
ture can be scaled up from ResNet-18 to ResNet-200 simply by stacking more modules together
[19]. To this moment there were many ways how to scale a network, however, most of them did
not improve the accuracy efficiently. The vast majority of them focused solely on scaling up either
the model depth or the input image resolution [22]. The problem is that trying to scale up more di-
mensions at the same time manually requires a lot of work without reaching the optimal accuracy
[22].

This problem led Tan & Le to create a whole new method that can be used for this purpose.
Surprisingly, a constant scaling seems to provide excellent results [22]. With using 2N more
computational resources, the network depth should be increased αN times, the width βN times and
the image resolution γN times, where α, β, γ are constant coefficients which can be found on the
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basement model using a grid search. The idea behind this compound scaling is that for a bigger
image more layers are needed in order to extract all the necessary features, hence a larger network
has to be created [22].

With this simple method a network can be efficiently scaled up in order to fully utilize the available
computational resources. However, this process still heavily depends on the basement network.
Tan & Le therefore used a network search [23] in order to create a baseline model for a whole
family of models called EfficientNets. The best model called EfficientNet-B7 then surpasses the
state-of-the-art model called GPipe while using 8.4 times less parameters [22]. The EfficientNet-
B4 has similar number of parameters as the ResNet-50 while having the TOP-1 accuracy of 83%
compared to 76.3% of the ResNet-50.

Scaling the network width, depth and resolution is a non-trivial task because they highly depend on
each other. Many ConvNets have already been created using the depth scaling, however, scaling
both width and resolution was common only in small networks used e.g. in mobile devices [22].
The intuition behind the depth scaling is that deeper models could learn more features and espe-
cially in high resolution input images they can look at the input from more perspectives extracting
more complex features. Scaling a depth of a base network is shown in Figure 2.23. Deep networks
have more problems with vanishing gradient, even though many techniques were invented to deal
with this problem, e.g. batch normalization and shortcut connections. One example of this prob-
lem is that ResNet-1000 reaches a similar accuracy as ResNet-101, even though it uses 10 times
more parameters [22].
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Figure 2.23: Scaling a network with different width (w), depth (d) and resolution (r) coefficients.
Source: [22]

Width scaling many times leads to networks which have problems with capturing high-level fea-
tures [22]. On the other hand, they are usually easier to train. The resolution scaling may add more
information to the model and therefore can lead to better models. Resolution scaling is shown in
Figure 2.23, where r “ 1 stands for 224x224 resolution (e.g. r “ 2 would refer to a resolution of
448x448 etc).

One hypothesis derived from the above analysis is that scaling a model in just one dimension
increases the model accuracy, however, only until the scaling coefficient does not reach some
value. After that the network saturates and increasing that dimension further does not improve
the network accuracy anymore. This hypothesis corresponds with experiments made by Tan & Le
depicted in Figure 2.24. In this experiment the width coefficient is scaled with different depth and
resolution coefficients. Scaling all three parameters seems to produce a model with the highest
accuracy.
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Figure 2.24: Scaling network width with different coefficient configurations. Source: [22]

Compound scaling method

Compound scaling method was invented to balance the coefficients of width w, depth d and reso-
lution r by using a compound coefficient θ [22] as

d “ αθ, w “ βθ, r “ γθ, αβ2γ2 « 2, (2.2)

where α ě 1, β ě 1 and γ ě 1 are found by a grid search [22]. The equation αβ2γ2 « 2 is
arbitrarily added since doubling the depth coefficient doubles the number of FLOPS, but the depth
and resolution coefficients would increase it four times. With this approach the number of FLOPS
is increased approximately 2θ times after the number θ is chosen.

Since the scaling method does not change the baseline model architecture, building the model
is also critical to create an appropriate network. The compound scaling method was applied on
existing ConvNets [22] with successes, however, to fully demonstrate the power of this method,
Tan & Le developed a whole new baseline architecture. The model structure was inspired by
Architecture Search for Mobile (MnasNet) introduced by Tan et al. [24]. The optimization was
made by searching for

max
”

AccuracypNqrFLOPSpNq{T s´0.07
ı

, (2.3)

where N is the basement model, T is the desired FLOPS value and ´0.07 is a chosen hyper-
parameter balancing the accuracy with the FLOPS [22]. In the optimization of some models the
latency is chosen instead of the FLOPS, however, the EfficientNet is not targeted to any specific
device. After the basement model was created, the scaling coefficients were found as α “ 1.2,
β “ 1.1 and γ “ 1.15. With them all the models were created (the full architecture documentation
is specified in [22]).

2.9 InceptionTime

Despite many similarities between the Time Series Classification and Image Classification, the
state-of-the-art architectures for these tasks did not have much in common [25]. This fact led
Fawaz et al. to propose a convolutional network called the InceptionTime.
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InceptionTime was created in 2020 inspired by the Inception-v4 model proposed by Szegedy et
al. in 2016. Inception-v4 was chosen since it used to be a state-of-the-art architecture based on the
residual learning. The main idea behind the InceptionTime is to apply multiple filters simultane-
ously to an input time series. Compared to the Image Classification task, one of the advantages in
TSC is that the time series only have one dimension together with the channel one. This allows
1D convolutional filters to be much longer.
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Figure 2.25: InceptionTime module diagram. Source: [25].

The InceptionTime module (see Figure 2.25) consists of two parallel threads. In the first one a
simple 1-convolutional layer is applied to the input matrix along the channel axis in order to extract
the cross-channel features. To the result matrix three convolutional layers composed of 32 cores
with a size of l P t10, 20, 40u are applied along the time axis. In the second thread the max-pooling
is applied followed by a 1-convolutional layer in order to reduce dimensionality [25]. All these
result matrices are then concatenated into one output matrix. After that the batch normalization is
applied followed by the ReLU activation. A simplified structure of the InceptionTime module is
shown in Figure 2.26.
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Figure 2.26: InceptionTime module.

The overall structure is highly inspired by the Network-in-Network, Inception-v4 [20] and ResNet
[19] architectures. InceptionTime network consists of three stacked InceptionTime modules in
parallel with one convolutional layer followed by a batch normalization. These result matrices
are then summed element-wise into the output matrix. This whole process is repeated N times
according to the time series complexity, see Figure 2.27.

Inspired by many other architectures [19], instead of using several stacked fully-connected layers
after the last convolutional layer, the global average pooling is applied in order to significantly
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reduce the dimension of the final output matrix. The last layer consists of Y neurons with the
softmax activation, where Y denotes the number of classes in the classification task.
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Figure 2.27: InceptionTime architecture.

Since the result network showed some instability in the predictions, Fawaz et al. decided to train
five independent networks of the same architecture [25]. In the prediction process the input matri-
ces are evaluated by all of them and these results are then averaged into the final prediction. This
approach can help overcoming the weight initialization problem together with the loss function
convergence to a local minimum [25].

Receptive field

Unlike the fully-connected networks, in ConvNets each output value always depend on some
region in the input matrix [25]. This region is called the Receptive Field (RF) which is different
for each neuron. In theory, the longer is the RF, the better should the neuron become in extracting
longer patterns from the input series [25]. Consider sliding each convolutional core with a stride
of 1. The RF can be then calculated as

RFd “ 1`
d
ÿ

i“1

pki ´ 1q, (2.4)

where d denotes the network depth and ki denotes the core length in the i-th layer. The equation
(2.4) shows that in order to enlarge the RF value it is more efficient to increase the core length
rather than to add more layers on top of the current ones.

The final InceptionTime network was trained using the Adam optimization introduced by Kingma
& Ba [26] on multiple GPUs [25]. Compared to the HIVE-COTE model (state of the art model
which does not use neural networks), the InceptionTime needs less time to be trained, especially
on a big data task.

2.10 U-Net

In this paper there is also a need for being able to split a spectrogram into several parts in order to
get individual signals. This will be done using image segmentation. Unlike image classification,
the segmentation aims to create a soft mask over the input image which would pinpoint the location
of examined data class. For this reason, the output of these neural networks is a tensor with values
in range of r0, 1s. This mask may be smaller than the input image because of a potential scaling
or cropping.
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One of the most known architecture still used these days (2022) is called the U-net [27]. This
network introduced by Ronneberger et al. in 2015 outperformed the previous state-of-the-art net-
work which used a sliding-window approach. Another advantage is that this network is fully
convolutional, i.e. does not need any additional transformations etc.
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Figure 2.28: U-net architecture. The x and y size is shown on the left of each feature map while
the number of channels is denoted on top of them. Source: [27].

The network consists of two main parts, see Figure 2.28. First, the input tensor is being processed
by both convolutional and pooling layers in order to determine rough position of the class objects
in the tensor. Each convolutional layer is followed by ReLU activation. This is possible since
this approach highly increases the receptive field of the first part of the network and therefore can
process bigger context of these objects.

In the second part, the produced tensor is being repeatedly upscaled, processed by convolutional
layers and concatenated with properly cropped previous layers. This approach allows to better
predict details in the object class location. Finally, a 1x1 convolution is used in order to produce
a desired number of output channels. The result is therefore a segmentation mask with the same
number of channels as the classes which are being predicted.

Overall, this architecture allows to efficiently predict the segmentation mask. Since the network is
small compared to architecture like VGG-16 etc., the computational demand is not high and both
training and inference is very fast (around 1 second per image as for 2015 [27]). The architecture
is built so that only the middle area of the input image can be mapped to the output. This is caused
by non-padding convolutions used inside the network. In order to fully process the input tensor,
the context of the borders has to be added using e.g. a mirror padding, see Figure 2.29.

The usage on signal separation task is very similar. First, the STFT is applied to the input signal.
Then either all the information or just the magnitude is taken and processed using the U-net.
Experiments made by Jansson et al. show that this approach gives sufficiently good results [28].
The resulting soft mask is then multiplied piece-wise with the input tensor.

In Jansson’s version of U-net the network uses batch normalization, 50% dropout in the first
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Figure 2.29: Mirror padding added in order to allow processing all the input image. Source: [27].

three layers, and Adam optimizer. The signal is also downsampled before processing in order
to minimize the computational demand and the magnitude is normalized to the range of r0, 1s.
The phase is not modified in the whole process.

With only 10 hours of training, the original U-Net managed to reach an Intersection over Union
(IoU) value of 77.5% which was significantly better than the second best method with only 46%
IoU [27]. Furthermore, this architecture can be also used for a signal decomposition which will
be fully defined in Chapter 3.
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Chapter 3

Signal Decomposition Task

Signal Decomposition Task (SDT) is a challenging task since it intends to approximate the inverse
of signal addition which can never be done correctly. There are also many problems where this
process cannot be done at all, e.g. when two summed signals have the same frequency or the same
frequency range, since there would be an infinite number of possible input combinations. On the
other hand, if the signal is separable in the frequency spectrum, the signals must be approximately
separable as well.

Unfortunately, real signals are usually not frequency separable but rather contain some time-
frequency patterns. A good example of this are tones created by musical instruments. Here the
patterns are recognizable by a human brain and a goal of this chapter is to create a neural network
capable of splitting these patterns into individual sources, see Figure 3.1.
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Figure 3.1: Crop of a spectrogram of a piano E2 tone (left) compared to the bass E2 tone (right).

Furthermore, different tones created by the same instrument also create diverse patterns, however,
they are more similar to each other and therefore may be harder to separate, see Figure 3.2.

These patterns are usually hard to be defined and may be distorted by outside factors such as noise
or air conditions. For this reason, it may be a good approach to use neural networks to find these
patterns and only keep the relevant part of the signal while suppressing the noise or other signal
sources.
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Figure 3.2: Crop of a spectrogram of a bass B1 tone (left) compared to the bass E2 tone (right).

3.1 Problem definition

Assume having S signal sources containing c channels and a signal

x “
S
ÿ

i“1

xpiq P Rc,N , (3.1)

where xpiq P Rc,N stands for a signal generated by the i-th source. The goal of SDT is then to make
estimations pxpiq, @i P t1, ..., S u.

There are several approaches how to deal with SDT. First option is to take a signal x P Rc,N and
directly predict all the xpiq. In this approach there would be a neural network

σ : Rc,N Ñ RcS ,N . (3.2)

However, there is a problem of choosing the right loss function. Comparing two signals might
be difficult because of a potential small phase shift or a noise present in the signal etc. There are
many options which loss function to choose. In this paper we try L1 and L2 functions.

A way how to deal with this problem is to compare products of STFT of these signals. There
are many advantages of this approach. First, the phase shift of some frequencies does not cause
a crucial problem for the overall loss. Another advantage is that the signal x P Rc,N is now
transformed to x˚ P Cc,s f ,st „ R2c,s f ,st which allows to use 2D convolutional layers. This enables
searching for time-frequency patterns while reducing the computational complexity since there is
no need for long 1D convolutional layers anymore. In this case, there would be a neural network

σ : R2c,s f ,st Ñ R2cS ,s f ,st . (3.3)

Another option is to only use the magnitude component of STFT product while the angle is kept
only for the final inverse transform, i.e.

`

m˚
˘

klm :“ |x˚klm|,
`

θ
˚˘

klm :“ arctan
ˆ

Impx˚klmq

Repx˚klmq

˙

, m˚, θ
˚
P Rc,s f ,st . (3.4)

The idea behind this step is to reduce model complexity by only focusing on more relevant mag-
nitude information. The magnitude m˚ is then evaluated by a neural network

σ : Rc,s f ,st Ñ RcS ,s f ,st . (3.5)

The resulting tensor is then split into S individual segments pmpiq˚
P Rc,s f ,st . All these segments

are then inverted as
`

pxpiq˚
˘

klm :“ pmpiq˚klm exppiθ
˚

klmq, pxpiq˚ P Cc,s f ,st . (3.6)
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In order not to create any artificial signal a soft masking may be used. Instead of re-creating
a whole new tensor (STFT product), this method would only remove some components of the
spectrogram by properly deleting corresponding areas in the input tensor.

3.2 Dataset

A lot of research groups (e.g. Deezer [29]) use private datasets, e.g. the Bean dataset used by
Prétet et al. [30] composed of 24097 songs. One of the biggest free dataset is the MUSDB18
music dataset containing 150 full-length songs split into 4 components [31]. Most songs have
a length of 200-300s, see Figure 3.4. There are 3 instrumental tracks (drum, bass, and others)
plus a vocal track. Music dataset is chosen since it is easy to demonstrate whether the music
decomposition methods work while maintaining the ability to use this method for other signal
tasks, i.e. acoustic emission signals etc.
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Figure 3.3: Distribution of genres in the MUSDB18 dataset.
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Figure 3.4: Distribution of song length in the MUSDB18 dataset.

The MUSDB18 dataset is composed mainly from pop and rock songs. This must be taken into
account when training neural networks since the results may be poor on low covered genres.
Another problem is that this dataset is uncomparably smaller than the private datasets and the
resulting network cannot fully compete with networks created by Deezer etc.
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3.3 Metrics

The SDT is very hard for evaluation since the pxpiq can have many frequencies in common and
the overall success highly depends on the found patterns rather than the frequencies themselves.
Furthermore, comparing the signals together with L1/L2 may not give appropriate results since
they cannot operate in the frequency spectrum.

For this reason, the spectrograms of pxpiq and xpiq, @i P S , will be also compared using the L1 and
L2 metrics. In addition, MEL spectrograms described in section 1.10 will be also compared since
they should better correspond to how human ears perceive sound in general.

The final metrics for signal comparison will be L1 and L2 applied to the signal (L1, L2), to the
spectrogram (S-L1, S-L2), and to the MEL spectrogram (MEL-L1, MEL-L2).

At the same time, the audio results will be also subjectively rated by a human in order to verify
which metrics are appropriate. The rating will use a scale of 0-10, where 0 means a complete
failure and 10 stand for a perfectly predicted result. The predicted and original audio records will
be available on https://github.com/AIKovanda/signalai-audio.

3.4 Autoencoders

A secondary goal of this paper is to assess the possibility of using autoencoders for comparing
signals. In this approach, instead of comparing the signals directly, first their latent vectors are
created and the final comparison is done in the latent space. The advantage of this comparison is
that the latent space should contain only the most important information about the original signal
which may enhance the meaning of L1 or L2 metrics.

In this section all the networks take a signal with a length of 131072 samples. The encoder part of
the networks is composed of 1D convolutional layers with a stride greater than 1 in order to reduce
the size of the input signal. The length of the convolutional cores is chosen so that

input_length´ core_length
stride

P N (3.7)

in order to process the signal without any need for zero padding. The decoder part consists of 1D
transposed convolutional layers with the same setting as the convolutional layers in the encoder
part in the opposite order. This ensures that the resulting signal has the same length as the input
one. The setting of 7 chosen networks is shown in Table 3.1.

layer 1 layer 2 layer 3 layer 4
id core length stride core length stride core length stride core length stride
1 50 2 50 2 - - - -
2 50 2 50 2 50 2 - -
3 50 2 50 2 50 2 50 2
4 256 4 - - - - - -
5 256 4 253 4 - - - -
6 156 4 154 4 - - - -
7 156 4 154 4 153 4 - -

Table 3.1: Setting of the encoder part of all the simple autoencoders.
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Spectrogram-based autoencoders were tried as well but the results were poor compared to the
signal-based architectures. Finding a proper setting of the STFT transform together with the net-
work hyperparameters is left for a next research.

In the next phase the chosen networks are trained on individual sources from the MUSDB18
dataset since the best model will be used as a metric for comparing solely separate sources. In
the training process the networks try to compress the input signal into a latent vector and then
reverse this process to predict the original signal. The predicted signal is then compared to the
input signal to determine the autoencoder performance. The results of 7 trained autoencoders are
shown in Table 3.2.

id compression [%] L1 L2 S-L1 S-L2 MEL-L1 MEL-L2 rating
1 50.05 0.0047 0.0002 0.0828 0.1633 0.0576 39.01 9.0/10
2 75.06 0.0100 0.0008 0.1462 0.5809 0.1118 97.36 7.0/10
3 87.57 0.0116 0.0010 0.1570 0.7402 0.1437 37.32 6.5/10
4 50.10 0.0018 0.0001 0.0342 0.0368 0.0133 1.22 9.5/10
5 87.62 0.0084 0.0006 0.1264 0.4205 0.0848 28.30 7.0/10
6 75.14 0.0072 0.0005 0.1123 0.3327 0.0853 106.66 6.5/10
7 93.90 0.0141 0.0013 0.1720 0.9785 0.2076 42.64 6.0/10

Table 3.2: Results of the simple autoencoder on augmented test data.

The first and the fifth network seem to sufficiently predict the original signal with a compression
rate of around 50%. The resulting audio seems to be a little distorted but still close enough to the
original audio. All the other networks have low performance resulting in very distorted signals.
This corresponds with the values of all metrics. For this reason, network 5 is chosen for the
following signal comparison.

In the next sections the signals will be additionally compared using the L1 metric in the latent
space generated by the 5th trained autoencoder architecture (AE).

3.5 Training strategy

The MUSDB18 dataset consists of 150 songs split into 4 components. In order to model real
life situations, data augmentation is used in all the training. Reverb, Gain and Chorus are used
all with a probability of 20%. In Reverb, all the parameters described in section 1.9 are chosen
randomly from uniform distributionUr0,1s except for the freeze mode which comes fromUr0,0.2s.
The reason for it is that with high freeze mode value the sound becomes destroyed too much to
bring any benefit for the training.

The Gain augmentation adjusts the sound volume by a value from Ur´15,15s Db. Finally, the
Chorus is also applied with a center delay fromUr6.5,8.5s. In case of working with time-frequency
representations the STFT or spectrogram transformation is applied after all the augmentations.

In the beginning, the xpiq P Rc,N are randomly taken from the training set. Then all the trans-
formations are applied separately for each xpiq, resulting into rxpiq. The network is then trained
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on

input : rx :“
S
ÿ

i“1

rxpiq, output :

¨

˚

˚

˚

˚

˝

rxp1q

rxp2q
...

rxpS q

˛

‹

‹

‹

‹

‚

. (3.8)

3.6 Signal to signal networks

One of the simplest approaches to the decomposition task is to use networks σ : Rc,N Ñ RcS ,N

which take signal x as an input and produce pxpiq, @i P t1, ..., S u as an output. First, the Incep-
tionTime architecture described in section 2.9 will be used as it is a simply scalable architecture.
There are many possible ways how to design the network. The number of convolutional cores as
well as their length can be set in each Inception module. The number of these modules is also
arbitrary.

Generally, a big network with a lot of parameters has a big computational and memory demand.
There can also be problems with overfitting. This is the key problem here since the processed
signal should be as long as possible due to the potential long-term audio features. For this reason
the convolutional layers in the first module should be bigger than those introduced by Fawaz et al.
Finally, it was decided that those layers would have a size of 51, 121 and 255. A bigger version
then consists of 3 modules while the small version contains only the first module.

For both versions the training is slow and the results are not good enough, see Table 3.3. Instead of
separating the sources all the trained networks only slightly suppress signals coming from the other
sources. This means that in all the predictions other components are clearly hearable. Furthermore,
a big network trained with a small learning rate of 0.0002 seems to only produce a whistling noise.
This sound is clearly not desired and therefore leads to very poor subjective rating. Networks
trained with a high learning rate of 0.001 give less clear sound compared to the first network. In
addition, all the networks struggle completely with predicting the other accompaniment source,
which in all cases sounds identical to the input sound.

id version lr L1 L2 AE S-L1 S-L2 MEL-L1 MEL-L2 rating
1 small 0.0002 0.0316 0.0029 0.0118 0.2106 1.7062 0.6164 93.59 5.0/10
2 big 0.0002 0.0305 0.0026 0.0116 0.2355 1.8581 0.6189 96.05 1.6/10
3 small 0.0010 0.0299 0.0023 0.0113 0.2194 1.4598 0.5913 70.94 3.9/10
4 big 0.0010 0.0311 0.0026 0.0117 0.2222 1.7413 0.6080 92.21 3.4/10

Table 3.3: Results of the Inceptiontime architecture on augmented test data.

The second approach is based on the idea of time-frequency transformation, which is all learned
from the input signal by the network. The proposed architecture SepNet consists of 4 parts. In
the first part, two 1D convolutional layers are applied to the signal with a stride of 128 inspired
by the STFT. The resulting matrix can be considered as a time-frequency interpretation. In the
next part 2D convolutional layers are used in order to further process the output tensor. In some
networks the attention module inspired by YOLOv4 [32] object detection architecture is used to
reduce irrelevant information. Finally, the tensor is transformed back into a signal resulting into
the final prediction. The overall architecture is depicted in Figure 3.5.

The results are shown in Table 3.4. Most of the metrics are clearly better than those of the In-
ceptionTime network. However, the results sound worse. All the predictions are highly distorted
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Figure 3.5: Structure of SepNet. Output shape of each layer is depicted below the corresponding
cell. S stands for the SELU activation.

which makes SepNet the worst tried network for music source separation. This effect is even
higher for networks trained with a high learning rate.

id attention lr L1 L2 AE S-L1 S-L2 MEL-L1 MEL-L2 rating
1 no 0.0002 0.0272 0.0021 0.0104 0.1989 1.2972 0.5253 57.64 4.0/10
2 yes 0.0002 0.0269 0.0020 0.0103 0.1976 1.2737 0.5198 54.01 4.0/10
3 no 0.0010 0.0293 0.0024 0.0111 0.2179 1.6311 0.5973 77.19 3.5/10
4 yes 0.0010 0.0294 0.0024 0.0111 0.2296 1.6028 0.5892 76.04 3.1/10

Table 3.4: Results of the SepNet architecture on augmented test data.

3.7 STFT to STFT networks

In the next section the σ : R2c,s f ,st Ñ R2cS ,s f ,st networks are evaluated. First, a ResNeXt-based
architecture called SpecResNeXt is tried. The bigger version consists of 5 ResNeXt modules (ID,
Conv, Id, Conv, Id) depicted in Figure 2.22. A smaller version has only 3 modules (ID, Conv, Id).

The results are shown in Table 3.5. These results are made after cropping first and last 1000 sam-
ples from the predicted signal since it always contains an intense crack. In a potential application a
zero padding should be added to the input signal in order to compensate for the lost 2000 samples
in the output. The metrics values are in average higher than those of SepNet, however, a subjec-
tive rating is better. The output is not distorted but contains all the other components similarly to
the InceptionTime architecture. The big version trained with a high learning rate only produces
crackings and therefore has a zero subjective rating.

id version lr L1 L2 AE S-L1 S-L2 MEL-L1 MEL-L2 rating
1 small 0.0002 0.0374 0.0051 0.0140 0.2655 3.6491 1.2133 2274.85 4.1/10
2 big 0.0002 0.0365 0.0048 0.0137 0.2678 3.3733 1.1527 1756.71 4.1/10
3 small 0.0010 0.0368 0.0048 0.0139 0.2761 3.3891 1.1206 1458.83 4.0/10
4 big 0.0010 0.0370 0.0066 0.0139 0.2750 5.1414 1.1854 2755.50 0.0/10

Table 3.5: Results of the SpecResNeXt architecture on augmented test data.

Finally, the U-Net inspired by Jansson et al. [28] was tried. This model is well designed on
separating exactly 1 source. With a small modification it would be possible to predict all the
sources, however, it would raise computational demand and therefore it was decided to train a
model for each source separately.

The results made for all signal sources separately are shown in Table 3.6. The overall average
is calculated as well for comparison with the previous models. The U-Net seems to have a good
ability to separate music sources, which is visible especially at the bass component with a very low
S-L1 metric value. The metrics values are low compared to the other models with an exception of
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the SepNet. SepNet has comparable metrics values and even beats the U-Net in MEL-L2 metric,
however, in the subjective rating the U-Net is much better.

id source lr L1 L2 AE S-L1 S-L2 MEL-L1 MEL-L2 rating
1 drums 0.0002 0.0236 0.0023 0.0093 0.1761 1.3410 0.5776 426.69 8.5/10
1 bass 0.0002 0.0254 0.0024 0.0084 0.0814 1.3522 0.6004 555.03 9.5/10
1 others 0.0002 0.0312 0.0031 0.0118 0.2132 1.8942 0.7212 242.31 7.5/10
1 vocals 0.0002 0.0199 0.0017 0.0078 0.1510 1.1777 0.4041 114.21 6.5/10
1 AVG 0.0002 0.0250 0.0024 0.0093 0.1554 1.4413 0.5758 334.56 8.0/10
2 drums 0.0010 0.0234 0.0023 0.0092 0.1783 1.4070 0.5825 469.22 8.5/10
2 bass 0.0010 0.0246 0.0022 0.0082 0.0792 1.2361 0.5637 384.56 9.5/10
2 others 0.0010 0.0349 0.0042 0.0130 0.2208 2.5624 0.9249 1493.87 7.0/10
2 vocals 0.0010 0.0226 0.0027 0.0089 0.1813 1.9712 0.5776 386.10 6.0/10
2 AVG 0.0010 0.0264 0.0028 0.0098 0.1649 1.7942 0.6622 683.44 7.8/10

Table 3.6: Results of the U-Net architecture on augmented test data.

The bass component produced by U-Net is almost unrecognizable from the original one. The
prediction of drums partly contains the bass component. A similar problem happens with the
other accompaniment part which contains vocals. The vocal prediction also contains cymbals
from the drums component. However, all these problems are minor considering the small size of
the MUSDB18 dataset.

3.8 Separate instrument comparison

Finally, the Table 3.7 shows the overall result of the best trained model from each architecture
for every signal component separately. The U-Net architecture is by far the best tool for signal
decomposition task by the subjective rating. Unfortunately, this rating is not fully confirmed by
any metric used for the evaluation.

The Pearson correlation table of all the used metrics based on all the examined architectures is
shown in Figure 3.6. Based on 56 observations, the L2, S-L2 and MEL-L1 metrics seem to be
highly correlated. Another high correlation is among L1 and AE metrics. The subjective rating is
correlated the most with the AE metric and L1 metric, which was also used as a loss function for
training the networks. The absolute value of correlation with AE is only 0.507, however, that is
still the highest value among all the tested metrics.

This result shows the potential of using autoencoders for signal comparison. On the other hand,
the subjective metric is not deterministic and different people may evaluate the audio results dif-
ferently. More data from various people would be needed in order to fully evaluate the tested
metrics.
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architecture id source L1 L2 AE S-L1 S-L2 MEL-L1 MEL-L2 rating
InceptionTime 1 drums 0.0364 0.0052 0.0136 0.2531 2.7035 0.7997 259.04 5.5/10
InceptionTime 1 bass 0.0282 0.0020 0.0094 0.0997 1.1442 0.5578 60.06 6.0/10
InceptionTime 1 others 0.0353 0.0027 0.0135 0.2687 1.6172 0.6376 27.53 4.0/10
InceptionTime 1 vocals 0.0265 0.0019 0.0106 0.2208 1.3599 0.4705 27.73 4.5/10
SepNet 2 drums 0.0261 0.0024 0.0105 0.2614 1.6462 0.6226 124.88 4.5/10
SepNet 2 bass 0.0253 0.0017 0.0085 0.0868 0.8692 0.4628 43.08 5.0/10
SepNet 2 others 0.0320 0.0023 0.0125 0.2424 1.3373 0.5683 28.06 2.0/10
SepNet 2 vocals 0.0241 0.0017 0.0097 0.1998 1.2421 0.4254 20.03 4.5/10
SpecResNeXt 1 drums 0.0356 0.0061 0.0138 0.2930 4.4668 1.4176 4601.90 4.0/10
SpecResNeXt 1 bass 0.0361 0.0043 0.0122 0.1453 2.9934 1.1031 1515.35 4.5/10
SpecResNeXt 1 others 0.0416 0.0053 0.0160 0.3387 3.6196 1.2203 729.89 4.0/10
SpecResNeXt 1 vocals 0.0364 0.0048 0.0141 0.2851 3.5164 1.1121 2252.26 4.0/10
U-Net 1 drums 0.0236 0.0023 0.0093 0.1761 1.3410 0.5776 426.69 8.5/10
U-Net 1 bass 0.0254 0.0024 0.0084 0.0814 1.3522 0.6004 555.03 9.5/10
U-Net 1 others 0.0312 0.0031 0.0118 0.2132 1.8942 0.7212 242.31 7.5/10
U-Net 1 vocals 0.0199 0.0017 0.0078 0.1510 1.1777 0.4041 114.21 6.5/10

Table 3.7: Results of the best architectures on augmented test data for each component.

L1 L2 AE S-L1 S-L2 MEL-L1 MEL-L2 rating

L1
L2
AE

S-L1
S-L2

MEL-L1
MEL-L2

rating

1.000 0.769 0.942 0.641 0.711 0.784 0.381 -0.463
0.769 1.000 0.749 0.555 0.983 0.950 0.749 -0.346
0.942 0.749 1.000 0.853 0.717 0.739 0.340 -0.507
0.641 0.555 0.853 1.000 0.571 0.514 0.202 -0.489
0.711 0.983 0.717 0.571 1.000 0.927 0.761 -0.413
0.784 0.950 0.739 0.514 0.927 1.000 0.787 -0.257
0.381 0.749 0.340 0.202 0.761 0.787 1.000 -0.191
-0.463 -0.346 -0.507 -0.489 -0.413 -0.257 -0.191 1.000

Figure 3.6: Correlation matrix of used metrics based on all the results.
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Chapter 4

Event List Generation

Event List Generation (ELG) is a task in which individual types of events are being detected. This
can be used for various problems, such as event analysis of acoustic emission or MIDI files gener-
ation from the source audio records. In practice, a system based on ELG could detect potentially
harmful material flaws using acoustic emission signal analysis. This could help preventing serious
malfunctions of pipes, bridges, turbines etc.

4.1 Problem definition

Let us have E event types and a signal with a length of N samples composed of c channels. The
input to the ELG is a signal x “

řE
i“1 xpiq ` ε P Rc,N , where xpiq P Rc,N stands for a signal

containing solely the i-th event type and ε P Rc,N represents a background noise and other sounds
which are not relevant. Let Y P t0, 1uE,N be a characteristic matrix of the events defined as

yi j :“

#

1, if j-th sample corresponds to the i-th event,
0, otherwise.

(4.1)

Next, let Z P t0, 1uE,M be a binary map of the events defined as

zi j :“ yi,t jN
M `0.5u

, (4.2)

where M can be chosen arbitrarily depending on the specific problem. The goal of the ELG is then
to make the estimation pZ for a chosen M, see Figure 4.1.

A 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

C 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0

Figure 4.1: Example of a single-channel signal x and a binary map Z including E “ 3 event types.
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4.2 Approach

There are several approaches how to deal with this task. First option is to take the signal x P Rc,N

and directly predict the binary map Z. In this approach there would be a neural network

σ : Rc,N Ñ r0, 1sE,M. (4.3)

This can be understood as a multi-label classification made of EM labels. In this chapter we use
the cross-entropy loss function. An alternative L2 loss was tested but all resulting architectures
were performing very poorly.

Another way to solve this task is to create a spectrogram with a shape of rs f , sts from the input
signal. The idea behind this step is to provide the network information about the frequencies in
a 3D tensor (including the channel axis). One advantage is the ability to use 2D convolutional
layers capable of dealing with a full time-frequency information. In the next phase this tensor
could be reduced to a matrix representation by creating a 3D tensor with only one channel. 1D
convolutional layers can be further used to process this matrix and to create a final binary map
estimation. In this approach there would be a neural network

σ : Rc,s f ,st Ñ r0, 1sE,M. (4.4)

4.3 Dataset - Tones

The dataset consists of 85 piano tones generated digitally by external software using sound bank
containing real recordings captured by 8 various microphones and simulating 2 key velocities with
a sampling frequency of 48kHz. A data generator was created to provide a randomly mixed signal
x together with a corresponding matrix Z. For the signal networks, the M parameter is set to N

512
which corresponds to a time interval of 10.6ms. For the networks estimating the matrix Z directly
from the spectrogram, M “ st is used so that the output binary map had the same time scale as the
spectrogram. In this chapter this means a time interval of 5.3ms.

This generator randomly chooses 2-30 tones with corresponding lengths and put them into an
interval of 2.74s (217 samples), see Figure 4.2.
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Figure 4.2: Example of a generated tone binary map Z.
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4.4 Evaluation

In this task there must be a compromise between precision and recall which are used to get more
intuition about what is happening in the prediction. This balance will be done using the F1 metric
defined as

F1 :“ 2
precision ¨ recall
precision` recall

, (4.5)

where precision and recall are defined as

precision :“
true positives

predicted positives
, recall :“

true positives
real positives

. (4.6)

Since neural networks predict a number in a range of r0, 1s, a threshold is needed to determine
a binary prediction. For simplicity, only a threshold of 0.5 will be considered in the following
classifier evaluation.

Another metric which will be used is the ROC AUC metric. This metric is defined as an area below
the Receiver Operating Characteristic curve (ROC curve). This curve is used for evaluating a
binary classifier by moving a threshold t over the interval r0, 1s and calculating the true positive
rate and false positive rate. A completely random classifier would give a ROC curve of f pxq “ x.
A good classifier should approximate f pxq “ 1. An example of a ROC curve is depicted in Figure
4.3. Here the curve lies above f pxq “ x which means that for every threshold the classifier is
better than a random one. The ROC AUC is equal to 0.96.

4.5 Raw signal networks

First, the architectures σ : Rc,N Ñ r0, 1sE,M are examined. All of them are based on Inception-
Time network since it proves to be a good choice for Time Series Classification. However, tone
prediction has some characteristics that must be taken into account. InceptionTime uses convolu-
tional cores with a length of 10, 20 and 40 by default. These sizes however seem to be too small
to capture crucial features needed for a proper event list generation. For comparison, the STFT
transformation uses a window with a length of 1024. Having a convolutional core with this length
has a big computational demand and takes a lot of time. In this section the first Inception module
is taken always with cores with a length of 63, 127, and 255.

Since the output of each module has the same size of the time axis, a pooling is applied after
each Inception module to fit the output binary map. This approach also lowers the computational
demand while predicting event list of sufficient resolution. A bigger version then takes additional
2 original modules.

Since the training takes many hours, only a few parameters is fully examined. First examined
parameter is the size of the network. Second, the learning rate of 0.001 or 0.0001 is used since
other experiments showed the importance of having it in a balance. Dynamically changing learning
rate while training is kept for a next research. All these architectures are trained on augmented
signals in order to get more realistic data. They all take an interval of 131584 samples as an input
(2.74s) with a sample rate of 48kHz.

The results shown in Table 4.1 indicate that the bigger network performs better that the smaller
one. Networks with lower learning rate tend to have a better ROC AUC metric (see Figure 4.3),
while the ones trained with higher learning rate have a better F1 metric with a threshold of 0.5.
Balancing a threshold can increase the F1 metric, however, this leads to another problem. Here
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id size lr accuracy precision recall F1 ROC AUC
1 small 0.0002 0.99418 0.94562 0.24547 0.38976 0.91846
2 big 0.0002 0.99518 0.99781 0.36274 0.53206 0.95667
3 small 0.0010 0.99594 0.97756 0.47818 0.64221 0.91773
4 big 0.0010 0.99702 0.98260 0.62497 0.76400 0.93236

Table 4.1: Results of the InceptionTime architecture on augmented test data.

the low F1 value is caused by small recall and pushing the threshold down would increase F1
metric at the cost of lowering the precision value. In practice, this would lead to the prediction of
non-existing tones which is not wanted.
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Figure 4.3: ROC AUC of the winning InceptionTime architecture.

The problem with a small recall is caused by a poor prediction of multiple simultaneous tones
at once, see Figure 4.4. This effect applies to all the trained InceptionTime architectures. The
overlapping tones are usually cropped or interrupted in time. Together with a high computational
time, this makes this architecture a poor choice for ELG task.
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Figure 4.4: Typical prediction of InceptionTime. Top: ground truth, bottom: prediction.

4.6 STFT networks

Using long 1D convolutional cores is very inefficient and leads to a big memory and computational
demand. Alternative option is to first transform the input signal into an STFT representation which
allows to compress the data in the time axis and create a new frequency axis. This step enables
to use 2D convolutional layers which can have dramatically less parameters (more than 10 times
less). In this section only the STFT magnitude is taken into account since our experiments show
that this approach is satisfactory.

Two versions of a simple ConvNet were created. The big version consists of 4 2D convolutional
layers with a core of 5x5 which do not change the first two dimensions of the input tensor, see
Figure 4.5. This strategy is chosen because of the desire to have an overall output with the same
time scale. In the next step the 3D tensor with only one channel is reshaped into a matrix. The
frequency axis is now interpreted as a channel axis used for the following small 1D convolutional
layers.
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Figure 4.5: Structure of Spec2Map-big. Output shape of each layer is depicted below the corre-
sponding cell.

The idea behind this is to use 2D convolutional layers to reduce noise and to extract local 2D
features, whereas the second part is used to determine tones based on a modified magnitude matrix.
The smaller version uses 2 less 2D convolutional layers and one less 1D layer, see Figure 4.6.
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Figure 4.6: Structure of Spec2Map-small. Output shape of each layer is depicted below the cor-
responding cell.

In the training process many variables were tested in order to determine their importance. It
was found that too big learning rate (lr=0.001) leads to a complete failure of the network in every
tested version. For this reason, all the following experiments were made with lr=0.0001. Changing
this value in the training process is again left for a next research. Each network was trained on
40000 batches made of 16 samples. In all of them the loss value was declining. After around
30000 batches the loss stabilized and declined very slowly. Early stopping seemed not to have a
significant effect.

The overall results are shown in Table 4.2. Linear regression shows a significant effect of aug-
mentation on the resulting F1 metric. This was expected since the evaluation process includes
the reverb augmentation in order to generate more real-life data since it should simulate various
ambient conditions. On the other hand, the size of the network or used sample rate (48kHz or
24kHz) do not appear to be significant. For the next research we therefore suggest to use smaller
sample rate in order to lower the computational demand. The ROC AUC characteristic is shown
in Figure 4.7 and an example of its performance is depicted in Figure 4.8.

id version augmentation sr [kHz] accuracy precision recall F1 (t=0.5) ROC AUC
1 small no 24 0.99855 0.76937 0.94451 0.84799 0.99932
2 big no 24 0.99828 0.72988 0.95656 0.82798 0.99940
3 small yes 24 0.99946 0.94984 0.92290 0.93618 0.99952
4 big yes 24 0.99952 0.95359 0.93245 0.94290 0.99974
5 small no 48 0.99859 0.77263 0.93335 0.84541 0.99835
6 big no 48 0.99841 0.74698 0.94465 0.83426 0.99886
7 small yes 48 0.99942 0.95550 0.90165 0.92779 0.99864
8 big yes 48 0.99949 0.96322 0.91196 0.93689 0.99911

Table 4.2: Results of the Spec2Map architecture on augmented test data.
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Figure 4.7: ROC AUC of the winning Spec2Map architecture.
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Figure 4.8: Ground truth (top) and predicted (down) tones by the winning Spec2Map architecture.

4.7 Identification of acoustic emission bursts

The basic principle of the acoustic emission method is to monitor ultrasonic signals generated at
various points in the structure as the effect of mechanical loading. The primary objective of the
experiment illustrated in Figure 4.10 was to capture and identify characteristic cracking signals
accompanying microscopic processes of crack nucleation at the root of the artificial notch and
consecutive fatigue crack propagation.

The captured signals often contain high levels of noise which originates from the hydraulic loading
unit and the vibrations induced by friction of the test body in the bearing slots. The goal of de-
ploying deep learning methods was to identify crack growth acoustic manifestations in a very high
noise background and to verify the applicability on real continuous acoustic emission recordings.
An example of a spectrogram containing 2 bursts is depicted in Figure 4.9.
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Figure 4.9: Spectrogram of the measured signal containing 2 bursts.

The dataset consists of 139s long background noise measured with a sample frequency of 1562.5kHz
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Figure 4.10: Diagram of tensile testing machine experiment.

and 6000 bursts of two types manually isolated from a tensile test signal. These bursts are split
into the train set (4800) and the test set (1200). For this reason the final binary map only contains
2 channels. The networks are trained on randomly generated mixture of the background noise and
bursts from the train set. The evaluation is made in the same way with the test set.

There are many differences between this task and piano tones detection. In this task most of the
signal comes from background sources while the bursts are only about 252 samples long. This
significantly lowers the chance of having 2 bursts in the same time. Furthermore, the spectrogram
has to be made with lower stride to capture the information about the beginning and the end of
each burst. This makes the spectrogram bigger and harder to be processed by the networks. On
the other hand, smaller interval of the signal may be processed because of the lack of long-term
dependencies. This makes the InceptionTime-based networks fast compared to the previous task.

id model size accuracy precision recall F1 (t=0.5) ROC AUC
1 InceptionTime small 0.99943 0.98438 0.96064 0.97237 0.99806
2 InceptionTime middle 0.99949 0.98148 0.97055 0.97598 0.99872
3 InceptionTime big 0.99938 0.97952 0.96039 0.96986 0.99737
4 Spec2Map small 0.98980 0.32635 0.00516 0.01016 0.97918
5 Spec2Map big 0.98981 0.71328 0.00333 0.00662 0.98109

Table 4.3: Results of the InceptionTime and Spec2Map architectures on augmented test data.

Three networks were tested. The smallest one consists of one big InceptionTime module with
convolutional cores with lengths of 63, 127, and 255. The result is then processed by a max
pooling with a size of 16 in order to lower the output binary map dimensionality. The middle
size network has one additional small module with cores with lengths of 11, 21, and 41. After
each module there is a pooling layer with a size of 4. The biggest model contains 3 modules, one
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big and two small InceptionTime modules. The pooling after first two modules has a length of 2,
whereas the final one has a size of 4. The spectrogram-based networks have the same setting as
those from the previous section. All of the models are trained with a learning rate of 0.0002. The
results are shown in Table 4.3.

The winning Spec2Map architecture from the previous task seems to struggle on predicting bursts.
With a threshold of 0.5 the network almost only predicts zeros. This results in very low recall
value. The ROC AUC metric indicates that lowering the threshold would increase the recall sig-
nificantly, however, with further decreasing the precision which is not high even for t “ 0.5, see
Figure 4.11.
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Figure 4.11: ROC AUC of the big Spec2Map architecture.

On the other hand, InceptionTime-based architectures seem to perform very well. All the metrics
are high and the ROC curve approximates f pxq “ 1, see Figure 4.12. This generally indicates a
high performing classifier. An example of a typical prediction is depicted in Figure 4.13.
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Figure 4.12: ROC AUC of the winning InceptionTime architecture.
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Figure 4.13: Ground truth (top) and predicted (down) bursts by the winning InceptionTime archi-
tecture.
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Conclusion

One goal of this paper was to create proper neural networks which would be capable of separating
a signal into individual components. Another goal was to identify particular events present in the
input signal.

In the first chapter the theory behind neural networks is described. This theory is needed in order
to fully understand the neural network functionality. In the second chapter various state-of-the-art
convolutional neural networks (ConvNets) are described. Most of these ConvNets were designed
for the ImageNet classification task which became a respected benchmark for ConvNets compar-
ison. There are also architectures from the Series Classification and Segmentation tasks as their
modified versions are used in this paper.

Signal Decomposition task is defined in the third chapter. Here many architectures are tested on
the MUSDB18 dataset which consists of 150 songs decomposed into 4 sources. Networks based
on processing signals directly did not perform well and took a lot of time in the process of training.
Finally, the U-Net architecture seems to be able to catch the important time-frequency patterns and
produces satisfactory results. Many metrics are also tested together with one chosen autoencoder
in order to explore their correlation with a subjective rating. Results show the potential of autoen-
coders as they may better focus on relevant information. However, bigger data would be needed
to make more relevant conclusion.

In the last chapter individual event are being detected in the input signal. This task is about
classifying small time intervals for each data class. First, the strategy of creating binary maps is
defined. All the networks are binary classifiers and binary metrics such as F1 and ROC AUC may
be used for the model evaluation. There are two datasets available for this task. The first one
consists of piano tones generated digitally from a sound bank. The second one is composed of
6000 bursts and a background hum from acoustic emission captured from a tensile test. In both
cases the training data were randomly generated using data augmentation methods. The bursts are
very small and there is only a small chance that two of them would happen in the same time. On
the other hand, multiple piano tones usually play at the same time.

All the networks based the InceptionTime seem to struggle predicting multiple events happening
in the same time. This makes them useless on the piano dataset, whereas on the emission dataset
they perform very well. The spectrogram network seems to make good predictions on the piano
tones but struggle catching small bursts from the emission dataset.
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