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Chapter 1

Introduction

This thesis deals with the problem of 3D animal reconstruction and describes
the issues that arise in modern reconstruction pipelines when applied to the artic-
ulated moving objects. It provides a comprehensive overview of the modern and
historical reconstruction methods and discusses their applicability to the given task.
Following the successes of the neural networks in multiple areas of computer vision,
it explores an end-to-end learning-based family of the reconstruction pipelines in
more details. Results of several such pipelines are demonstrated and a new method,
called SMAL4V, is proposed, extending the existing end-to-end methods to the
video sequences. The proposed architecture leverages temporal information to pre-
dict smoother meshes throughout the video.

Figure 1.1: A typical example of the point clouds obtained from the reconstruction of
some static objects. Image taken from [1].

1.1 Motivation
The research of 3D reconstruction has been a popular topic in computer vi-

sion for several decades. It has a wide range of possible applications, including
medicine [2], agriculture [3][4], archaeology [5], ecology [6], robotics [7], autonomous
vehicles [8], motion capture [9] and many others. A typical 3D reconstruction pipeline
takes a set of images of an object or scene of interest and returns its 3D represen-
tation, such as a point cloud, mesh or voxel model. Optionally, the resulting repre-
sentation can be colored or texturized if required by the application. Depending on

1



2 Chapter 1. Introduction

the approach used, different numbers of cameras and input images are used for the
reconstruction, with different prior knowledge incorporated in the pipeline.

In the case of static scenes, many ready-to-use 3D reconstruction solutions are
available, such as open-source OpenMVG [10], COLMAP [11][12], LSD-SLAM [13],
ORB-SLAM [14], TheiaSfM [15] and AliceVision [16][17], or commercial products,
such as RealityCapture [18] from Capturing Reality or Agisoft Metashape [19]. How-
ever, few scenes in the real world are static, and most of them contain non-rigid,
articulated or moving objects. Once the effects of the objects’ movement or defor-
mation become too strong, the geometrical assumptions, on which the mentioned
solutions are based, are not satisfied anymore. This causes such pipelines to output
highly defective models, with multiple artifacts caused by the violated geometrical
constraints.

Animals, which are the main topic of this thesis, are not static, and their bod-
ies are highly articulated. This makes them extremely difficult to reconstruct with
modern reconstruction methods. Moreover, unlike humans, most of the animals are
not collaborative, and cannot be scanned with high-end 3D equipment in a lab.
As a result, a majority of the available solutions output a 3D model of a quality
insufficient for any practical use.

An example of such a poor-quality reconstruction, produced by the commercial
RealityCapture photogrammetry pipeline [18], is shown in Figure 1.2. It should be
noted that multiple images of the animal were used to create this reconstruction, and
the animal was barely moving for the most of the capturing process. But, despite
the care taken during the image capturing, there are still multiple artifacts, which
prevent the model from being used in any practical situation.

Figure 1.2: An example of the 3D reconstruction of a cow. A photogrammetry pipeline
from RealityCapture [18] was used to create this example.

While a challenging problem, the 3D reconstruction of animals has many promis-
ing applications in industry. In computer graphics, it could facilitate the creation
of the 3D animal models for games or animated movies. Instead of manual creation
of the animals’ animation by professional artists, which is both expensive and time-
consuming, a reconstruction pipeline could be used on the video recordings of real
animals to create many plausibly moving 3D models [20].

In agriculture, the 3D reconstruction of the animal’s body could be used for
various types of animal monitoring. If the surface of the animal’s body could be
precisely reconstructed, it would allow the creation of the automatic growth and
body condition monitoring tools. Or, if both poses and shapes could be reliably
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reconstructed for a group of animals, advanced behavior monitoring tools could be
created. By analyzing the postures and the points of interactions between different
individuals, such tools could be used for the analysis of social interactions in different
species [21] or detection of the anomalous postures, which could be a sign of a serious
illness, such as lameness [22].

While the benefits from the proper 3D animal reconstruction are clear, there are
currently no reconstruction methods that produce models of sufficient quality. This
thesis thus presents an overview of the already-existing methods, and introduces a
new SMAL4V method that expends them to the video sequence data.

1.2 Thesis structure
The rest of the thesis is structured in the following way:

• Chapter 2 introduces the geometry behind the 3D scene reconstruction. It ex-
plains which geometrical constraints enable the reconstruction of rigid objects,
and how those constraints are violated by the articulated moving objects.

• Chapter 3 provides a detailed review of the current State of the Art in the area
of 3D reconstruction. In Section 3.1, it starts with the overview of the gen-
eral reconstruction methods, also discussing their applicability to the animal
reconstruction problem. Then, in Section 3.2, it continues with the historical
overview of the methods, specific to the animal reconstruction. The rest of
the chapter introduces the most promising approaches in more details, as the
method, proposed in this thesis, is based on them.

• Chapter 5 describes the datasets used in this thesis, including the newly-
proposed AnimalKey dataset. Then, it introduces SMAL4V, an extension to
the methods described in Chapter 3.

• Chapter 6 contains description and results of all performed experiments. Sev-
eral preliminary experiments once again illustrate the need for the special
animal reconstruction methods. The rest of the chapter compares the perfor-
mance of SMALST, SMBLD and SMAL4V on the AnimalKey dataset.

• Finally, Chapter 7 briefly summarizes the thesis and outlines the possible di-
rections for future work.

1.3 Contributions
The main contributions of this thesis are the following:

• It provides a highly detailed overview of the reconstruction methods, currently
available for the animal modeling.

• It introduces a new AnimalKey dataset, which can be freely used by the re-
searchers interested in the bounding box tracking, instance segmentation, 2D
keypoints prediction or 3D reconstruction.

• Finally, it proposes a new SMAL4V animal reconstruction pipeline, which can
be applied to video sequences with sparse annotations at test time.





Chapter 2

Background Knowledge

3D reconstruction is a geometrical problem of recovering the scene structure
from the available 2D images. In the rigid case, its solution relies on the notion of
epipolar geometry, which is explained in Section 2.1 for the two-view reconstruction.
However, once the rigidity assumption does not hold anymore, the reconstruction
problem becomes ill-posed, as is explained in Section 2.2. This explains why the
reconstruction of the articulated moving objects, such as animals, is still an open
research problem, and why special methods, discussed in the rest of this thesis, have
to be designed to solve it.

2.1 Epipolar geometry
Epipolar geometry describes the relationship between different views of the

same scene. It is concisely represented in a form of a fundamental matrix 𝐹 , which
depends only on the cameras’ parameters and their relative poses, being completely
independent of the reconstructed scene itself. The goal of a reconstruction pipeline
is then to estimate 𝐹 from a set of images, which is straightforward if the rigidity
assumption holds. The rest of this discussion is based on texts from [23] and [24].

Figure 2.1: Geometry of the point correspondences. (a) A point in space 𝑋 and its images
𝑥1 and 𝑥2, creating the epipolar plane 𝜎. (b) A point in 2D image 𝑥1, back-projected into
3D space. Its corresponding point as seen with the right camera would lie on the epipolar
line 𝑙2. Image taken from [23].

Having a point in the scene, which we denote as 𝑋, and two cameras with

5
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centers at 𝐶1 and 𝐶2, we get two images of the point, 𝑥1 and 𝑥2, in the image planes
𝜋1 and 𝜋2, respectively. Those image points are created by projecting 𝑋 with camera
projection matrices 𝑃1 and 𝑃2:

𝑥𝑖 = 𝑃𝑖𝑋; 𝑖 ∈ {1, 2}.

The camera projection matrices themselves can be written as:

𝑃𝑖 = [𝐾𝑖𝑅𝑖| − 𝐾𝑖𝑅𝑖𝐶𝑖]; 𝑖 ∈ {1, 2}.

A rotation matrix 𝑅 ∈ 𝑆𝑂(3) is a 3x3 orthogonal matrix (i.e. 𝑅𝑇 = 𝑅−1 and
det 𝑅 = ±1), which, together with the camera projection center 𝐶, defines the
camera pose. A calibration matrix 𝐾 expresses the internal parameters of a camera,
which do not depend on the recorded scene or on the camera pose. It is defined as
a 3x3 upper-triangular matrix:

𝐾 =

⎡⎢⎣𝑎𝑓 −𝑎𝑓 cot 𝜃 𝑢0
0 𝑓/ sin 𝜃 𝑣0
0 0 1

⎤⎥⎦ ,

where 𝑎 is the pixel aspect ratio (usually 𝑎 = 1), 𝜃 is the angle between two image
axes (usually 𝜃 = 90∘), (𝑢0, 𝑣0) is the optical center (in pixels) and 𝑓 is the focal
length (i.e. distance between the camera and its projection plane in pixels).

A line connecting 𝐶1 and 𝐶2 is called a baseline. It intersects the image planes
𝜋1 and 𝜋2 at the epipoles 𝑒1 and 𝑒2, which means that the epipoles are projections
of the camera centers:

𝑒1 = 𝑃1𝐶2 and 𝑒2 = 𝑃2𝐶1.

A plane comprising points 𝑋, 𝑥1 and 𝑥2 is then called an epipolar plane 𝜎. The
epipolar plane 𝜎 intersects 𝜋𝑖 at the epipolar line 𝑙𝑖, which passes through the image
point 𝑥𝑖 and the epipole 𝑒𝑖, i.e. 𝑙𝑖 = 𝑒𝑖 × 𝑥𝑖 for 𝑖 ∈ {1, 2}.

If we look just at the image point 𝑥1, a possible location of the back-projected
space point 𝑋 is ambiguous, and can lie anywhere on the ray 𝐶1𝑥1, as shown in
Figure 2.1(b). In this case, 𝑋 can be written as

𝑋(𝜆) = 𝑃 +
1 𝑥1 + 𝜆𝐶1, (2.1)

where 𝑃 + is the pseudo-inverse of 𝑃 and 𝜆 ∈ [0, ∞).

Figure 2.2: A pair of images with a subset of detected inlier image correspondences and
their epipolar lines.
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However, the position of 𝑋 can be determined by finding the corresponding
point 𝑥2 in the second image plane. An example of such corresponding points along
with the epipolar lines, on which they lie, is shown in Figure 2.2.

The epipolar constraint states that a corresponding point 𝑥2 (in 𝜋2) for the
image point 𝑥1 (in 𝜋1) must always lie on the epipolar line 𝑙2, thus creating a pro-
jective mapping 𝑥1 → 𝑙2. A fundamental matrix 𝐹 , mentioned above, defines this
mapping based on the cameras’ properties and poses. Since this mapping is clearly
non-invertible, the matrix 𝐹 is never full-rank.

To derive the exact expression for 𝐹 , we can take two points on 𝐶1𝑥1:

𝑋(𝜆 = 0) = 𝑃 +
1 𝑥1 and 𝑋(𝜆 = ∞) = 𝐶1.

Now, if we project those by the second camera’s projection matrix, we get:

𝑃2𝑋(𝜆 = 0) = 𝑃2𝑃
+
1 𝑥1 and 𝑃2𝑋(𝜆 = ∞) = 𝑃2𝐶1.

Since the epipolar line 𝑙2 is a projection of the ray 𝐶1𝑥1, it can be written as

𝑙2 = (𝑃2𝐶1) × (𝑃2𝑃
+
1 𝑥1).

Also, since 𝑃2𝐶1 is a projection of the first camera center by the second camera, it
is the same as the epipole in 𝜋2 (i.e. 𝑒2), which gives the following expression for 𝑙2:

𝑙2 = [𝑒2]×(𝑃2𝑃
+
1 )𝑥1.

The fundamental matrix is then defined as a 3x3 rank-2 homogeneous matrix 𝐹 :

𝐹
def= [𝑒2]×(𝑃2𝑃

+
1 )

so that the epipolar lines 𝑙1 and 𝑙2 can be expressed as

𝑙1 = 𝐹 𝑇 𝑥2 and 𝑙2 = 𝐹𝑥1 (2.2)

for 𝑥1 ̸= 𝑒1 and 𝑥2 ̸= 𝑒2.
Also, for ∀𝑥1 (𝑥1 ̸= 𝑒1 and 𝑥1 ∈ 𝜋1), there exists a corresponding epipolar line

𝑙2 (𝑙2 ∈ 𝜋2). By definition, 𝑙2 contains the epipole 𝑒2, i.e. 𝑒𝑇
2 𝑙2 = 0. Substituting the

result from Equation 2.2 for 𝑙2, we get 𝑒𝑇
2 𝐹𝑥1 = 0. Since this has to hold for all image

points 𝑥1 ∈ 𝜋1 (𝑥1 ̸= 𝑒1), 𝑒2 is the left null-vector of 𝐹 , i.e. 𝑒𝑇
2 𝐹 = 0. Analogously,

it can be shown that 𝑒1 is the right null-vector of 𝐹 , i.e. 𝐹𝑒 = 0.
Finally, using Equation 2.2 and the fact that a point correspondence 𝑥2 has to

lie on the epipolar line 𝑙2 (i.e. 𝑥𝑇
2 𝑙2 = 0), we get

𝑥𝑇
2 𝐹𝑥1 = 0 (2.3)

for all corresponding points 𝑥1 ↔ 𝑥2.
This property of the fundamental matrix is crucial for the 3D reconstruction

problem. It allows us to express 𝐹 in terms of the image correspondences, ignoring
the cameras’ parameters, which are usually unknown in the real-world problems.
Since 𝐹 is a 3x3 homogeneous matrix, Equation 2.3 implies that we can compute 𝐹
up to scale from 8 point correspondences. Additionally, since 𝐹 is a rank-2 matrix,
we can add a det 𝐹 = 0 constraint to estimate 𝐹 from only 7 point correspondences.

Since the ground-truth image correspondences are never available (unless the
synthetic data is used), more complicated algorithms have to be used to reliably
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estimate 𝐹 from a set of noisy tentative correspondences. An example output for one
such algorithm, based on RANdom SAmple Consensus (RANSAC ) [25], is shown in
Figure 2.3. Each arrow shows the direction from the image point 𝑥𝑖 ∈ 𝜋𝑖 (𝑖 ∈ {1, 2})
to its corresponding point in the other image. Note how the direction of arrows
indicate how the camera pose changed between two frames.

Figure 2.3: Example of the automatically detected inlier point correspondences. The
origin of each arrow corresponds an interest point in the given image, while the head of
the error corresponds to the position of its corresponding point in the other image.

2.2 Non-rigidity and motion
When a rigid object starts moving, it creates ambiguity between its own motion

and the camera motion. This can be, however, addressed by segmenting the image
into static background and moving foreground, and estimating camera pose from
the background only [26].

But as soon as we allow non-rigid deformations of the object of interest, as
shown in Figure 2.4, the 3D reconstruction problem becomes ill-posed even if we
assume a static camera. For a rigid object, position of any point on its surface at
time 𝑡 can be described by a single function 𝑋(𝑡) = 𝑅(𝑡)𝑋0 + 𝑇 (𝑡), where 𝑅(𝑡) is a
rotation matrix and 𝑇 (𝑡) is a translation vector at time 𝑡.

Figure 2.4: Example frames showing a jellyfish moving and deforming at the same time.
Image taken from [27].

For a deforming object, position of any point is instead obtained from the
composition of a rigid motion with an unknown deformation function ℎ(·, 𝑡), i.e.
𝑋(𝑡) = ℎ(𝑅(𝑡)𝑋0+𝑇 (𝑡), 𝑡). However, for any (ℎ(·, 𝑡), 𝑅(𝑡), 𝑇 (𝑡)), there exist infinitely
many choices of (ℎ̃(·, 𝑡), �̃�(𝑡), 𝑇 (𝑡)) that produce the same 𝑋(𝑡) [27]:

𝑋(𝑡) = ℎ(𝑅(𝑡)𝑋0 + 𝑇 (𝑡), 𝑡) = ℎ̃(�̃�(𝑡)𝑋0 + 𝑇 (𝑡), 𝑡).
This ambiguity makes epipolar geometry undefined for the non-rigid case and mo-
tivates the creation of special reconstruction methods, which are the main focus of
this diploma thesis.
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2.3 Neural Networks
Since their introduction in 1940s as computation model for brain neurons [28],

Artificial Neural Networks (ANNs) have become state-of-the-art solutions for multi-
ple problems, including visual classification, speech recognition, machine translation
and many others. Guided both by the successes of neural networks in computer
vision tasks and by the findings of the neural scientist regarding 3D shape interpre-
tation in visual cortex, this work explores the usage of ANNs for the reconstruction
problem. This Section provides a brief introduction to the types of architectures
used in this thesis, as well as to the models used as a black-box inside the proposed
pipeline.

2.3.1 Convolutional Neural Networks
Considering the number of pixels in a typical image, the regular fully-connected

ANNs would require too many connections to be trained. Moreover, they are not
spatially-invariant, so the same object would be perceived differently depending on
its position in the image. These two reasons lead to the creation of Convolutional
Neural Networks (CNNs) [29][30][31], which have been state-of-the-art computer
vision models for many years now. A comparison between a fully-connected and
convolutional networks is shown in Figure 2.5.

Figure 2.5: Left: a fully-connected neural network. Right: a convolutional neural network.
Image taken from https://cs231n.github.io/convolutional-networks/.

Convolutional layers are the main building blocks of CNNs. They are based on
the mathematical convolution operation, shown in Figure 2.6. In a convolutional
layer, each output value corresponds to the convolution (i.e. sum of element-wise
multiplication) between the 3D input receptive field and a 2D learnable filter. The
filter size is a hyperparameter of a convolutional layer, which also defines the size of
the receptive field.

Figure 2.6: 2D convolutions with different padding. Image taken from [32].
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Number of such filters, which is another hyperparameter, corresponds to the
amount of depth channels that will be present in the output volume. Other hyper-
ameters are stride, which defines the relative shift between the neighboring outputs’
receptive fields, and the padding, which controls the padding of the whole input vol-
ume. For more details, including the animations of different convolution operations,
please refer to [32] and https://cs231n.github.io/convolutional-networks/.

2.3.2 Recurrent Neural Networks
Recurrent Neural Networks (RNNs) are another modification of the classical

fully-connected RNNs, created to allow processing of variable-length input sequences
and predicting variable-length outputs. This is enabled by sharing the layer weights
across time instead of learning separate weights matrices in each time step. Moreover,
the recurrent architecture allows modeling of temporal dependencies by maintaining
a hidden state vector which encodes the historical information. Special version of
backpropagation, called backpropagation-through-time, is used train such models.

Figure 2.7: Neural networks with different input and output types (with the leftmost
corresponding to a vanilla ANN and the rest corresponding to different versions of RNNs).
Image taken from http://karpathy.github.io/ 2015/05/21/rnn-effectiveness/.

While compelling in theory, vanilla RNNs suffer from the vanishing gradient
problem [33], preventing it from learning long-term dependencies. This issue has
been addressed by the creation of more complicated hidden cells, such as Long
Short-Term Memory (LSTM ) [34] and Gated Recurrent Unit (GRU ) [35], shown in
Figure 2.8.

LSTM cells control the information flow with three sigmoid gates: input gate,
forget gate and output gate. Additionally, they maintains a so-called cell state, which
corresponds to the long-term memory. Input and forget gates control how this cell
state is updated throughout the learning process, while output gate controls which
parts of the cell state are sent to the cell’s output. For more information on LSTM s,
refer to [34] or https://colah.github.io/posts/2015-08-Understanding-LSTMs/.

GRU cells can be viewed as a simplified version of LSTM s. They do not main-
tain any cell state so that all the hidden state of a GRU cell is passed to its output. It
then merges input and forget gates into a single update gate, which controls how the
hidden state is modified during training. Thanks to these modification, GRU cells
are faster to train, while providing comparable performance to LSTM s. For more
information on GRU s, refer to [35] or https://stanford.edu/ shervine/teaching/cs-
230/cheatsheet-recurrent-neural-networks.
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Figure 2.8: Left: LSTM hidden cell. Right: GRU hidden cell. Image taken
from https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-
explanation-44e9eb85bf21.

RNNs with LSTM or GRU hidden cells have been especially successful in ma-
chine translation and sentiment analysis tasks, at least until the introduction of the
Transformer model in [36]. They can be further modified, for example, by allowing
the hidden state to access information from the future. This modification is called a
Bidirectional RNN and can be used when the complete input sequence is available
to the network at test time. Additionally, multiple recurrent layers can be stacked
on top of each other to create deep RNNs.

Since this thesis proposes a method for the video sequence processing, it adds
the recurrent layers to the proposed architecture so that the variable-length input
could be efficiently processed. The GRU cells are used as they provide the trade-off
between the simplicity and the ability to learn time dependencies.

2.3.3 Neural Renderer
The goal of a mesh renderer is to generate a 2D image from a 3D mesh, which

consists of vertices {𝑣𝑖; 𝑖 = 1..𝑁} and faces {𝑓𝑖; 𝑖 = 1..𝑁}. A renderer first transforms
the vertices into the image space from the scene space and then assigns the values
to individual image pixels by sampling, as shown in Figure 2.9(a). This latter step
is called rasterization and is clearly discrete. It means that, if gradients are to be
computed for this operation, they would be 0 for almost all pixels, as shown in
Figure 2.9(c) for the 1D case. So, while the success of neural networks has made it
attractive to try CNNs for the 3D reconstruction problem, it was not straightforward
to create an end-to-end trainable pipeline for this task because of the broken gradient
flow through the rasterization step.
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In [37], this was finally solved by allowing the approximate gradient for the
rasterization operation to be passed through the backpropagation. This allowed the
creation of trainable 3D mesh predictors, such as one shown in Figure 2.10. A brief
overview of the approximate gradients computation is provided below.

Figure 2.9: Calculation of approximate derivatives when: a pixel is outside of the rendered
face (left), pixel is inside of the rendered face (right). Image taken from [37].

As already mentioned, an image pixel is assigned its intensity value based on
the sampling operation. Since the goal is learning to predict the mesh, its vertices
𝑣𝑖 = (𝑥𝑖, 𝑦𝑖) are changing throughout the training, and the gradient with respect to
𝑣𝑖 has to be backpropagated through the network, as shown in Figure 2.10. As we
change the 𝑥𝑖 coordinate of 𝑣𝑖, the color 𝐼𝑗(𝑥𝑖) of an image pixel 𝑃𝑗 is changing, as
shown in Figure 2.9(b). If the pixel of interest lies outside the face, defined by the
current position of 𝑣𝑖, i.e. 𝑣𝑖 = (𝑥𝑖 = 𝑥0, 𝑦𝑖), its intensity value is 𝐼𝑗(𝑥0). However, if
the vertex 𝑣𝑖 is moved sufficient close to 𝑃𝑗 (i.e. 𝑣𝑖 = (𝑥𝑖 = 𝑥1, 𝑦𝑖) during training,
its intensity value suddenly changes to the color of the corresponding mesh face, i.e.
𝐼𝑖𝑗. The resulting 𝐼𝑗(𝑥𝑖) function from the standard rasterization process is thus a
step function, which is non-differentiable at its discontinuity point (𝑥𝑖 = 𝑥1), and
with 𝛿𝐼𝑗(𝑥𝑖)

𝛿𝑥𝑖
= 0 for the rest of 𝐼𝑗(𝑥𝑖)’s domain.

Figure 2.10: NeuralRenderer used to enable backpropagation through a simple 3D re-
construction pipeline. Image taken from [37].

To fix the 0 gradients problem, the original 𝐼𝑗(𝑥𝑖) function is smoothed by
linear interpolation. Now, the gradients 𝛿𝐼𝑗(𝑥𝑖)

𝛿𝑥𝑖
are non-0 in the region (𝑥0, 𝑥1). Same

approach can applied for the pixel 𝑃𝑗 inside of the mesh’s face, or for calculation of
𝛿𝐼𝑗(𝑥𝑖)

𝛿𝑦𝑖
In this case, two non-0 derivatives region are created: (𝑥𝑎

1, 𝑥0) and (𝑥0, 𝑥𝑏
1), as

shown in Figure 2.9 (right).
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2.3.4 One-Shot Video Object Segmentation
One-Shot Video Object Segmentation (OSVOS) has a two-fold contribution to

this thesis. First, it provides an inspiration for the proposed SMAL4V reconstruction
pipeline. Second, OSVOS itself is used inside that pipeline to create dense mask
supervision signals from available sparse annotations. It is a semi-supervised method
which requires only a few annotated frames to provide the segmentation masks for
the rest of the video, as shown in Figure 2.11. Below follows a brief explanation of
the OSVOS method. For more details, refer to the original research in [38].

Figure 2.11: Example segmentation results by OSVOS . Image taken from [38].

An overview of the OSVOS pipeline is shown in Figure 2.12. It consists of three
stages, each of which outputs a single neural network, all with the same architecture
but with different learned weights. The first stage outputs a base network, which is a
CNN pre-trained for ImageNet task, i.e. not for the segmentation prediction. Despite
being trained for image classification, it learns the convolutional filter weights that
prove useful in the later stages.

Figure 2.12: Overview of the OSVOS pipeline. Image taken from [38].

The second stage trains a so-called parent network on the DAVIS training set
for the multi-instance segmentation task. It learns how to separate different objects
from the image background, and comprises an important intermediate step between
the first and last stages. The final stage then trains a test network for a single
object in a single video sequence. The training is performed on just a handful of
the annotated frames, often with just the first frame being annotated. The network
is thus trying to overfit to the appearance of the object of interest so that it can
efficiently predict it in the rest of the frames. No temporal information is used for
the training. Yet, despite that, the test network manages to achieve temporally
consistent results. Its relatively low training time and high frame-rate at test time
make the OSVOS method widely used in the research community.





Chapter 3

Literature Overview

Recovery of the 3D structure from images or video sequences has been an area
of active research for several decades [39][40][41][42][43][44][45]. Many reconstruction
methods have been introduced, which can be classified depending on the required
input, type of scenes or objects to which they are applicable, or prior knowledge
incorporated into the reconstruction pipelines. This chapter tries to provide a com-
prehensive overview of those methods so that it is clear how the SMAL4V model,
proposed in this thesis, is connected with different alternative approaches.

The rest of the chapter is structured as follows: Section 3.1 provides a gen-
eral overview of the state-of-the-art 3D reconstruction methods. Then, Section 3.2
discusses the methods, created specifically for the reconstruction of animals, and
their evolution throughout the recent years. Sections 3.3 and 3.4 describe a family
of modern learning-based approaches that utilize the SMAL parametric model for
the reconstruction of various animal species.

3.1 Overview of the Reconstruction Methods
Firstly, active and passive reconstruction techniques are distinguished. Active

reconstruction interacts with the scene by the means of light projectors or time-
of-flight sensors, often combined with the standard RGB input. Cameras that can
gather such an input are usually called RGB-D cameras or depth sensors. Depth
information provided by these cameras is usually more precise than the depth maps
estimated from the RGB images alone. However, the required hardware for the
reliable depth estimation is less widespread and significantly more expensive than
the widely-available RGB cameras. Instead, passive reconstruction techniques use
conventional RGB images, which are much easier to collect, with millions of images
available online. Section 3.1.1 gives more information about the active reconstruction
methods, while the rest of the chapter describes approaches that fall in the passive
reconstruction category.

Likewise, we can distinguish between rigid and non-rigid reconstruction. As fol-
lows from the name, the former deals with the reconstruction of static rigid objects,
while the latter tries to reconstruct the objects that are deformable or articulated.
As already explained in Chapter 4, 3D reconstruction of static rigid objects is a
well-posed problem that can be solved with the methods based on the epipolar con-
straints. Those methods, however, fail for the most of real-world scenarios, which
usually involve dynamic scenes with a variety of non-rigid objects. On the other
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hand, non-rigid reconstruction is an ill-posed problem [46], which has been an area
of active research for several decades [42][47][41][48][46][49][45]. Many proposed so-
lutions encourage the use of some prior knowledge about the reconstructed object,
such as knowledge about its category (eg. human, animal, vehicle etc.)[50][51], or
constraints on the space of the object’s possible deformations [52][53].

The template-based methods, which can be used for both rigid and non-rigid
reconstruction, incorporate such prior information by assuming a known 3D tem-
plate [54]. To additionally simplify the problem, 3D-to-2D correspondences can be
provided with the help of a reference image [55].

Finally, following the success of the machine learning in other computer vision
problems, the learning-based reconstruction techniques emerged. Those learn auto-
matically from the training data, so the image features, on which the predictions are
then computed, do not have to be manually engineered. These approaches have been
recently successful in many applications for the depth estimation or 3D reconstruc-
tion [56][57]. On the other hand, those also require big datasets and considerable
computational resources, which is not always feasible in practice. Despite these dis-
advantages, learning-based approaches currently provide the most promising results
for the difficult articulated objects (such as humans and animals), and serve as a
basis for the SMAL4V method, proposed as part of this diploma thesis.

3.1.1 Active reconstruction
As briefly mentioned above, active reconstruction techniques directly interfere

with the observed scene, for example, by influencing the illumination. This requires
a special kind of camera, an RGB-D camera, with many different types currently
available on the market.

Figure 3.1: Example from the Microsoft Kinect camera. Left: image from the infrared
camera, with structured light pattern visible in the IR spectrum. Right: the corresponding
depth map with color map going from white (nearest) to blue (furthest). Images taken
from Wikipedia.

Structured-light depth cameras combine a regular RGB camera with a laser
projector, which projects an a-priori-known pattern into the scene [58]. Such pattern
provides the reconstruction algorithm with a set of unique projection-to-camera
correspondences, which can be used for the reliable depth estimation. An example
of the projected pattern and a depth map, estimated from it, is shown in Figure 3.1.
Examples of the structured-light cameras, among others, include ASUS Xtion Pro,
Intel RealSense SR305, and Microsoft Kinect [59], which are shown in Figure 3.2.
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Related is the active stereo approach, which also projects different light patterns
into the scene. It, however, does not required complicated well-designed patterns,
and projects, for example, random dots or stripes [60]. The depth estimation is then
based on the passive stereo techniques, which use the projected points as additional
camera-to-camera correspondences to improve the reconstruction quality in the un-
textured or ambiguous regions. Among cameras, utilizing this approach, are Intel
RealSense D415 and Intel RealSense D435 [59], shown in Figure 3.3 (left).

Figure 3.2: Examples of RGB-D cameras, based on the structured light technology. Left:
ASUS Xtion Pro. Middle: Intel RealSense SR305. Right: Microsoft Kinect for Xbox 360.

Time-of-Flight (ToF) depth cameras interact with the reconstruction scene by
sending the infrared light, which is then reflected and returned to the sensor. The
depth estimation is performed by measuring the return time of the traveled light at
each pixel [61]. Pulsed-modulation ToF cameras, such as Advanced Scientific Con-
cepts’ GSFL-4K/16K/16KS, send a single pulse and directly measure its return time
to acquire the depth information from the scene, which requires very accurate sen-
sors. Radio-frequency-modulated ToF devices, such MESA SwissRanger 4000, send
a continuous signal and measure the depth by estimating the phase shift between
the sent and returned signal. Ranged-gated imagers, such as Microsoft Kinect v2,
contain a shutter, which blocks part of the returning light depending on the distance
between the sensor and the object, thus allowing to determine the depth based on
the brightness of the imaged point. The main challenge then lies in the depth cal-
culation algorithm, as it has to properly model the light sources, the shutter closing
times, different reflective properties of the objects etc. Those more complicated algo-
rithms, however, allows to reduce the cost of the hardware itself. Some examples of
the ToF cameras (Microsoft Kinect v2, MESA SwissRanger 4000, Creative Senz3D
and SoftKinetic DS325 [59]) are shown in Figure 3.3 (right).

Figure 3.3: Examples of RGB-D cameras. Left: active stereo cameras (Intel RealSense
D415 and Intel RealSense D435). Right: ToF cameras (Microsoft Kinect v2, MESA Swis-
sRanger 4000, Creative Senz3D, Soft Kinectic DS325).

Fusion Techniques

Since the raw scans, obtained from the depth cameras, usually suffer from a
lot of noise and missing data, sophisticated algorithms are applied to improve the
reconstruction quality, or properly merge the point clouds, resulting from different
frames, into a single 3D model [62].
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Figure 3.4: Left: the input ToF scan. Color: the normal maps after applying KinectFu-
sion. Grayscale: Phong-shaded renderings after KinectFusion. Image taken from [63].

Proposed for the widely-used Kinect device, the KinectFusion approach is one
of the most well-known techniques for the depth data fusion [63]. Though applica-
ble only to the static scenes, it was the first approach that provided the real-time
reconstruction possibility from the commonly accessible hardware.

Later, the need for the reconstruction of real-world scenes lead to the gen-
eralization of KinectFusion to dynamic scenes. The first approach to do so was
DynamicFusion [64], which estimates a dense 6D volumetric field and warps each
reconstructed frame to the space of the first frame, thus enabling the use of the
classical KinectFusion updates on the warped models. An example of the continu-
ous improvement of the reconstruction quality for the dynamic scene is shown in
Figure 3.5.

Figure 3.5: Real-time reconstruction of a dynamic scene with DynamicFusion. Image
taken from [64].

Following the DynamicFusion, more approaches emerged to further improve the
quality of the dynamic reconstruction with RGB-D cameras [65][66][57][67][68]. The
comparison of some of them is shown in Figure 3.6.

Figure 3.6: From left to right: input frame, reconstruction with DynamicFusion [64],
reconstruction with DeepDeform [68], reconstruction with Neural Non-Rigid Tracking [67].
Image taken from [67].
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While these methods present high-quality results for many dynamic scenes,
their most obvious drawback is their reliance on the special hardware, which is less
wide-spread and more expensive than the conventional RGB cameras. Moreover,
most of them suffer from performance losses if used in the real-world scenes with
uncontrolled illuminations due to the hardware limitations of the RGB-D cameras.

3.1.2 Structure-from-Motion
Structure-from-Motion (SfM ) is a passive reconstruction technique used to esti-

mate the 3D structure of an object from a set of images, taken by a moving camera.
This approach is based on the epipolar geometry, described in Chapter 4. Thus, it
strongly relies on the search of point-to-point correspondences between the individ-
ual image pairs, and experiences problems with reconstructing untextured objects
or specular surfaces. Moreover, it requires a considerable out-of-plane rotation of a
camera to create a good reconstruction, complicating the data collection, as shown
in Figure 3.7. However, once proper input data is available, the scene geometry can
be uniquely recovered by the factorization approach [69].

Figure 3.7: Left: examples of images of an object taken by a single moving RGB camera.
Right: rigid object of interest and the camera positions (in red) from which the images
were taken. Image taken from [70].

Since many real-world scenes are not in fact static, in recent years the SfM was
extended to the dynamic scenes and non-rigid or articulated objects. In Non-Rigid
Structure-from-Motion (NRSfM ), effects from the pose variations of a camera are
combined with the shape deformations of the observed object. However, if the dy-
namics of the object are not constrained, the problem becomes ill-posed [71] since
many 3D deformable shapes and camera poses can result into the same 2D projec-
tions [72], as explained in Section 2.2. Thus, additional constraints in the form of
different deformation priors have to be used.

Following the success of the factorization approach for rigid SfM , early NRSfM
methods adapted it to the non-rigid objects by introducing a low-rank constraint
on the object’s deformations [49][73][46][72][45]. This low-rank constraint was first
proposed in [49], along with a rank-3𝐾 constraint, similar to the rank-3 constraint
for the rigid SfM . The non-rigid shapes are then assumed to lie on the linear space
spanned by K unknown 3D basis shapes [45]. Its dual approach is to express the
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evolving 3D shape in trajectory space by a linear combination of the basis trajec-
tories [71]. Moreover, additional spatial or temporal [46][45] smoothness constraints
can be used to get smoother reconstructed surfaces.

In [74], the inherent ambiguity of the orthonormality constraints was discussed,
and the additional basis constraints were proposed, claiming to provide a closed-form
solution to non-rigid shape and motion recovery. This work lead to the creation
of many approaches which utilize additional priors on top of the orthonormality
constraints, such as Gaussian prior on the shape coefficients [46], ordering prior on
the basis [75], or assumptions of the articulated motion [76].

In [77], the necessity of the basis constraints was challenged. The additional
rank-3 constraint, overlooked in [74] was applied to prove that the orthonormal
constraints (together with the rank-3 constraint) are in fact sufficient for the unam-
biguous shape recovery, and that the actual difficulty of the non-rigid reconstruction
instead lies in the difficult and highly non-linear shape of the cost function used for
the optimization.

While often-used and well-performing for the smoothly deforming objects, low-
rank constraints are often not enough for handling strong local deformations. Apart
from that, they require the selection of the number of shape bases, which is usually
different for each object category. So, many recent approaches use physical models
for the object’s deformation instead. The examples include modeling isometry [78] or
elastic deformations [53], or modeling the non-rigid objects as ensemble of particles,
whose interactions are described by the Newton’s second law of motion [79].

While the methods, mentioned above, perform the global object-wise recon-
struction, it is also possible to perform the reconstruction separately in the piece-
wise [42][80] or point-wise fashion [81]. In that case, after the NRSfM techniques
are applied separately on each region of the reconstructed surface, the stitching of
the intermediate results is performed to get the final 3D model.

3.1.3 Template-based methods
It often happens that the quality or the amount of the available data is not

satisfactory for creation of a high-quality reconstruction with NRSfM methods, es-
pecially if the object of interest has a complicated shape or significant non-rigid
deformations. In such situations, additional prior knowledge can be incorporated
into the reconstruction pipeline.

Figure 3.8: Example of the template-based reconstruction. From left to right: (a) refer-
ence image with 2D-to-3D correspondences marked, (b) input template, (c) input RGB
image, (d) resulting 3D reconstruction. Image taken from [55].

If the category of the reconstructed object is known, a strong a-priori assump-
tion about the object’s appearance can be expressed by utilizing a 3D shape tem-
plate. A 3D scan of a similar object or an artist-defined 3D model can be used
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as such template. Then, only the relative deformations of the template have to be
estimated from the input data, while the general topology of a 3D model remains
unchanged. Additionally, a 3D template can be connected to a reference image,
providing ground-truth 3D-to-2D correspondences. An example of reconstruction,
obtained from the input RGB image with the help of a 3D template and its corre-
sponding reference image is shown in Figure 3.8.

Since all the topological information is provided by the template itself, it is often
sufficient to use only one image of the object of interest to perform the 3D recon-
struction. Even those parts of the object, which are not visible in the input image,
can still be plausibly reconstructed, providing a clear advantage in the situations
with lacking data.

Because regular 3D templates contain no a-priori information about the space of
possible deformations, additional geometric constraints (such as inextensibility [82],
isometry [83] or conformity [84]) can be used to limit the output deformations, same
as in NRSfM [55]. Many early template-based methods focus on the isometry or
inextensibility constraints, but demonstrate the results only for a very limited set
of flat bounded shapes, such as papers or T-shirts. More recent approaches try to
widen the applicability of the template-based reconstruction, applying it, among
others, to the animal reconstruction, as will be discussed in Section 3.2.

3.1.4 Model-based methods
Model-based methods can be, in some sense, viewed as an extension of the

template-based methods, combining those with machine learning techniques. They
aim at representing the resulting reconstruction by a short vector of model param-
eters, where the space of parameters is learned from a large set of ground-truth 3D
scans. This family of methods is especially successful for the human [85][86][87] and
animal [88] reconstruction.

Figure 3.9: Example of a human SMPL model. From left to right: (a) human template,
(b) template with the custom shape deformations, (c) template with the additional pose-
dependent deformations, (d) posed and deformed template. Image taken from [86].

In [85], the Shape Completion and Animation for PEople (SCAPE) model is
introduced to address the human reconstruction problem. It utilizes a pre-defined
human template, similar to the approaches described in Section 3.1.3, whose de-
formations are factored into shape-dependent deformations (due to a person’s ap-
pearance) and pose-dependent deformations (due to the articulated motion). In [86],
a similar idea is used to create the Skinned Multi-Person Linear (SMPL) model,
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example of which is shown in Figure 3.9. Unlike SCAPE , which multiplies triangle
deformations, SMPL is additive in vertex space, allowing to easily fit it to 3D data
by the vertex error minimization [86]. Additionally, the availability of the explicit
3D joints in SMPL model allows it to be trained on the 2D labelled keypoints by
minimizing the reprojection error [89].

SMPL model has become very popular in both research and industry. Multiple
extensions to SMPL were proposed, allowing the continuous reconstruction from
consecutive frames [90] or from video sequences [91][92]. Blender, Unreal Engine
and Unity have SMPL plugins, which allow simplified creation of realistic human
models for game development, computer animation etc. Recently, an improvement
to SMPL model, called STAR, was proposed in [87]. It generalizes better to the
previously unseen bodies, while also reducing the number of model parameters.

Also, Deep Implicit Functions (DIFs) were proposed as an alternative 3D shape
representation [93][94]. A template implicit function is used instead of a SMPL-
like mesh-based deformable template to represent the mean shape of some object
category. A conditional spatial warping function is then used to deform the template
and personalize the resulting 3D shape [94]. The main advantage of such templates
is that they can be automatically learned from the training data for different object
categories, as shown in Figure 3.10(top), without the need to create a separate
template for each object type like with mesh-based templates.

Figure 3.10: Top: example of the learned category-specific templates. Image taken from
[94]. Bottom: example of a SMPL model, clothed with the use of deep implicit functions.
Image taken from [94].

Moreover, the mesh-based and functions-based approaches can be combined in
a single reconstruction pipeline to leverage the advantages of both model types.
For example, in the case of human reconstruction, a SMPL model can be used to
represent a person’s body, while the person’s clothing can be expressed by DIFs,
as shown in Figure 3.10(bottom). Such a combination removes the need to have a
separate mesh-based template for each type of clothing. At the same time, it does
not discard the high-quality SMPL body model, which was learned on thousands of
3D scans.
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3.2 Reconstruction Methods in Animal Modeling
Due to their abundance in the real-world scenes, animals were one of popular

targets for the 3D reconstruction methods as soon as the first non-rigid techniques
were introduced. The seminal work of Bregler [49], already mentioned in the Sec-
tion 3.1.2, used the reconstruction of a giraffe from several RGB frames as an example
for its NRSfM factorization technique. This early work was a good demonstration
of the complexity of 3D reconstruction for non-rigid articulated bodies, as the pro-
posed method was able to produce only a very crude partial reconstruction of the
giraffe’s neck, as shown in Figure 3.11.

Figure 3.11: Left: input RGB frames. Right: reconstruction of the giraffe’s body surface.
Image taken from [49].

After the research on the non-rigid reconstruction began, a lot of works focused
on the task of the human reconstruction due to its wider applicability and relative
ease of the data collection [91][90][95]. The animal reconstruction drew a lot of
inspiration from the methods created for humans, though many adjustments had
to be considered due to the wider variability between the animal shapes, and the
inability to collect high-quality input data, especially for the dynamic animal poses.

One of such early works proposed the application of morphable models for
the lower-dimensional parametrization of the animal body [96]. It utilized multiple
frames of the same animal class (but not of the same individual) to modify the
input rigid template. The silhouettes and arbitrary user-clicked keypoints were used
to constrain the energy-minimization procedure.

Figure 3.12: Top: input RGB frames and corresponding animal contours. Bottom: re-
sulting 3D reconstructions. Image taken from [96].

The additional regularization terms prevented the resulting mesh from con-
taining extreme deformations. This work, however, focused mostly on dolphins and
suffered from inability to reconstruct different animal classes with higher joints artic-
ulation, as shown in Figure 3.12. The resulting 3D shape was often "spilled" outside
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of the input silhouette, once projected back to the image, as such type of errors was
not explicitly penalized in the proposed energy-minimization formulation.

Despite the relatively poor results, as compared to the modern State of the
Art, the early works proposed many elements, which proved to be useful for the
animal reconstruction. For example, user-clicked keypoints, pre-defined deformable
templates and the per-frame silhouettes are still used as input to many modern
animal reconstruction pipelines. Also, many studies started to focused on the 3D
reconstruction of animals fr om a single image only, as such data was easier to obtain.

One of such studies, introduced in [55], proposed a template-based approach,
relying on the reference-to-image point correspondences, silhouette constraints and
area constraints. Same as some methods for general 3D reconstruction, many of
which were applied to much simpler bounded planar objects, the inextensibility
prior was assumed to constrain the deformation space. The results of this approach
are shown in Figure 3.13.

Figure 3.13: From left to right: (a) reference image with 2D-to-3D correspondences
marked, (b) input template, (c) input RGB image, (d) resulting 3D reconstruction. Image
taken from [55].

One more template-based approach, described in [54], once again relies on the
input 3D template and user-clicked 2D keypoints. Additionally, a local stiffness
concept is introduced to express the fact that some parts of the animal’s body are less
likely to deform than others. As can be seen from the results, shown in Figure 3.14,
this method already manages to reconstruct animals in more complicated poses
with plausible pose-related shape deformations. Still, the resulting 3D models are
very general, representing the class-level animal template in the image-defined pose
rather than an accurate reconstruction of a single individual.

Figure 3.14: Each left: input RGB image with user-clicked keypoints. Each right: the
resulting 3D reconstruction. Image taken from [54].
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Another approach, presented in [76], proposes to simplify the reconstruction
of an articulated object by subdividing it into simpler components, which are then
reconstructed separately. Same as [96], this method does not attempt to create an
accurate reconstruction of a single individual. Instead, it uses images of different
animals to create a general but plausible class-level reconstruction in a reference
pose. The example results are shown in Figure 3.15.

Figure 3.15: Left: input RGB images with corresponding contours of individual pre-
defined body parts. Center : the reconstruction of individual parts. Right: the resulting 3D
model. Image taken from [76].

Recently, many model-based approaches, similar to those in Section 3.1.4, were
introduced [88][97][98][99][21][100], heavily inspired by the successes in human re-
construction task [86]. In [88], lack of the dataset with 3D animal scans is mitigated
by scanning animal toy models. The energy minimization is then used to register
these toys’ scans to an artist-defined 3D template. This allows to define a parametric
animal model, called Skinned Multi-Animal Linear (SMAL), whose parameter space
represents the variation in animals’ shapes and poses, with separate shape param-
eter clusters often corresponding to different biological species. The SMAL model
is described in more details in Section 3.3 as it is used in the SMAL4V method,
proposed in this thesis. An example reconstruction with SMAL fitting pipeline is
shown in Figure 3.16(left).

In [97], the SMAL is modified to allow for the multi-frame input, which reduces
the shape ambiguity by providing multiple views of a single animal. Additionally,
small per-vertex displacements are used to make the mesh projections better fit the
input silhouettes, thus recovering finer details, like horns or antlers. The resulting
method, called SMAL with Refinement (SMALR), significantly improves the recon-
struction quality, as shown in Figure 3.16(right). But, while creating good 3D mod-
els, both SMAL and SMALR pipelines require the ground-truth segmentations and
2D keypoints as input, which makes it very time-consuming to use these methods,
for example, for video reconstruction.

Finally, the recently increased interest in deep learning, as well as multiple suc-
cesses of the Convolutional Neural Networks (CNNs) [29][30][31] in different com-
puter vision problems, has lead to creation of the first learning-based approaches for
animal reconstruction. See Section 2.3 for some background knowledge required to
understand more technical details of the deep-learning-based methods.

In [101], a Creatures Great and SMAL (CGAS) method is proposed, where
CNNs are used independently of the rendering pipeline to remove the need for
the user-provided keypoints and silhouettes. A state-of-the-art DeepLabv3+ net-
work [102] is used to predict the silhouettes from RGB images, and a stacked hour-
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Figure 3.16: Comparison between the results of SMAL (left) and SMALR (middle) image
fitting. Image taken from [97].

glass network [103] is trained on a synthetic dataset to predict 2D keypoints from
those silhouettes. Moreover, since this method is created for video reconstruction,
temporal information is used both for the correction of predicted keypoints and
for model fitting. This allows to resolve the pose ambiguities and enforce smoother
movements of the resulting 3D model. Still, the proposed BADJA dataset contains
only 11 annotated videos, which is not sufficient for training of any deep model.

Figure 3.17: From left to right: input images, predicted silhouettes, predicted keypoints,
post-processed keypoints, predicted mesh and the same mesh from another view, produced
by CGAS pipeline. Image taken from [101].

SMALST method, introduced in [98], proposes to train a CNN on a synthetic
zebras dataset so that the network learns to predict SMAL model parameters di-
rectly from RGB images. The end-to-end training of such a CNN is enabled by
the Neural Renderer, which enables the gradient flow through the mesh rendering
pipeline (for more details, see Section 2.3.3). In [99], the SMAL model is extended
with limbs scaling terms, thus creating a new Skinned Multi-Breed Linear Model for
Dogs (SMBLD) model. A new real-world dogs dataset is used to train (with 2D
supervision only) a new WLDO pipeline to predict the SMBLD parameters. Both
SMALST and WLDO methods are described in more details in Section 3.4.
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Since SMAL can be used only for quadrupeds, another mesh-based model is
introduced in [21] for 3D reconstruction of birds. With no 3D birds scans available,
the shape and pose distributions have to be learned from a multi-view cowbirds
dataset with extensive 2D annotations. Those distributions are then used to create
14,000 synthetic examples, on which a neural network is trained to predict the model
parameters from keypoints and silhouettes. A separate network is trained to predict
the keypoints and silhouettes from the raw RGB inputs. A full pipeline from [21] is
shown in Figure 3.18.

Figure 3.18: A 3D reconstruction pipeline for birds 3D reconstruction from a single-view
image RGB input. Image taken from [21].

In [100], a model from [21] is extended with two scaling parameters and is then
used as a 3D template for the energy-minimization-based fitting procedure, shown
in Figure 3.19. There, the bird shape is modeled hierarchically: first as a difference
between the template and the mean species shape, and then as a difference between
the mean shape and the individual shape. By performing this model fitting on the
whole CUB-200 birds dataset, a new multi-species birds model, called AVES, is
defined.

Figure 3.19: An overview of the hierarchical fitting procedure for birds reconstruction.
Image taken from [100].

Some other deep-learning-based approaches instead focus on reducing the re-
liance on the 3D or multi-view data. In [51], the CMR method is trained on the
CUB-200 birds dataset to teach a neural network (with 2D-only supervision) to
predict textured meshes from RGB images without having any 3D priors available.
In [104], the U-CMR method is proposed, removing the need for 2D keypoint an-
notations but requiring an input 3D template. In [105], only silhouette supervision
is used for training a multi-species reconstruction method. While these methods
greatly reduce the requirements on the training set, their results are often poor and
not suitable for real-world applications, as shown in Figure 3.20.
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Figure 3.20: Example results for a multi-species reconstruction network trained only
with silhouettes supervision. Image taken from [105].

One of the latest approaches, introduced in [106] shortly before the submis-
sion of this diploma thesis, combines several successful ideas into a single solution.
It uses a state-of-the-art optical flow network [107] to find the dense correspon-
dences, which are used as a supervisory signal instead of user-clicked keypoints. A
pre-trained segmentation network [108] is used to provide the supervision for sil-
houettes. The perceptual similarity [109] is used to supervise the texture prediction.
Finally, the bundle-adjustment-inspired optimization algorithm is proposed to refine
the reconstruction results. Those steps unify the learning-based approach with the
knowledge about animals’ motion and geometry, producing high-quality results, as
shown in Figure 3.21. Still, the resulting 3D models often suffer from unrealistic
bending around the joints due to the lack of high-quality 3D pose priors.

Figure 3.21: Reconstruction examples for the differential deformation model. Image taken
from [106].

An alternative approach simultaneously predicts camera parameters, 3D tem-
plate’s articulation and Canonical Surface Mapping (i.e. mapping between the 2D
pixels and corresponding points on a 3D template), as shown in Figure 3.22. The
enforced consistency between these predictions together with the (possibly-noisy)
silhouettes serve as supervision for training of several deep networks [110].

Figure 3.22: From left to right: a 3D template with colored surface points, predicted
CSM and predicted mesh articulation from two views. Image taken from [110].
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3.3 Skinned Multi-Animal Linear Model
Skinned Multi-Animal Linear (SMAL) [88] method proposes a solution to the

lack of ground-truth 3D data by learning a parametric animal model on the 3D
scans of the artificial animal figurines. An example of these toy 3D scans is shown in
Figure 3.23. The SMAL model proposes a significant improvement over the earlier
solutions, overview of which was provided in Section 3.2. It is heavily inspired by the
successful SMPL human model. In the rest of this Section follows the brief summary
of how the SMAL model is learned. Please, refer to the original SMAL paper for
more details.

Figure 3.23: Example of 3D scans, obtained from the animal figurines, which are then
used to train the SMAL model. Image taken from [88].

3.3.1 Global/Local Stitched Shape Model
The initial registration is done with the Global/Local Stitched Shape (GLoSS)

model. It is a part-based globally differentiable model, which is fit to a 3D scan by
the minimization of the following energy function:

𝐸(Π) = 𝐸𝑚(d, s) + 𝐸𝑠𝑡𝑖𝑡𝑐ℎ(Π) + 𝐸𝑐𝑢𝑟𝑣(Π) + 𝐸𝑑𝑎𝑡𝑎(Π) + 𝐸𝑝𝑜𝑠𝑒(r). (3.1)

Π = {l, r, s, d} is the parametrization of the GLoSS model, defined for the manu-
ally selected 33 parts of the animal body. It contains the l parameters for the indi-
vidual parts’ location, r parameters for the parts’ absolute 3D rotation, s parameters
for the intrinsic shape, and d parameters for the pose-dependent deformation.

𝐸𝑚 is a model term, encoding the symmetry constraints, the regularization of
the pose deformation variables, and the distance from the shape distribution. 𝐸𝑠𝑡𝑖𝑡𝑐ℎ

is a stitching term, based on the distance between the corresponding points of the
neighboring body parts. 𝐸𝑐𝑢𝑟𝑣 term is a curvature point, enforcing the relationship
between body parts to be similar to those in the template. 𝐸𝑑𝑎𝑡𝑎 term contains the
distances between the corresponding 3D keypoints, together with the model-to-scan
and scan-to-model distances. Finally, 𝐸𝑝𝑜𝑠𝑒 is the pose prior for the tail.

The vertices of the GLoSS model are further refined by combining the 𝐸𝑑𝑎𝑡𝑎

term with the As-Rigid-As-Possible (ARAP) regularization [111], and optimizing
the mesh vertices in a model-free way by minimizing the following energy function:

𝐸(v) = 𝐸𝑑𝑎𝑡𝑎(v) + 𝐸𝑎𝑟𝑎𝑝(v). (3.2)

3.3.2 Fitting to 3D scans
Given the initial 3D fitting with the GLoSS model, all the meshes are brought to

the same neutral pose. The SMAL model is then defined as the function 𝑀(𝛽, 𝜃, 𝛾),
where 𝛽 is a vector of shape coefficients, 𝜃 is the relative rotation for the 33 joints,
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and 𝛾 is the global translation of the root of the kinematic tree. The SMAL model
is fitted to the 3D scans by minimizing the following energy function:

𝐸(𝛽, 𝜃, 𝛾) = 𝐸𝑝𝑜𝑠𝑒(𝜃) + 𝐸𝑠(𝛽) + 𝐸𝑑𝑎𝑡𝑎(𝛽, 𝜃, 𝛾), (3.3)

where 𝐸𝑝𝑜𝑠𝑒 is the distance from the pose prior distribution, 𝐸𝑠 is the distance from
the shape prior distribution, and 𝐸𝑑𝑎𝑡𝑎 is the same as in Section 3.3.1, redefined for
the SMAL model parametrization.

The SMAL model is then again refined with a model-free optimization step,
minimizing the energy function from Equation 3.2 together with a coupling co-
registration term 𝐸𝑐𝑜𝑢𝑝 from [112]:

𝐸(v) = 𝐸𝑑𝑎𝑡𝑎(v) + 𝐸𝑎𝑟𝑎𝑝(v) + 𝐸𝑐𝑜𝑢𝑝(v). (3.4)

3.3.3 Fitting to images
The SMAL model parameters can then be inferred from the RGB data, as

shown in Figure 3.24. Since the fitting is now done with respect to the 2D data, the
projection of the 3D mesh into a 2D image plane is required. For that, the perspective
camera model Π(vi; 𝑓) is assumed, where 𝑓 is the focal length, projecting the vertex
vi onto the image plane. Because the focal length is an unknown parameter, it is
added to the SMAL’s parameter space, which is now denoted as Θ = {𝛽, 𝜃, 𝛾, 𝑓}.

Figure 3.24: Example of the reconstructed animal shapes, fitted to the corresponding
images. Image taken from [88].

To fit the mesh projection to an RGB image, the ground-truth 2D silhouettes
and keypoints are required, which are manually prepared for each input image. The
fitting is then done by the minimization of the following objective function:

𝐸(Θ) = 𝐸𝑘𝑝(Θ; 𝑥) + 𝐸𝑠𝑖𝑙ℎ(Θ; 𝑆) + 𝐸𝛽(𝛽) + 𝐸𝜃(𝜃) + 𝐸𝑙𝑖𝑚(𝜃), (3.5)

where 𝑆 is the ground-truth silhouette, 𝐸𝑘𝑝 is the keypoints reprojection error, 𝐸𝑠𝑖𝑙ℎ

is the silhouette reprojection error, 𝐸𝛽 is the distance from a shape prior, 𝐸𝜃 is the
distance from a pose prior, and 𝐸𝑙𝑖𝑚 is an additional constraint, which forces the
predicted pose to stay within the predefined bounds.

3.4 End-to-End Learning Pipelines
Even though SMAL pipeline (as well as its extension, called SMALR [97]) pro-

vides high-quality animal reconstruction, it suffers from a serious drawback: it still
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requires users to manually segment the image and annotate the 2D keypoints. The
labelling process can be very time-consuming, especially if more frames per animal
are considered. As mentioned in Section 3.2, several solutions were proposed to re-
solve this problem, such as the automatic segmentation with joints predictor [101]
or the end-to-end learning approaches [98][99][105][110].

Figure 3.25: The SMALST modeling pipeline. Image taken from [98].

This thesis follows the ideas from the end-to-end methods: namely, from SMAL
with learned Shape and Texture (SMALST ), shown in Figure 3.25, and Who Left
the Dogs Out (WLDO), shown in Figure 3.26. As can be seen from the figures, both
create a 3D animal model from a single RGB image, without the need of providing
any additional manual annotations at test time.

Figure 3.26: The WLDO modeling pipeline. Image taken from [99].

Both pipelines follow a similar design, inspired by the Human Mesh Recov-
ery (HMR) architecture from [90]. The input image is first processed by a deep
CNN encoder, extracting the features that are then used by separate multi-layer
perceptrons to predict the camera (i.e. focal length), translation, shape and pose
parameters. While most of predictors work similarly in both these methods, their
shape predictors have important differences. In SMALST , the shape predictor out-
puts a long vector of vertex offsets dv, while in WLDO it outputs 24 blend-shape
parameters (20 shape parameters from the original SMAL model, and 4 additional
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limb scaling parameters). Also, SMALST contains a uv-flow predictor, which en-
ables the output of the textured meshes, while WLDO completely drops the texture
prediction. More importantly, there are significant differences in the datasets, on
which these methods are trained.

SMALST uses a synthetic training set, where 12,850 zebra images are generated
by projecting (with random camera parameters) different SMAL meshes on back-
grounds from COCO dataset [113], as shown in Figure 3.27(top). Since the dataset is
synthetic, it provides the ground-truth shape, pose and camera parameters, allowing
SMALST pipeline to be trained with 3D supervision. The supervisory vertex offsets
dv𝑔𝑡 are derived from the ground-truth shape parameters: dv𝑔𝑡 = 𝐵𝑠𝛽𝑔𝑡 +dv𝑆𝑀𝐴𝐿𝑅

𝑔𝑡 .
The training procedure then minimizes the following loss function:

𝐿𝑡𝑟𝑎𝑖𝑛 = 𝐿𝑠𝑖𝑙ℎ(𝑆𝑔𝑡, 𝑆) + 𝐿𝑘𝑝2𝐷(𝐾2𝐷,𝑔𝑡, 𝐾2𝐷) + 𝐿𝑐𝑎𝑚(𝑓𝑔𝑡, 𝑓)+
𝐿𝑖𝑚𝑔(𝐼𝑖𝑛𝑝𝑢𝑡, 𝐼, 𝑆𝑔𝑡) + 𝐿𝑝𝑜𝑠𝑒(𝜃𝑔𝑡, 𝜃) + 𝐿𝑡𝑟𝑎𝑛𝑠(𝜃𝑔𝑡, 𝜃) + 𝐿𝑠ℎ𝑎𝑝𝑒(dv𝑔𝑡, dv)+

𝐿𝑢𝑣(uv𝑔𝑡, uv) + 𝐿𝑡𝑒𝑥(𝑇𝑔𝑡, 𝑇 ) + 𝐿𝑑𝑡(uv, 𝑆𝑔𝑡),
(3.6)

where the individual components are the silhouette loss 𝐿𝑠𝑖𝑙ℎ, the 2D keypoint loss
𝐿𝑘𝑝2𝐷, the camera loss 𝐿𝑐𝑎𝑚, the image loss 𝐿𝑖𝑚𝑔, the 3D pose loss 𝐿𝑝𝑜𝑠𝑒, the transla-
tion loss 𝐿𝑡𝑟𝑎𝑛𝑠, the 3D shape loss 𝐿𝑠ℎ𝑎𝑝𝑒, the uv-flow loss 𝐿𝑢𝑣, the texture map loss
𝐿𝑡𝑒𝑥, and the texture loss 𝐿𝑑𝑡 from [51]. For more information about the individual
loss components or overall training procedure, please consult the original SMALST
paper [98].

Figure 3.27: Top: synthetic zebra images, generated for the SMALST model training.
Image taken from [98]. Bottom: real-world dog images from StanfordExtra, annotated for
the SMBLD model training. Image taken from [99].

In the meantime, WLDO sticks to the real-world images and introduces the
StanfordExtra dataset, which provides the 2D keypoint and silhouette annotations
for the dogs’ images from the Stanford Dog Dataset [114]. Total of 8,476 annotated
images are available, with some examples shown in Figure 3.27(bottom). While fea-
turing different breeds, shapes and poses of dogs in complicated real-world scenar-
ios, StanfordExtra does not provide any 3D supervision, forcing the training to be
weakly-supervised. The training procedure is then implemented as minimization of
the following loss function:

𝐿𝑡𝑟𝑎𝑖𝑛 = 𝐿𝑠𝑖𝑙ℎ(𝑆𝑔𝑡, 𝑆) + 𝐿𝑘𝑝2𝐷(𝐾2𝐷,𝑔𝑡, 𝐾2𝐷) + 𝐿𝑝𝑜𝑠𝑒(𝜃; 𝜇𝜃, Σ𝜃)+
𝐿𝑠ℎ𝑎𝑝𝑒(𝛽; 𝜇𝛽, Σ𝛽) + 𝐿𝑚𝑖𝑥𝑡𝑢𝑟𝑒(𝛽𝑖; 𝜇𝛽, Σ𝛽, Π𝛽),

(3.7)

where the individual components are the silhouette loss 𝐿𝑠𝑖𝑙ℎ, the joints reprojection
loss 𝐿𝑘𝑝2𝐷, the distance from the pose prior 𝐿𝑝𝑜𝑠𝑒, the distance from the shape prior
𝐿𝑠ℎ𝑎𝑝𝑒, and the mixture shape loss 𝐿𝑚𝑖𝑥𝑡𝑢𝑟𝑒. The latter improve the quality of dogs
reconstruction, implicitly providing distinct shape priors for different breeds [99].



Chapter 4

Problem Statement

As described in Chapter 3, there are several main problems with modern animal
reconstruction methods. The approaches that utilize RGB-D cameras, described in
Section 3.1.1, are often limited by the illumination conditions in the scene, filming
distance, price of the hardware etc. From methods in Section 3.2, the end-to-end
learning-based approaches seem like the most promising path as they do not require
any additional annotations at test time, can be easily applied to any RGB images or
videos, and produce plausible output meshes. Still, they suffer from multiple issues:

• Many of the presented approaches, including SMALST and SMBLD, use only a
single-frame data for the reconstruction [98][99][105][110], which usually keeps
many parts of the animal’s body occluded, and often results into pose ambi-
guity. Both these issues could be addressed by utilizing the multi-frame [97]
or video data [101][106], as demonstrated in SMALR or CGAS pipelines.

• SMALST [98], described in Section 3.4, is trained on a relatively homogeneous
synthetic dataset, so the resulting network has problems generalizing to dif-
ferent animal species, complicated poses, different illuminations etc. Creating
a more diverse synthetic dataset to re-train the network would be extremely
challenging, especially for the video data, and would require a lot of work from
experienced 3D animators.

• Real-world animal videos with annotated masks and keypoints are very scarce,
with only a few datasets available, like TigDog [115] for tigers and horses (key-
points and approximate masks) or BADJA [101] for several animal species
(only keypoints, just 11 videos in total). Without large-scale public video
datasets, it is not possible to properly train and evaluate deep end-to-end
reconstruction models.

The SMAL4V approach, proposed in this thesis, tries to address all these issues.
A new dataset of cow videos, sparsely annotated with 2D keypoints and silhouettes,
is introduced. It features different cow breeds, animals in complicated poses, scenes
with occlusions, diverse weather and illumination conditions etc. A SMALST and
SMBLD end-to-end pipelines are then extended to account for the motion infor-
mation provided by the video data, resolving shape and pose ambiguities, while
enforcing smooth motion between frames.
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Chapter 5

Methodology

Despite the inherent ambiguity of the non-rigid 3D reconstruction, humans and
animals are able to interpret rather complex 3D scenes. However, the ability for
the scene understanding is not innate. Multiple experiments in neuroscience, which
analyze the brain activity in the visual cortex, prove that vision is learned in the
early stages of the animal development. The individuals, deprived of this learning
possibility, are then functionally blind or experience serious problems with vision,
despite the absence of any apparent physical damage to their eyes [116][117].

This suggests that the learning-based methods, utilizing Artificial Neural Net-
works (ANNs), could be a suitable approach to the 3D scene understanding and
reconstruction. In such a scenario, training of an ANN roughly corresponds to the
learning period in a living organism, and gradually incorporates prior knowledge
about our world into the model. Even though this sounds straightforward to imple-
ment, modern solutions struggle from different issues, as discussed in Chapter 4.

This thesis tries to address those issues with the newly proposed SMAL4V
method, closely related to the SMALST and SMBLD pipelines, described in Sec-
tions 3.3 and 3.4. The rest of this chapter is structured as follows: Section 5.1 intro-
duces datasets used for training and evaluation of the proposed method, Section 5.2
describes the architecture of the SMAL4V pipeline, while Section 5.3 discusses how
to train it with scarce 2D supervision.

5.1 Datasets

As already mentioned, the scarcity of annotated datasets is one of the main
issues preventing the creation of high-quality animal reconstruction pipelines. At the
time of writing, there are no public datasets of 3D animal scans available, making it
impossible to train any deep model on the real-world data with strong supervision.
While SMALST avoids this issue by generating synthetic training samples from
SMALR mesh projections, it is hardly possible to generate plausible synthetic videos
that would feature realistic motion patterns and complex environments. Moreover,
SMALST has relatively low generalization abilities due to the simplicity of the
synthetic data it was trained on. These issues thus call for the creation of new
real-world large-scale datasets with 2D supervision.
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5.1.1 StanfordExtra
The StanfordExtra dataset was originally proposed in [99] for weakly-supervised

end-to-end 3D reconstruction of dogs. This dataset, based on the images from Stan-
ford Dog Dataset [114], provides 2D keypoints and silhouettes annotations, examples
of which are shown in Figure 5.1. In each image, 20 keypoints are labelled: 3 per leg,
2 per ear, 2 per tail and 2 per face. All labels are obtained from multiple annotators
on Amazon Mechanical Turk. From original 20,580 dog images, only 8,476 are left
after filtering out unreliable annotations or images with excessive occlusion. Also,
this dataset features only single-frame data for each animal, making it impossible
to infer any motion information. Still, this is the first large-scale dataset suitable for
the end-to-end training of a 3D reconstruction pipeline.

Figure 5.1: Examples of images and their corresponding annotations from the Stan-
fordExtra dataset. Image taken from [99].

5.1.2 TigDog
The TigDog dataset was proposed in [115] (and then updated in [118]) for the

animal behavior analysis. Horses and tigers video sequences are used to infer ani-
mals’ activity from their motion data. For that, 16,000 low-resolution horse frames
are labeled, as well as 17,000 high-resolution tiger frames, with 19 keypoints anno-
tated in each frame. Examples of annotated 2D keypoints are shown in Figure 5.2.
Additionally, the approximate silhouette annotations are provided by applying a
segmentation method from [119]. Considering the dataset size, it can be used for
both training and evaluation of the deep models.

Figure 5.2: Examples of images and their corresponding annotations from the TigDog
dataset. Image taken from [115].
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5.1.3 Benchmark Animal Dataset of Joint Annotations
Benchmark Animal Dataset of Joint Annotations (BADJA) dataset was re-

leased together with CGAS pipeline in [101]. Its main motivation is providing a
benchmark for qualitative comparison of animal joints prediction methods. It con-
sists of 11 videos where 20 keypoints are annotated every 5-th frame (except for
one video where every frame is annotated). The annotations examples are shown in
Figure 5.3. However, while providing high-quality labels, this dataset is too small
to train any 3D reconstruction pipeline. It can be, however, used for qualitative
evaluation on videos.

Figure 5.3: Examples of images and their corresponding annotations from the BADJA
dataset. Image taken from [101].

5.1.4 AnimalKey
Due to the scarcity of the suitable training data, a new AnimalKey dataset is

proposed as part of this thesis. It is based on hundreds of videos of cows, which
are downloaded from several free sources, such as Pixabay, Videvo and Pexels. Since
not enough free videos were available on these free resources, Our Wyoming Life,
The Funky Farmer and Soil Mates of Georgia YouTube projects are used as the
additional video sources (with permissions from the video owners).

A set of manually selected frames is annotated with silhouettes and 30 key-
points, with example frames shown in Figure 5.4. At the time of submission, 900
frames are annotated with keypoints, from which 700 also have annotated silhou-
ettes. In total, 519 short video sequences are prepared, with each having at least one
frame fully annotated. Keypoint trackers, such as DeepLabCut [120], or video-based
segmentation networks, such as OSVOS [38] can then be used to extend those se-
quences with approximate annotations for other frames. The nature of the dataset
thus allows it to be used for multiple computer vision tasks.

Figure 5.4: Examples of images from the AnimalKey dataset.

To facilitate the labeling process, a simple web-page, whose interface is shown
in Figure 5.5, was prepared. Due to financial limitations, all the annotations were
performed by the author of this thesis. Source code for the labeling page is made
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Figure 5.5: A screenshot of the labeling interface, prepared for the keypoints collection.

available at https://github.com/iegorval/keypointsLabellingTool. The segmentations
and bounding boxes are annotated with Supervisely and LabelMe tools, respectively.

The resulting dataset is released to the research community. The download links
and further information are available at https://github.com/iegorval/AnimalKey. It
is planned to regularly update the dataset after the submission of this thesis, es-
pecially if the further research is financed. Several hundreds of unlabeled short se-
quences, featuring cows, are already prepared to be labeled. There are also plans
to add different animal species to the dataset so that more researchers can benefit
from it.

5.2 Proposed Pipeline
This thesis proposes the SMAL for Videos (SMAL4V ) method for 3D animal

reconstruction from video sequences to address the issues outlined in Chapter 4. It
falls in the SMAL methods family, together with SMALST , SMBLD and SMALR.
The proposed approach is also heavily inspired by the One-Shot Video Object Seg-
mentation (OSVOS) segmentation method [38], and, though created independently,
is somewhat similar to VIBE human reconstruction pipeline [92]. An overview of
the proposed SMAL4V pipeline is shown in Figure 5.6.

Same as OSVOS , it is separated into three stages, each of which outputs a
single mesh predicting network. The first stage outputs a so-called base network,
which corresponds to the WLDO mesh predictor from [99], trained on StanfordExtra.
Unlike the OSVOS ’s base network, it is trained on the same task as the other two
networks, though on different animal species.

Then, the parent network keeps the same mesh predictor from WLDO but
fine-tunes it on AnimalKeys, i.e. on cows. This is done on the independent frames
from AnimalKey, without utilizing any temporal information since WLDO’s mesh
predictor is not designed to work with video sequences.

The availability of the pre-trained base network significantly reduces the train-
ing data and time requirements, which was critical condition for this thesis. While
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Figure 5.6: Overview of the proposed SMAL4V pipeline. Created with draw.io tool.
Similarity with diagram design from [38] is intended to highlight the analogies between
two approaches.

WLDO’s mesh predictor had to be trained for 96 hours on approximately 6700
labeled images, SMAL4V ’s parent network is fine-tuned for a few hours on XXX
images. In both cases, the training is performed on a single P100 GPU.

Finally, a test network is proposed as a main contribution of this thesis. Its
architecture is shown in Figure 5.7 and is described below. It expands the WLDO’s
mesh predictor to enable temporal data processing. Many design decisions are heav-
ily influenced by the need to reduce the computational time and annotation effort
required for training.

5.2.1 Architecture of the test network
The AnimalKey dataset, as described in Section 5.1.4, contains short video

sequences (stored as collections of frames) with sparse keypoint and silhouette an-
notations. A single sequence is selected, and its frames are sent to the pre-trained
encoder from the parent network. The last feed-forward layers of the WLDO’s en-
coder are removed, and a pre-trained fully-convolutional encoder is left. Same as in
VIBE , it processes each frame individually to create a sequence of encoded features
(here, of length 18,432).

Then, this sequence of features is split into the windows (here, of size 8), and is
fed to the temporal encoder, implemented with Recurrent Neural Networks (RNNs).
In this thesis, a single-layer bidirectional RNN with gated-recurrent units of hidden
size 1024 is used for the visualization of results. The temporal encoder produces
a single output for each frame, i.e. a new feature vector for each frame (now, of
size 1024). Thanks to the recurrent architecture, a sequence of any length can be
processed in this way.

Now, the encoded frames are fed to the parent network’s pre-trained pose,
camera, translation and shape predictors. They stick to the WLDO’s architecture,
mostly due to the inability to train a different set of predictors with the currently-
available dataset. Since WLDO’s pose, camera, and translation predictors require
input of size 100, a linear layer is inserted between them and the temporal encoder,
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Figure 5.7: Proposed architecture of the SMAL4V ’s test network. Created with draw.io
tool. Best viewed in color. White: available input, green: pre-trained from the parent
network (dotted border indicates frozen weights), red: layers specific to the test network,
blue: intermediate and final network outputs, yellow: individual loss terms, violet: models
that are used as black-boxes in the proposed pipeline.

reducing the feature length from 1024 to 100. Similarly, because WLDO’s shape
predictor requires input of size 18,432, a linear layer with input size of 1024 and
output size of 18,432 is inserted between the recurrent layer and the predictor.

The temporally-encoded sequence of features are thus independently sent to the
predictors through the corresponding linear layers. Also, to account the fact that a
cow’s shape is unchanged throughout the video sequence, only the last element of
this sequence is sent to the shape predictor. In this way, a single animal shape is
outputted for all the input frames.

All predictions are then sent to the SMAL model, which outputs a posed
mesh for each input frame. The Neural Renderer is then used to get the predicted
keypoints and silhouettes, in the same manner as it is done in both WLDO and
SMALST pipelines.
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5.3 Training Procedure
The base network is downloaded from https://github.com/benjiebob/WLDO and

kept as is. Then, the parent network is trained on independent frames from Ani-
malKey with almost the same procedure as proposed in [99] (for more details, see
Section 3.4). Because cows do not have such a strong variety in shapes as dogs, the
SMBLD limb scaling parameters are omitted, and the standard SMAL shape prior
is used instead of the multi-model shape prior from WLDO.

As mentioned in Section 5.2, the test network is fine-tuned to a single video se-
quence only, inspired by OSVOS . This choice is mostly influenced by the insufficient
annotations available for the multi-sequence temporal training. With the current
dataset size, the model would definitely overfit to the training set. Still, the test
network architecture is designed in a way that allows training on multiple video
sequences, same as in VIBE , once the AnimalKey dataset is expanded. Thus, the
multi-sequence training is kept for the future work.

The single-sequence fine-tuning of the test network is done by minimizing the
following loss function:

𝐿𝑡𝑟𝑎𝑖𝑛 = Σ𝑇
𝑡=0𝐿𝑠𝑖𝑙ℎ(𝑆𝑜𝑠𝑣𝑜𝑠, 𝑆) + Σ𝑡∈𝐹 𝑎𝑛𝑛𝑜𝐿𝑘𝑝2𝐷(𝐾2𝐷,𝑔𝑡, 𝐾2𝐷)) + Σ�̸�∈𝐹 𝑎𝑛𝑛𝑜𝐿𝑠𝑖𝑙ℎ(𝑆𝑜𝑠𝑣𝑜𝑠, 𝑆)

+Σ𝑇
𝑡=0𝐿𝑝𝑜𝑠𝑒(𝜃𝑡; 𝜇𝜃, Σ𝜃) + 𝐿𝑠ℎ𝑎𝑝𝑒(𝛽; 𝜇𝛽, Σ𝛽),

(5.1)

where 𝐹𝑎𝑛𝑛𝑜 is a subset of frames with available ground-truth annotations and 𝐹𝑜𝑠𝑣𝑜𝑠

is a subset of frames annotated by OSVOS . The meanings of individual loss terms
are explained below.

𝐿𝑠𝑖𝑙ℎ is the L1 loss between the predicted and OSVOS -generated silhouettes,
averaged over all pixels. 𝐿𝑘𝑝2𝐷 is the L1 loss between the predicted and ground-truth
2D keypoints, computed only for those keypoints that are marked as visible. 𝐿𝑝𝑜𝑠𝑒 is
the pose prior loss, computed as a Mahalanobis distance between the predicted pose
vector and the pose prior distribution from SMAL. 𝐿𝑠ℎ𝑎𝑝𝑒 is the shape prior loss,
again computed as a Mahalanobis distance between the prediction and the prior
SMAL distribution. Note that, unlike the other terms, 𝐿𝑠ℎ𝑎𝑝𝑒 is not summed along
the input sequence, since a single shape is produced by the SMAL4V pipeline.

Since such online training of the test network corresponds to its test time, it
implies that SMAL4V requires at least sparse annotations at test time. Though
not ideal, this provides a compromise between SMALST/SMBLD and SMALR ap-
proaches. While the former do not require keypoints and silhouette annotations at
test time, they also do not utilize any multi-frame or temporal information. From
the other side, SMALR would require annotations at every frame, making it im-
possible to use it on any longer video sequences. Also, note that all the mentioned
approaches additionally require bounding boxes at test time, same as the related
approaches for the human reconstruction [92].





Chapter 6

Experimental Results

This Chapter presents all the main experiments that were performed as part
of this thesis. Section 6.1 once again discusses the need for the specially-designed
animal reconstruction models by showing how the classical pipelines are insufficient
for the given task. Then, Section 6.2 demonstrates the results of the SMAL family of
animal reconstruction methods (for more details, see Sections 3.3 and 3.4), inluding
newly proposed SMAL4V .

6.1 Preliminary Experiments
As described in Chapter 3, there exist dozens of reconstruction methods with

different data requirements and results quality. Probably the most obvious to try
are off-the-shelf photogrammetry pipelines, which are successfully used in indus-
try. Another seemingly promising direction is RGB-D sensors, which are constantly
growing in popularity, with many cheaper models available nowadays (and some
of them even installed in the modern smartphones). Devices with such sensors can
increase the reconstruction quality by capturing real depth information from the
scene. This Section demonstrates results from experimenting with both these direc-
tions. The described experiments were performed in parallel with studying State of
the Art for animal 3D reconstruction.

6.1.1 Reconstruction with rigid techniques
As explained in Chapter 2, 3D reconstruction of the rigid scenes is a well-

constrained geometrical problem, which let to multiple off-the-shelf solutions, both
commercial and open-source, being available. The rigid techniques rely on finding
the image correspondences and, based on their positions in the image, finding the
original 3D scene points by re-projection. Assuming that the motion of a scene is
nearly-static, it is sometimes possible to apply those methods to real-world scenarios
despite the presence of some non-rigid objects. The purpose of the first experiment
is thus to try the rigid solutions on some example scenes of interest and report the
observed performance.

The data for the experiments in this section include several video sequences of
different cows and horses. While all of the collected data cannot be shown due to
the space limitation, some examples are shown in Figures 6.1, 6.2, and 6.4. Multiple
issues with such animal data are directly obvious. First, the animal has to be ob-
served from all sides to be properly reconstructed by general-purpose pipeline, which
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do not incorporate any prior knowledge about the animal species being processed.
This typically requires around one minute of recording, during which most animals
are unable to keep static.

Figure 6.1: Example frames from a horse video, collected with an Apple iPhone 12 Pro.

Figure 6.2: Example frames from a horse video, collected with a Samsung S10.

While horses, which are usually well-trained, can be made to kept almost static
by a human assistant, this cannot be done for most of animals, even for domesticated
ones. For example, cows, which are heavily used in agriculture industry, have to be
filmed while in feeding fences or milking robots, which provide additional occlusion.
Also, since the untrained animals cannot be made to go to such locations, it also
means that often they cannot be properly filmed at all.

Figure 6.3: Output of a keypoint detector on a frame from a horse video.

Second, many animals are mostly untextured, which is clearly seen in Figures 6.1
and 6.2. This confuses many keypoints detectors, making it complicated to recon-
struct animals even if it is kept static. Example output for one of such keypoints
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detectors is shown in Figure 6.3. It demonstrates once again why classical pipelines,
based on epipolar geometry, can struggle with animal reconstruction even if the
animal is kept static during the capturing process.

Finally, illumination is often an issue, as shown in Figure 6.4. Many barns do
not have good artificial illumination, making it hard to collect high-quality video
sequences. Often, some sides of the animal stay almost invisible due to insufficient
illumination.

Figure 6.4: Example frames from a cow video.

The Reality Capture photogrammetry pipeline is tested on the collected data.
In Figure 6.5, the reconstruction results for two horse video sequences are shown.
In the top row, the animal was kept as static as possible, while in the bottom
row it was allowed to slightly move. Notice how most of the animal body cannot
be reconstructed anymore even though the movement between frames was relative
small. It clearly shows that, if we are to reconstruct freely moving animals, more
specialized methods have to be created.

Figure 6.5: Top: 3D model obtained from Reality Capture on a nearly-static animal.
Bottom: significantly decreased reconstruction quality once the animal slightly changed
its pose between the frames.
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In Figure 6.6, example reconstructions for two cow sequences are shown. Again,
in the top row animal was nearly-static, as it was filmed during the feeding process.
While a relative good reconstruction quality is achieved in that case, it is often
impossible to catch an untrained animal somewhere where it voluntarily does not
move. In the bottom row, a reconstruction for a freely-moving cow is shown. While
25 input images were used, only 3 cameras were properly reconstructed due to the
several pose and background changes between the individual frames.

Figure 6.6: 3D model obtained from Reality Capture on: nearly-static animal (top),
freely-moving animal (bottom).

Based on these preliminary RGB experiments, it was confirmed that other ap-
proaches to animal reconstruction have to be researched and tested.

6.1.2 Reconstruction with RGB-D cameras
At the stage of the preliminary experiments, reconstruction with RGB-D cam-

eras was also considered as one of the possible directions for this thesis. The depth
sensors provide valuable information to the reconstruction pipeline but suffer from
several drawbacks. Most of the cheaper depth sensors do not work under natural
illumination (for more details, see Section 3.1.1), severely limiting the environments
where animals can be recorded. Also, quality of a single raw scan is usually not suf-
ficient so that a target has to be recorded for longer periods of time. Same as with
RGB-only data, this is difficult to achieve with animals who are rarely collaborating
with the data acquisition process.

Intel RealSense D415, Intel RealSense D435 and ASUS Xtion were tried in the
field for the data collection. Unfortunately, their quality was insufficient to record
outdoor sequences of moving animals in sufficient quality. A mixed-reality headset
was briefly tried on a single animal in the outdoor environment, with the result
shown in Figure 6.7. While seemingly providing high-quality 3D information, it was
only possible to record such data on a completely static animal.

With the idea of simplifying the RGB-D data acquisition process, the newly-
released Apple iPhone 12 Pro was tried for data collection. It features a built-in
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Figure 6.7: 3D data obtained with a HoloLens mixed-reality headset.

LiDAR sensor, allowing for the depth-based reconstruction to be performed directly
on device. A small iOS app was written to extract the raw depth maps from the
ARCore SDK. Also, an off-the-shelf Scaniverse mobile application, which uses the
LiDAR data in its pipeline, was tried for the 3D reconstruction. Example recon-
structions from this app are shown in Figure 6.8. Despite the depth information
available, the pipeline still fails for a moving animal, once again indicating the need
for designing special reconstruction methods for this task.

Figure 6.8: 3D model obtained from Scaniverse on: nearly-static animal (top), freely-
moving animal (bottom).

So, based on the results of preliminary RGB-D experiments, it was decided to
continue with RGB-only data due to its abundance. Even though a large 3D dataset
would be very useful for the research community, it would most likely require a
bigger team of data collectors and more finances for the required equipment. The
research on the 3D reconstruction with RGB-D cameras is thus left to future work.
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6.2 Experiments with Parametric Models
The SMAL [88] and SMBLD [99] parametric models were described in Sec-

tions 3.3 and 3.4. Learned on a small set of 3D toy scans or of artist-defined models,
correspondingly, they provide strong shape and pose priors that allow 3D recon-
struction even from a single RGB image. The original SMAL pipeline, as well as its
SMALR extension [97], provide plausible reconstructions but require ground-truth
silhouettes and keypoints for every frame. This makes them unusable for any longer
video sequences. It is unfortunate as video data not only provides a way to resolve
shape and pose ambiguities but can also provide valuable information for behavior
analysis or for generation of plausible computer animations.

So, learning-based SMALST and WLDO pipelines are chosen as the basis for
the rest of experiments in this Section as they do not require dense annotations at
test time (except for the bounding boxes). The datasets, described in Section 5.1
are used for the qualitative and quantitative comparison of tested methods.

For the quantitative comparison, Percentage of Correct Keypoints (PCK ) and
Intersection-over-Union (IoU ) metrics are reported. PCK , as follows from the name,
is percentage of correctly predicted keypoints, where a keypoint is considered cor-
rectly predicted if its distance from the ground truth, normalized by the object’s
silhouette area, is within some threshold 𝛼. In that case, PCK is written as PCK@𝛼,
eg. PCK@0.1. The correctness of the rendered silhouettes can be measured by the
IoU metric, calculated as 𝐼𝑂𝑈 = 𝑆𝑔𝑡∩𝑆𝑝𝑟𝑒𝑑

𝑆𝑔𝑡∪𝑆𝑝𝑟𝑒𝑑
.

6.2.1 Experiments with the SMALST pipeline
Code for SMALST was downloaded from https://github.com/silviazuffi/smalst.

However, due to the out-of-dated Python packages used, it was not possible to
directly use the provided code. Those packages had unsolvable problems with the
modern CUDA versions, and older CUDA drivers were not supported by the used
hardware. Thus, with the permission from the SMALST ’s author, most of the code
base was translated into Python 3, with as modern package versions as possible.
This translated code is stored as a subset of SMAL4V repository so that these
models can be effortlessly used in a single environment. Parts of the code that are
guarded by the Max Planck Institute’s licence are not publicly re-distributed and
are left unmodified. Instead, the download links to them is provided in the SMAL4V
repository at https://github.com/iegorval/smal4v.

A pre-trained SMALST model is downloaded and used for the experiments
performed in this thesis. However, to verify that the SMALST code base was prop-
erly refactored, it is evaluated on the Grevy’s Zebras dataset so that results can be
compared to those reported in the original SMALST paper [98]. This comparison is
shown in Table below. Note that the achieved metrics are lower than whose reported
in [98]. Since most of the used Python packaged have been updated to versions, dif-
ferent from those used by the SMALST authors, it is not surprising that the original
result from [98] is not easily reproducible. Still, most of the outputted meshes seem
to be decently reconstructed, as shown in Figure 6.9.

SMALST PCK@0.1 IoU
from [98] 80.3 0.416
achieved 62.2 0.292
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Figure 6.9: Example results of the SMALST pipeline on the Grevy Zebra’s test set. From
left to right: cropped input image, overlayed predicted mesh (predicted keypoints in red,
ground-truth keypoints in black), predicted mask, ground-truth mask.

6.2.2 Experiments with the WLDO pipeline
Code for WLDO was downloaded from https://github.com/benjiebob/WLDO.

A mesh predictor, pre-trained on the StanfordExtra dataset, is taken from the same
source. Since this thesis aimed at comparable evaluation between different models,
the WLDO data loader and mesh predictor were adapted to the refactored SMALST
format and integrated in the SMAL4V repository. Again, to validate the correctness
of the created code, the pre-trained model is evaluated on the StanfordExtra test
set, and the results are compared to those from [99], as shown in Table below. Note
that the reported PCK metrics differ between the original WLDO article and their
github repository. The PCK@0.15, as reported in the repository, is chosen because
it is more likely to be updated and corresponding to the released model version.
Once again, the reported and achieved metrics slightly differ, which can be caused
by different SMAL model templates used or different PCK computation procedures.

WLDO PCK@0.15 IoU
from [99] 67.5 74.2
achieved 59.3 75.3

6.2.3 Comparison on AnimalKey and TigDog
To test the generalization abilities of the SMALST and WLDO pipelines, they

are now tested on the AnimalKey and TigDog datasets without fine-tuning. For this
and all the following experiments, 102 annotated images from AnimalKey (sequences
295-297, 301-302, 306-307, 313, 343, 352-353, 460-461, 476, 484 and 589) are used
as a test set for the single-frame evaluation. Predictions for several selected frames
are shown in Figure 6.10 for SMALST and in Figure 6.11 for WLDO.

Note that two tested pipelines exhibit different nature of errors. SMALST
clearly has problems to generalize to non-zebra shapes and to previously unseen
camera and animal poses. Thus, it often outputs a mesh facing forward of backward,
far from the actual position of the animal. Instead, WLDO is often able to correctly
capture the pose of a cow even though it was not trained for them. This supposes
better generalization ability, which is not surprising considering that WLDO was
trained on a large-scale real-world dataset.

For TigDog, 10% of the dataset is taken for evaluation purpose. While big-
ger than AnimalKey, TigDog contains lower-resolution images and many erroneous
bounding boxes. Extremely small images (i.e. those that are at least twice smaller
than the mesh predictor’s required input) and images with missing annotations are
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Figure 6.10: Example results of the SMALST pipeline on the AnimalKey’s single-frame
test set. From left to right: cropped input image, overlaid predicted mesh (predicted key-
points in red, ground-truth keypoints in black), predicted mask, ground-truth mask.

Figure 6.11: Example results of the WLDO pipeline on the AnimalKey’s single-frame test
set. From left to right: cropped input image, overlaid predicted mesh (predicted keypoints
in red, ground-truth keypoints in black), predicted mask, ground-truth mask.

filtered out. This results into approximately 500 annotated test images available
(exact number of test images depends on the size of the network’s input). Some se-
lected results are shown in Figure 6.12 for SMALST and in Figure 6.13 for WLDO.
Note how the quality of the TigDog’s silhouette annotations is significantly lower
than that of segmentation masks from the AnimalKey dataset. Because of that, only
AnimalKey is used to train the proposed SMAL4V method.



6.2. Experiments with Parametric Models 51

Figure 6.12: Example results of the SMALST pipeline on the TigDog’s single-frame test
set. From left to right: cropped input image, overlayed predicted mesh (predicted keypoints
in red, ground-truth keypoints in black), predicted mask, ground-truth mask.

Same as with AnimalKey, SMALST experiences generalization issues and have
problems capturing the pose of the animals. At the same time, WLDO, though
sometimes failing, better captures the poses of unknown animals thanks to its more
diverse training dataset.

Figure 6.13: Example results of the WLDO pipeline on the TigDog’s single-frame test
set. From left to right: cropped input image, overlaid predicted mesh (predicted keypoints
in red, ground-truth keypoints in black), predicted mask, ground-truth mask.
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The quantitative comparison of these two methods is shown in the Tables below.

AnimalKey PCK@0.10 IoU
SMALST 6.1 23.6
WLDO 7.1 60.0

TigDog PCK@0.10 IoU
SMALST 3.5 23.3
WLDO 7.4 52.7

As shown, the WLDO pipeline has better generalization abilities. This is why
its version, pre-trained on StanfordExtra, was chosen as a base network for the
proposed approach. The parent network is then created by fine-tuning it on a sub-
set of the AnimalKey dataset. Then, the online training procedure, described in
Section 5.3, is applied to individual video sequences with 2D keypoints annota-
tions and dense silhouettes supervision from OSVOS . Since SMAL4V is created
for processing video sequences, the qualitative results are provided in gif -format at
https://github.com/iegorval/smal4v. Additional results on the BADJA dataset are
provided without further fine-tuning of the parent network.
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Conclusions

7.1 Results
This thesis addressed the problem of 3D animal reconstruction which, while

able to bring significant impact in industry, is still far from being solved. Results,
achieved as part of this work, are listed below.

• State of the Art overview

A detailed overview of the state-of-the-art animal reconstruction methods was
written. It lets the readers to better understand the complexity of the task and
motivation behind the creation of the proposed SMAL4V method. These are fur-
ther highlighted by the preliminary experiments performed with the off-the-shelf
photogrammetry pipelines and RGB-D cameras.

• AnimalKey dataset

A new dataset of video sequences with sparsely labeled 2D keypoints and sil-
houettes was created and released to the research community. While still insufficient
for the multi-sequence training, it allows the fine-tuning of other methods to a new
animal species, while also allowing to perform online learning with the temporal
supervision.

• Refactored SMALST code base

Most of the SMALST ’s code base is rewritten to be compatible with Python
3.6+ as well as with modern versions of Python packages and CUDA drivers. This
refactored code is provided as a subset of publicly released SMAL4V code base.

• Results comparison on single-frame data

A subset of reconstruction methods, based on the parametric SMAL model, was
selected as the most promising research direction, motivated by the successes of sim-
ilar models for human reconstruction. From them, two suitable pipelines, SMALST
and WLDO, are evaluated on TigDog and AnimalKey datasets. Results from these
experiments demonstrated the need for the creation of AnimalKey dataset: the
SMALST pipeline, trained on the synthetic zebra data, had serious generalization
issues, and WLDO pipeline, while better-performing, still required fine-tuning to
provide plausible reconstructions.
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• Online learning on multiple-frame data

A new method, called SMAL for Videos (SMAL4V ), was proposed. It provided
the trade-off between the SMALR, which requires dense 2D annotations at test time,
from one side and SMALST and WLDO pipelines, which required only bounding
boxes at test time, from the other side. Due to the scarcity of labeled training data,
the proposed method was demonstrated only in the online learning setting, similar
to OSVOS . Still, the architecture was designed to be also able to learn on multiple-
sequence data, once such a dataset is available or once proposed AnimalKey dataset
reaches sufficient size.

7.2 Future Work
Due to the importance and complexity of the problem, a lot of possible direc-

tions are available for this work. Those considered to be most promising are briefly
described below.

• Expansion of AnimalKey

Though several hundreds of hours have been invested to the creation of the
current version of the AnimalKey dataset, its size is still not sufficient for multi-
sequence training. If the future work is financed, the dataset can be significantly
expanded by independent annotators. This can benefit not only the future versions
of SMAL4V approaches, but also further research in other fields, such as object
tracking or behavior analysis.

• Multi-sequence training of SMAL4V

As already mentioned several times, the architecture of the SMAL4V ’s test
network was created to allow its future usage for the multi-sequence end-to-end
training. Once such data is available, there is a plan to publish the results of such
multi-sequence training and to try more complicated architectures.

• Collection of 3D/mocap data

While state-of-the-art human reconstruction networks heavily rely on the large-
scale 3D and mocap datasets, almost no datasets like this exist for animals. SMAL
and SMBLD models use toy scans and artist-defined models, which are by far not
enough to create more detailed parametric models for different animal species. Sev-
eral mocap sequences for horses, moving on a treadmill, is used in [22] but not
released to public. Also, RGBD-dog dataset of motion capture dog sequences is
available for the 3D pose estimation [121]. To the best of the author’s knowledge, no
other datasets, suitable for training the reconstruction pipeline with 3D supervision,
are currently available.

Thus, the amount of data for all animal species combined is magnitudes away
from the sizes of datasets used to train the human reconstruction pipelines. At the
same time, the benefits of incorporating the 3D scans and motion capture informa-
tion to the reconstruction pipelines have been long known. While it is not possible
to collect such data for wild animal, it would be doable, though difficult, to do so for
some domesticated animals. This direction for future work would, most likely, pro-
vide the biggest improvement to the modern animal reconstruction methods. Still,
it is also the most difficult and the most expensive one to pursue.
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