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Abstract and Contributions

This dissertation thesis focuses on researching which compression algorithms are suitable
for a very specific use case of real-time multimedia transmission systems such as CES-
NET’s MVTP, providing excellent image quality and low-latency operation at the same
time. However, the MVTP’s throughput requirements exceeding the capabilities of used
communication interfaces slightly in certain situations. Because no hardware implement-
ations of universal lossless compression algorithms met the MVTP’s requirements, some
new hardware-based optimizations and architectures had to be discovered. Some of these
optimizations were inspired by software implementations of so-called “fast” lossless com-
pression algorithms, which trade a worse compression ratio for a better compression speed.

In particular, the main contributions of the dissertation thesis are as follows:

1.

Parallel (8-way) & Low-Latency Architecture for “Match Search Unit” capable of
delivering the throughput of 16 Gbps with the latency of only 6 clock cycles.

Memory-optimized data flow, which allows the “Match Search Unit” to generate less
stalls in data processing. The principle is to store a combined entry of data and
data’s original address instead of the original address only.

Technique for masking “Match Length Finding” initial latency to reduce the number
of “stalls”. I propose using the available memory data width to double the actual
performance in certain phases of the compression process.

Novel architecture for implementing a status register, which is commonly used to store

an information, of which memory entry is (in-)valid. The architecture is portable to
any modern FPGAs.

Benchmarking methodology for digital designs using Xilinx synthesis tools, which
helped me with the evaluation of the novel status register architecture.

Keywords: lossless, compression, dictionary, LZ4, LZ77, high-throughput, low-latency,
digital design, architecture, optimization, hardware, FPGA, MVTP.
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CHAPTER ].

Introduction

Communication services are more and more critical for today’s world and society. This
digital era has begun with the invention of the Internet and related services. The develop-
ment has been accelerated by multimedia (motion images and sound) transmission systems
and services, which have allowed participants from opposite sides of the world to collabor-
ate in real-timd] The majority of such systems and services have been using asynchronous
networks.

The requirements and needs of such users have become even harder to satisfy every
year. The demands such as better image resolution, sharper images without compression
artifacts, and clear audio became essential for effective collaboration.

Thus, the communication network bandwidth had to be increased. New (complex)
compression algorithms were invented to satisfy these requirements, although the com-
monly used compression algorithms are usually lossy. The amount of processed data and
the complexity of algorithms consequently have increased latency.

The latency itself does not need to be an issue if it is not excessive above human
senses and abilities. For a (physically) shorter interconnection, several milliseconds’ latency
cannot be observed by a human, and the impact is negligible (VoIP services, for example).
On the other hand, some use case scenarios (such as telesurgery or musical performances)
can be heavily affected by the increased latency.

London | New York | Prague | San Francisco | Santiago | Tokyo
London — 71.4 29.1 133.5 196.1 245.3
New York 71.6 — 99.5 2.7 133.8 176.2
Prague 28.7 99.5 — 168.7 240.1 259.3
San Francisco| 133.2 2.7 168.7 — 1914 109.2
Santiago 196.1 134.0 240.0 191.4 — 323.8
Tokyo 2454 176.3 259.1 109.1 323.9 —

Table 1.1: Typical network latency (in milliseconds) between several cities. [7]

'Even more important during the on-going global pandemic of SARS-CoV-2



1. INTRODUCTION

For such image quality-critical or latency-sensitive systems, the latency should be de-
creased at all costs. In general, some trade-offs must be made, for example:

o An optimized (dedicated) hardware solution is preferred, which tends to be more
expensive than a software counterpart.

o Dedicated network routes (GEANT [9] for example) with no other traffic are often
used, reducing actual network latency by 50% usually [I0] compared to the typical
latency of commercially operated networks (see Table for examples of various
intercontinental and transcontinental Internet routes).

o Less complex and fast compression algorithms are used, therefore trading a compres-
sion ratio for the required network bandwidth. Also, the used compression algorithm
should be (visually-)lossless.

It is complicated and expensive to decrease a network path’s latency between two
(or more) endpoints running a latency-sensitive application. A crucial question arises: is
reducing the latency worth the effort and money? The answer is, it is worthy under some
circumstances, as demonstrated on the new optical fiber route laid out between New York
and Chicago [11], which decreased the latency by three milliseconds.

Therefore, this dissertation thesis aims to invent, implement, and evaluate new optim-
izations to lower the endpoints latency, which will be suitable for hardware-implemented
lossless compression algorithms.

1.1 Motivation

As stated above, some latency-sensitive and image quality-critical use case scenarios exist.
I would like to present an example of CESNET’s MVTP (Modular Video Transmission
Platform) endpoint system for high-quality/low-latency motion image transmissions. The
MVTP has been an experimental broadcast system that allows the transmission and re-
ception of (multiple) video streams in high-quality 4K/UHD resolution.

Besides video streams, transmission and reception of ancillary data as defined in SMPTE
291M [12] has been supported. The system’s capabilities are constrained by a physical net-
working interface (10G Ethernet) because a full 4K/UHD stream requires 12 Gbps of total
throughput usually. There are two modes of operation:

o Uncompressed mode: MVTP expects an incoming stream with reduced image
sub-sampling (4:2:2 instead of full 4:4:4), and auxiliary data like blanking periods
are omitted. Due to the absence of a complex compression, the required bandwidth
can exceed the Ethernet interface capabilities for certain video formats [13].

o JPEG2000 compression mode: the JPEG2000 compression is lossy (but it does
not harm the image quality significantly). However, it supports all 4K/UHD data
features and can compress the stream while requiring less than 1 Gbps of bandwidth.
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On the other hand, the JPEG2000 CODEC requires three times larger FPGA than
MVTP with uncompressed mode only.

1.2 Problem Definition

The MVTP supports two basic modes of operations: uncompressed or JPEG2000 compres-
sion. There is a significant difference in the data flow demonstrated on a “Full HD” image,
which consists of 1080 pixel lines. In uncompressed mode, the image data are processed
as a line of image pixels. The amount of time (the latency) represented by the line can be
expressed as 1 sec/FPS/Lines ~ 15.4 us for a 60 FPS stream.

However, the used JPEG2000 CODEC implementation requires a complete image (one
frame) to be buffered first prior to the processing. The CODEC can process only one
frame at the same time. Thus the minimal time (latency) of one frame can be expressed as
1 sec/FPS ~ 16.6 ms. In the case of MVTP, a commercial implementation of JPEG2000
provided by intoPix [I4] is used. IntoPix states an average JPEG2000 CODEC implement-
ation has latency of 1.5 frame per operation [14], resulting into added latency of 3 frames
(equivalent to 49.8 ms) for 60 FPS stream. The latency can be further increased, if the
used FPS is lower.

To allow remote collaboration in real-time, overall latency of 100 milliseconds is con-
sidered as a firm limit. For some advanced use cases, such as telesurgery or musical
performances, the maximum latency should be less than 50 ms. The latency of a typical
setup for bidirectional transmission (see Fig. consists of:

o Network latency [7],
o MVTP endpoint latency, depending on used mode,
o Low-latency camera (about 5 ms [15]),

o Low-latency display (about 5 ms; 1-2 ms at best).

Therefore, it is clear the JPEG2000 CODEC latency prevents the requirements of the
latency-sensitive MVTP from being satisfied. The estimated JPEG2000 CODECs’ latency
is almost the same as the requirement for the critical applications.

It is obvious we have no influence on a network’s latency (it is beyond our control) and
little influence on peripheral’s latency. The substantial portion of latency is introduced by
the JPEG2000 CODEC used by the MVTP. The conclusion is rather simple: MVTP needs
a (de-)compression engine with these requirements and properties:

o The compression algorithm does not need to be as powerful as the JPEG2000, thus
saving about 10% of the required bandwidth only is considered to be sufficient [13]
(see Table 3.1) for certain use cases (1080p at 24, 25, and 30 FPS or 4K at 60 FPS).

o Latency should be kept as low as possible.
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Internet (Latency)

London — New York = 71.6 ms

San Francisco - Tokyo = 109.1 ms

Low-Latency Camera/Display: 5 ms each
MVTP Uncompressed: 1 ms
MVTP JPEG2000: 49.8 ms

Figure 1.1: Latency of an example MVTP setup for real-time collaboration.

o

The compression algorithm should be universal to support various data types, includ-
ing video, audio, subtitles, and other ancillary data as defined in SMPTE 291M [12].

o Low utilization of FPGA resource utilization is preferred, but optional.

1.3 Goals of the Dissertation Thesis

Due to the fact no hardware implementation of a lossless compression algorithm reached
the required throughput of 10 Gbps in 2014, a research needs to be conducted in the
following areas:

1. Analysis of available (lossless) compression algorithms and their (theoretical) prop-
erties and features. A study of the latest trends and innovations in the field of
compression algorithms.

2. Determine which algorithms are viable for the expected payloads types.
3. Survey on a compression algorithm hardware implementations.

4. Invent some optimizations to increase throughput towards the 10 Gbps requirement
(and towards 100 Gbps in the near future) and to decrease the necessary latency to
the minimum at the same time.



1.4. Structure of the Dissertation Thesis

1.4 Structure of the Dissertation Thesis

The thesis is organized into seven chapters, as follows:

1.

2.

Introduction: Describes the motivation behind our effort together with our goals.

Background and State-of-the-Art: Introduces the reader to the necessary theoretical
background and surveys the current state-of-the-art.

LZ4 Introduction and Analysis from a Hardware Designer Point of View: Presents
an initial survey of the LZ4 algorithm (and it’s reference software implementation)
as a representative example of so-called “fast” lossless compression algorithms.

Highly Parallel Match Search Unit Architecture: Explores the hash table based ar-
chitecture and possible optimizations towards increased parallelism of a compression
engine’s “Match Search Unit.”

High Throughput and Low Latency LZj Compressor on FPGA: Describes low-latency
and high-throughput FPGA implementation of the LZ4 compression algorithm. The
implementation uses our “Match Search Unit” architecture while delivering a through-
put of 6 Gbps.

Nowvel Status Register Architecture: Presents a new architecture suitable for imple-
menting a status register. Viable use cases are compression dictionaries and histo-
gram calculations. Also presents a benchmarking methodology for digital designs
using Xilinx synthesis tools, which helped me with the fair evaluation of the novel
status register architecture.

Conclusions: Summarizes the research results, suggests a possible topic for further
research (the literal length and match length limit concept) and concludes the thesis.






CHAPTER 2

Background and State-of-the-Art

This chapter presents a summary of the previous related work comprising the state-of-the-
art associated with this dissertation thesis. The chapter includes the technical background
describing the SDI, the MVTP platform, and describing the fundamental principles and
properties of various compression algorithms and techniques.

2.1 Serial Digital Interface

Serial Digital Interface (SDI) is a digital video interface designed by the “Society of Motion
Picture and Television Engineers” (SMTPE) for professional usage, especially in broadcast-
ing domain. There are plenty of standards dealing with various aspect of SDI to support
high bitrates (starting at 270 Mbps to 12 Gbps), new video formats and so on. Despite the
number of standards, the fundamental frame format (see Fig. has not changed since
the introduction of the first standard in 1989.

41
42

1121
1122
1125

0

2047 2048 2051 2052

2745 24762749

blank period

active period
(visible lines)

EAV

blank period

blank
period

SAV

Figure 2.1: Simplified structure of the SDI frame format (2K example). [2]
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The frame consists of defined numbers of lines (depending on used resolution), where
each line (see Fig. consists of several regions such as “start of active video (SAV)”,
“end of active video (EAV)”, line number, checksum, synchronization, and “blanking area”
which is used to embed ancillary data such as embedded audio [3].

Digital
Line
Blanking

Digital Active Line
Active Picture or Data

Figure 2.2: SDI line format. [3]

2.2 Modular Video Transmission Platform (MVTP)

The MVTP is a scalable and modular platform for receiving and transmitting multimedia
streams over an asynchronous network in real-time [2]. The designed system emphas-
ized low-latency/high-throughput communication to satisfy real-time requirements. The
MVTP architecture is based on MTPP (Modular Traffic Processing Platform) [4], a pre-
decessor of the MVTP.

MVTP devices operate in pairs usually, but other network configurations are possible.
All MVTP devices are equipped with multiple SDI interfaces (up to 8 input and 8 output
interfaces) and Ethernet interfaces (10 Gbps XFP/SFP+ and/or 1 Gbps RJ45 connectors).
The key features of MVTP are:

o 4K/UHD resolution (up to a resolution of 4096x2160 pixels),
o up to 60 FPS, interlaced /progressive format,

o up to 3G-SDI [16] interface support (a new generation with 12G-SDI [17] interface
is currently under development),

o each SDI channel is transported independently, but synchronization and variable SDI
channel grouping is optional,

o uncompressed or JPEG2000 compression operation modes (compression engine pro-
cess data at full link speed, e.g., 3 Gbps in case of currently used 3G-SDI standards),

o very low latency of less than 1 ms in the uncompressed mode [I8].

The MVTP receiver side is synchronized to a transmitting device by PID regulators
measuring the time to pass through the receiver’s buffer [I8]. When the receiver and

8
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transmitter clocks are synchronized to each other, there is theoretically no need for buffering
data in the uncompressed mode of operation. However, some small buffers are still present,
allowing the PID regulator to operate properly. Besides, the buffer masks a network jitter.

2
E
3
=
R=
|
en
2
~
=2 2
S E,
Packet Stream | & 5 8 5 5/ B 5|  Packet Stream
2 35 33 £ |%
Y ) R= ) 15} £ [5)
A% | Packet Stream | A% | Y, | Packet Stream | p4 T ~
=y ]
2 =
A~ A~
clock source T [ -
! Free ! !Occupied | ! Adding : | Occupied !
Slot | i Slot | | Bew . . Slot

i module ;

Figure 2.3: MTPP pipeline architecture. [4]

2.2.1 Conversion Process of an SDI Stream into IP Packets

An incoming SDI data stream contains multiple channels of multimedia data: the video
payload is represented by luminance and chroma samples and an ancillary data channel
carrying embedded audio, subtitles, and other service information. The incoming SDI
data stream is being processed by an MTPP [4] inspired processing pipeline. The pipeline
consists of several modules (see Fig. , and therefore acts like a systolic array. Such

modules perform:

o extracting video samples (encoded using a 20-bit word coding scheme [19]) and vari-
ous control signals,

o omitting the inactive area, EAV, SAV, and other non-video data from the SDI
frame (Fig. to save some of the required bandwidth; with the exception of an
embedded audio,

o performing (optional) JPEG2000 compression,
o aligning the data for the network processing (a conversion from 20-bit to 64-bit),

o adding protocols headers (RTP, UDP, and IP).
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In case the ancillary data (embedded audio) are required to be transmitted, there is a
parallel datapath with the same pipeline stages applied (except compression). Due to the
fact the video and the audio data are in the same line, two consequent IP packets will be
generated.

Lastly, the stream is forwarded to the MVTP network processing part. A Jumbo IP
packets [20] (each packet represents a one-pixel line) are used to minimize a transmission
overhead.

An asynchronous computer network such as the Internet does not guarantee the packets
will be received in the same order as they were transmitted. However, using a dedicated
network route with (almost) no other traffic minimizes the risk of “swapping” packets on
the way (and also helps to keep the network jitter low). Due to the fact the video and
ancillary data from the same pixel line are transmitted in two consecutive packets, the
required size of the receiving buffer could be low. The smaller buffer (and all packets
delivered mostly in-order) lowers the latency on the receiving side.

Therefore, usage of multiple compression algorithms (suitable for a different data type)
will likely lead to:

o IP packets can be generated in a wrong (non-deterministic) order because of the
different (computational) complexity of such compression algorithms,

o the hardware architecture will require multiple compression algorithms to be imple-
mented resulting in a more complex datapath including more complex output packet
multiplexing,

o same applies also to the receiving side, where multiple decompression algorithms
must be implemented as well,

o a larger buffer will be required to properly re-order all incoming packets prior pro-
cessing, which results in increased latency.

However, it is impossible to support and implement a data type specific compression for
all existing data types which can be embedded in the ancillary data region nor to apply a
lossy compression for general binary data. Therefore, only the usage of a universal lossless
compression, which also guarantees the same computational complexity. This behavior
allows IP packets to be generated in order. It is also possible to keep a single datapath
with a single implementation (engine) of such compression algorithm.

2.2.2 IntoPIX JPEG2000 CODEC

The MVTP uses the IntoPIX JPEG 2000 CODEC [14]. The JPEG2000 compression
algorithm is based on a discrete wavelet transformation [21]. Every SDI frame is com-
pressed when an entire frame is buffered completely, therefore affecting the latency. In-
toPix states an average JPEG2000 CODEC implementation has a latency of 1.5 frame per
operation [I4], resulting in an added latency of 3 frames (equivalent to 49.8 ms) for 60

10



2.3. Fundamentals of Compression Algorithms

FPS stream. Some early JPEG2000 implementations (limited to 30 FPS) were capable of
reaching a latency of 6 frames which is approximately 200 ms [22].

The CODEC processing speed is equivalent to the link speed of the source interface
(3G-SDI actually), therefore 4 or 8 CODECs (for 3G-SDI or HD-SDI respectively) are
required to transmit and receive a single image in 4K/UHD resolution. It is not possible
to utilize combining two incoming streams to feed the compressor engine with data.

The IntoPIX JPEG 2000 CODEC allows decreasing the required network bandwidth,
but it also increases significantly the amount of used FPGA resources. It requires more
than twice the FPGA resources than the design with implemented uncompressed mode
only. The IntoPIX JPEG 2000 CODEC also requires some additional DDR3 memory
chips to implement frame buffers.

2.2.3 MVTP Summary

I described the principles of the MVTP platform, including the IntoPIX JPEG2000 CO-
DEC, including aspects that made the CODEC not viable for the defined use case: the
excessive latency, the need for a larger FPGA, and the additional DDR3 memory chips for
the MVTP design. The positive aspect of the JPEG2000 is the bandwidth reduction by
approximately 90%. The lossy compression is also not ideal for certain use cases such as
the transmission of medical images [23] [24], where any color shifts could harm a patient.

Due to these facts, I should be looking for a universal compression algorithm that is
not as powerful as the JPEG2000; however, it will be viable for various data types and will
keep IP packet generated in order. In certain use cases (1080p at 24, 25, and 30 FPS or
4K at 60 FPS), reducing the required bandwidth by 10% is considered to be sufficient [13]
(see Table 3.1) to “squeeze” the network traffic into 1G or 10G Ethernet.

2.3 Fundamentals of Compression Algorithms

Compression is a process of finding and removing redundant information from input and
transforming the input to an output using fewer bits. The basic types of compression
schemes are described in this section [25]. This analysis emphasized finding a compression
algorithm candidate suitable for the presented use case (MVTP). The requirements are:

o Universal compression for every data type (video, audio, general data).
o High throughput at gigabits per second.
o Low-latency for real-time interaction.

Little overhead for incompressible data.

e}

o Good compression ratio is the least important parameter in our case.

A summary of elementary compression techniques, classification, and properties follows.
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2.3.1 Compression Ratio and Compression Dictionary

The compression ratio is the most common metric for the comparison of compression
algorithms. It is defined as the relation between the sizes of the original and the com-
pressed data. There is a directly proportional relationship between the compression ratio
and the size of a compression dictionary, where a larger dictionary increases the prob-
ability of finding a piece of duplicate information, therefore improving the compression
ratio. The compression ratio is usually evaluated on the “corpora” (such as Calgary [20],
Canterbury [27], and Silesia [28]), which are a set of sample files designed for testing of
compression algorithm properties.

2.3.2 Lossless or Lossy?

The second most common classification of compression algorithms is their ability to recon-
struct original data, e.g., lossless or lossy compression. The lossless compression enables the
restoration of the original content from the compressed data. The lossy compression scheme
uses the imperfection of human senses (vision, hearing) to omit unnecessary information.
The lossy compression algorithms typically reach better compression ratios than lossless
counterparts. Examples of lossless schemes are LZ77 [29], LZ78 [30], LZW [31], Huffman
encoding [32], etc. and examples of lossy schemes (suitable for image compression) are
JPEG [33], H.264 [34], H.265 [35], etc.

2.3.3 Symmetry

The symmetry is one of the elementary properties of compression algorithms. The com-
pression scheme is symmetric when the compression and decompression processes have the
same complexity (algorithmic or time). In the case of different complexity (of encoding and
decoding), the compression scheme is called asymmetric. Asymmetric algorithms are more
common, and the compression phase usually has higher complexity than decompression.

2.3.4 Number of Input Data Passes Through a Compression Algorithm

Another important property is the number of passes required for the input data through the
compression algorithm. As an example, file-based compression tools usually use multiple
compression schemes and each compression scheme can have multiple passes [25] [36]. A
higher number of passes allows to achieve a better compression ratio, but it also increases
the latency. Therefore high number of passes may reduce throughput and makes the scheme
unsuitable for real-time applications (for example, LZMA). Representative examples of
single pass algorithms are LZ77, LZ78, and LZW.

2.3.5 Suitability for Certain Data Types

The first kind of compression scheme is universal algorithms that can compress any data
(text, video, audio, binary files) with usually worse compression ratio than the compression

12



2.3. Fundamentals of Compression Algorithms

JPEG 2000

Video Stream

Input

4:4:4 1 4:2:2
4:2:0/4:0:0
8 up to 16 bits

{ video Input /F
e

H IPEG 2000 Output I/F |

Host
Control

~

Control - Status
Registers I/F

1 UHT-JPEG2K-E

>~
o
-
-
@ O

External Memory I/F

e

SDR/DDRx / QDR
Memory Controller

Figure 2.4: The architecture of a JPEG2000 hardware based compressor. [5]

algorithms designed for specific data types. Data specific algorithms can achieve better
a compression ratio, but these algorithms are typically very complex [37]. The higher
complexity typically means a higher number of passes or more compression algorithms are
used at the same time. Compression algorithms can be further divided into three groups:

o Universal algorithm: typically merges input data into blocks where each block
is compressed separately. A special case of block-based algorithms is the stream
compression algorithm, which uses very small blocks that can be stored in small
buffers closely associated with algorithm processing (e.g., CPU L1 cache). Examples
of such compression algorithms are LZ4 [6] and LZO [3§].

o Frame-based algorithm: designed for the compression of still images. These meth-
ods compress an individual frame/image at once. The most known algorithms are
GIF, JPEG(2000), PNG, etc. The time and algorithmic complexity are usually higher
than for universal algorithms. To lower the latency requirements, some implement-
ations (such as IntoPix TICO [39] or very recent JPEG-XS [40]) were introduced
in recent years. Such implementations are designed to split a frame into smaller
segments (several pixel lines) and to process them independently (see Fig.[2.4). Typ-
ical combined latency for compression and decompression is tens of pixel lines [40].
However, such implementations perform worse in term of compression ratio [41]. Ad-
ditionally, it still requires processing the entire frame to prevent the data from being
corrupted.

13
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o Inter-frame algorithm: representative examples are H.264 [34] or H.265 [35]. They
provide the best compression ratio, high compression rates. The basic principle is to
encode the differences between two or more frames. The main issue of inter-frame
compression is an increase in latency caused by the inter-frame principle (holding
multiple frames buffered in memory) and computational complexity.

Therefore, it is evident the compression latency is in the best case directly proportional
to the size of the processed data and the compression algorithm complexity.

2.4 A Brief Comparison of Hardware-lmplemented Lossless
Compression Algorithms

This section presents a brief analysis of various compression algorithms’ most relevant
hardware implementations, describing their common properties, advantages, and disad-
vantages. The analysis summarizes a selection of scientific papers [42], 43| [44], [45] 46, 47,
48, 149, 0] 511, 52, (3] B4l B3 56, (7, B8, 59, 60, 61, 62), 63, 64, [65] 66], 67, 68, [69)].

2.4.1 Summary of Hardware Implementations

Articles published before the year of 2010 were mostly focused on a (re-)implementing
software-implemented compression algorithm in hardware (as an accelerator). Such hard-
ware implementations showed no significant speed improvements because no further (hard-
ware) optimizations were used. Therefore, the “better” speed was an effect of “slow com-
puters” against “hardware with no software overhead” used in that era. The majority
of such articles lack many important results and properties like resource utilization, fre-
quency, compression speed/throughput/latency, used FPGA chip, etc. Therefore, it was
impossible to do a thorough survey of such fragmented information.

o The majority of designs are based on the LZ77 algorithm [29] or derived algorithms
such as LZ78 [30], or LZW [31] implemented in FPGA. ASIC implementations are
rare.

o LZ78 and LZW implementations are significantly slower than LZ77 implementations
due to higher algorithm complexity.

o Only a few implementations are capable of reaching speeds above 2 Gbps.

o The latest designs experiment with new (LZ77-derived) algorithms focused on better
compression ratio (LZMA [47, 48] 49]) or speed (LZ4 [6l 67, 68, [69]).

o The compression speed is improved by massive pipelining or parallelization (systolic
arrays) [59] of the match searching mechanism [70].
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o The majority of these FPGA implementations use embedded memory blocks (kilo-
bytes in size) rather than external memory [43] such as DRAM or SRAM.

o Compression dictionaries use three fundamental approaches: CAM (Content Ad-
dressed Memory) [71], hash table [72], and small (shift) register array for stream
operating implementations [44, 52, [67], where the dictionary stores just a few pro-
cessed data words.

However, several exceptions with throughput above 2 Gbps exist [44], 64] in 2014. The
respective throughput of the most advanced designs is still below the 10 Gbps requirement;
however, they are very close. Some new accelerators have appeared [65, 66] in the following
decade, thus confirming the supremacy of LZ77 and dictionary-based algorithms for high-
throughput designs. All of these implementations have some common properties:

o Highly optimized and pipelined design,

o Multiple compression engines (many-core principle) or highly parallel match search
algorithm,

o Emphasis on processing more than one bite per clock cycle,

o Throughput is measured “per device” usually, not per engine/core.

There is one additional conclusion: hardware implementations were not evolving fast
enough to keep track of technological progress in communications, such as introduction of
100 Gbps and faster networks.

2.5 Modern and “Fast” Software Compression Algorithms

On the other hand, the world of software-implemented compression algorithms has been
evolving significantly. Therefore, adapting some optimizations and concepts from the soft-
ware world may increase the overall performance of hardware implementations. Thus, it
is essential to analyze the latest trends used in modern compression algorithms and de-
termine which optimizations can be adapted to improve hardware compression algorithm
implementations’ performance. I selected two candidates of such algorithms for a detailed
examination.

2.5.1 LZ4

LZ4 compression algorithm [6] is one of the pioneers of fast algorithms. LZ4 is an LZ77 [29)
derivate, and it is intended for “real-time” compression. Such an example of LZ4 usage
is compression of Linux kernel [73]. Multiple experiments and measurements evaluating
LZ4 for the real-time image and lossless video compression have been described in [74]. In
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this paper, the authors assessed the suitability of some “fast” compression algorithms for
real-time transmission of a 4K/UHD video stream.

It was demonstrated that LZ4 could be a way to improve the predecessor algorithms
like DEFLATE by replacing the LZ77 front-end with LZ4 to improve the compression
speed [75]. LZ4 can also be a high-performance alternative to ZLIB for scientific-data
compression [76]. The influence of some CPU specific optimizations is described in [77].

25.2 LZO

LZO performs slightly worse than LZ4 in (de)compression speed, but compression speed
is comparable to DEFLATE. An experiment [78] was conducted to prove the suitability of
LZO for lossless image compression. The performance of LZO can be further improved by
using a CPU specific optimization or running LZO with multiple threads [79).

2.5.3 Performance and Common Features

A representative example of a benchmark designed for testing and evaluating “fast” lossless
compression algorithms has been published in [8]. The results are shown in Tab. . The
alternative benchmark focused on all kinds of lossless compression algorithms can be found
on [80]. There are a few shared features among “fast” algorithms:

o They benefit from a massive use of a CPU specific optimization:

— data are processed in the width equal to the word width of the particular CPU,

— memory access is aligned.

o Dictionary is typically small to fit into CPU L1 cache.

2.6 The Research Question & Methods

There are two mutually exclusive approaches from which I had to choose: 1 can implement
a compression algorithm for every desired data type supported by the MVTP architec-
ture (and dealing with several drawbacks) or I can implement a single universal lossless
compression algorithm (because lossy universal compression algorithms seems not to be
feasible [81]).

The MVTP supports multiple data types (image, audio, text, and others) to comply
with SMPTE 291M [12]. However, this standard is being updated every few years to
support new data types and formats. Beside the SMPTE 291M, some other standards
have been introduced such as SMPTE 334M [82] or SMPTE 2108-2 [83]. Therefore, I have
decided an universal algorithm is a viable way to keep the MVTP architecture (forward)
compatible despite introduction of new SMPTE standards in the close future.

On the other hand, it is evident the existing (hardware) implementations of univer-
sal lossless compression algorithms were not feasible for the presented use case (MVTP).
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2.6. The Research Question & Methods

The reason was the hardware implementations (and their overall performances) were not
evolving fast enough to match the progress of communication technologies. Therefore, is it
possible to invent some new optimization and principles to improve both throughput and
latency of such hardware implementations? Some feasible methods to reach this goal are:

o Determining lossless compression algorithms which have the potential to reach a
throughput higher than 10 Gbps,

o Adopting ideas from the software world, especially from “fast” algorithms,
o Identifying bottlenecks of current hardware implementations,

o Implementing suggested optimizations to evaluate their impact.
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CHAPTER 3

LZ4 Introduction and Analysis from
a Hardware Designer Point of View

This chapter presents an initial survey of the L.Z4 algorithm as a representative of so-called
“fast” lossless compression algorithms. The LZ4 algorithm (and it’s reference software
implementation) was analyzed from a hardware designer’s point of view to identify a data
path, possible bottlenecks, and other (dis-)advantages. A simple hardware implementation
of the LZ4 algorithm was designed on Xilinx Virtex-6 and 7-Series FPGAs to verify the
analysis results and claims.

Main findings are:

o LZ4 is based on LZ77, therefore L.Z4 is also asymmetrical. This means we can focus
our effort on the compression phase only because the decompression is supposed
to be less complex (by definition) in term of decompression time or decompression
computational complexity.

o LZ4 (and LZ77 as well) requires the input data to be processed only once (a single
pass algorithm), therefore the minimal latency can be halved by definition compared
to two-pass (or multiple-pass) compression algorithms.

o I identified the used hash table design (implementing compression dictionary) has
a significant impact on throughput while clearing the hash table, and data buffers
negatively influence the overall latency.

o I estimated the used hash algorithm can be efficiently implemented in hardware.

The content of this chapter is based on the following paper (which has been cited 21 times):

Bartik, M. and Ubik, S. and Kubalik, P., “LZj Compression Algorithm on FPGA”,
215" IEEE International Conference on Electronics, Circuits, and Systems, ISBN 978-1-
4799-2451-6, pp. 179-182, Cairo, Egypt, 2015 [A.1].
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Abstract—This paper describes analysis and implementation of
a LZ4 compression algorithm. LZ4 is derived from a standard
LZ77 compression algorithm and is focused on the compres-
sion and decompression speed. The LZ4 lossless compression
algorithm was analyzed regarding its suitability for hardware
implementation. The first step of this research is based on
software implementation of LZ4 with regard to the future
hardware implementation. As a second step, a simple hardware
implementation of LZ4 is evaluated for bottlenecks in the original
LZ4 code. Xilinx Virtex—6 and 7-Series FPGAs are used to obtain
experimental results. These results are compared to the industry
competitor.

I. INTRODUCTION & MOTIVATION

Fast lossless compression algorithms become more impor-
tant than before, even though they do not reach compres-
sion ratios of their predecessors. The main usage of these
algorithms is in reducing bandwidth reqgirements, typically in
multimedia applications, where bandwidth of a multimedia
interface is slighly higher than of a transmission line. For
example [1], it allows transmition of 12G-SDI (4K60p uncom-
pressed video) over 10 Gbit Ethernet or Full HD video can
be fit into a standard metalic gigabit ethernet. The following
parameters are important for such a kind of an application:

o Universal compression for every data type (video, audio,
service informations),

o High throughput for video,

o Low-Latency for real-time interaction,

« Little overhead for uncompressible data,

o Compression ratio is the least important parameter.

There are two algorithms which satisfy these requirements.
The LZ4 compression algorithm, which is mentioned above
and the LZO [2]. The LZ4 better fits our requirements [3].
Our research is focused on the LZ4 compression algorithm.
LZ4 is based on LZ77 (Lempel — Ziv) [4] like other fast
compression algorithms, because LZ77 is one of the few one—
pass compression algorithm [5].

It has been shown that LZ77 can be used in an application,
where throughput up to 9.17 Gbps is required [6], [7]. The
authors also said, that their design can operate on higher
frequencies, when pipelining or loop unrolling will be used.
This will enable to reach 10G+ throughput.

However, this architecture is using extremely small search
and look—ahead buffers (only a few bits wide), that make
the architecture very inappropriate for a practically useful
compression application.
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ubik @cesnet.cz

Pavel Kubalik
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pavel.kubalik @fit.cvut.cz

A. Other Examples of LZ4 Usage

« Fast (de)compression of GNU/Linux kernel [8],

o A new use can be (de)compressing data between Solid—
State Drive (SSD) for increasing throughput. There is a
high probability, that SSD’s vendors are prefering high
throuhput/low latency algorithms based on LZ77.

o The LZ77 is also used for (de)compressing FPGA bit-
streams [9].

o And also for the IP packet compression [10].

II. TEORETICAL BACKGROUND OF THE LZ4

It the following sections we describe main features of the
LZ4 lossless compression algorithm [11], [12] when compared
to the LZ77. The biggest advantages of the LZ4 are a hash
based match search and the support of match overlaping.

A. LZ4 Lossless (De)compression Algorithm

LZ4 itself is not an algorithm in the original meaning. LZ4
only defines an output data format (like LZ77 [13]). This
allows to create various derivates of compression methods
(with different speeds and compression ratios) and also allows
to decompress the LZ4 file format by a single tool, no matter
what compression algorithm was used.

However, the author of LZ4 created a reference code in the
C programming language and this code has been ported to
many other programming languages. The LZ4 code contain
various optimizations for different processor architectures to
achieve maximum performance.

LZ4 as well as LZ77 is an asymmetric compression method,
where decompression is much simplier (and faster) than com-
pression. The decompression process is very similar to LZ77.
It is based on copying literals from the decoded part.

B. Pseudocode of LZ4

A very simplified reference code expect the following
parameters (byte oriented):

o 1 : An input data buffer

e O : An output data buffer
o Isize : Size of input buffer

// address to I
// address to O
// Zeroed

pointer ip = O0;
pointer op = 0;
hash_table HT;




while (ip < Isize-5) {
h_adr = read U32 xip, calculate hash;
read possible match address HT (h_adr);
store current address HT (h_adr)=ip;
if (match found) ||
(distance < offset_limit)
else {
if (ip > Isize-12)

!
! ip++;

break;

// writing to O buffer
encode Token;

encode Literals length;
copy literals;

encode Offset;

encode Match length;

increase input and output pointers;

}

encode last literals;

return output pointer (data size);

ITII. LZ4 ANALYSIS FROM THE HARDWARE DESIGNER
VIEW

In this section we discuss difficulties and advantages when
implementing LZ4 compression algorithm in FPGA. The LZ4
implementation on the standard processor architecture benefits
from high frequencies of CPU (Central Processing Unit) or
RAM (Random Access Memory), instruction and data caches
and software based optimization (software pipelining, loop un-
rolling, usage of compiler/processor specific instructions) [14].
For this evaluation, revision r127 is used for analysis.

A. Hash Table and Hashing Algorithm

The first improvement of LZ4 againts LZ77 is the use of a
hash table for storing reference addresses. LZ77 uses a search-
ing algorithm for match detection with linear complexity. Due
to performance reasons, LZ4 uses the least complex method
for storing addresses, overwriting the previous address in the
hash table. The hash table size is designed to fit the L1 Data
Cache in the standard processor architecture.

One of possible further improvements is to implement the
hash table as a regular cache with the limited degree of
associativity extended with the LRU (Least Recently Used)
algorithm. This may improve the compression ratio without
significant performance loss.

The hash calculation algorithm is based on the Fibonacci
hashing principle [15]. Read value is multiplacated with a
constant 2654435761. This number is the closest Prime to
22 _ 2654435769, where ¢ is the value of the Golden ratio.
This 32-bit constant can be easily multiplicated by four DSP48
slices (and three only after place & route phase) available since

Xilinx Virtex—5 chip generation in 6 clock periods. Generated
IP core is pipelined. The result of multiplication is trimmed
to the highest bits used for hash table address.

The biggest weakness of the LZ4 hashing mechanism is
zeroing of the hash table. A larger RAM implemented by the
on-chip BlockRAM or a distributed RAM does not have a
feature for clearing the entire RAM content by reset. For the
first run, we can benefit from the bitstream loading process,
because the RAM content is part of the bitstream. For next
runs it is necessary to clear the RAM content, for example by
linear passage and clearing memory cell, one by one.

B. Match Search and Memory Access for Reference Addresses

The process of match search starts from reading a reference
address (read from hash table). A 32-bit data are read from
the reference address and from the input pointer address and
then, these values are compared. When the difference between
these two addresses is less than offset limit, a match is found.
Otherwise, the input pointer is increased by one.

However, buffers are byte oriented and LZ4 also sup-
ports 64-bit computing. The memory subsystem of the LZ4
algorithm should support 8-bit, 32-bit and 64-bit (optional
for maximum memory performance) access. This will result
into a complex memory subsystem. Alternatively the memory
subsystem can be 8-bit only and support of the two remaining
modes can be solves by reading portions of 8-bit values. This
also solves problems with unaligned memory access (caused
by increment of input pointer by a one).

The biggest disadvantage of a simple 8-bit memory sub-
system is a massive loss of performance. There is also no
mechanism, that prevents match searching from reference
addresses, that are equal to zeroes. Zeroed address means no
write to a hash table cell and may be skipped.

C. LZ4 Sequence Encoding

The encoding of an LZ4 sequence requires linear passage
through the input buffer byte after byte. However, the literals
can be copied in up to 64-bit data blocks between the input
and output buffer. There are same problems as we discussed
in the previous section.

D. Size of Input and Output Buffers

The LZ4 algorithm adds only a tiny overhead for the
uncompressible data. It is necessary to generate one block
with all literals and with literal match. That is not a problem to
allocate the output buffer slightly bigger (necessary size can be
calculated with the formula o04;,c = 7gi2¢ + ’25% +16) than the
input one. For example the 16kB input buffer will require 273
byte long overhead (0.4% relative). But the FPGA has hard
RAM blocks (BlockRAM) with the limited sizes and limited
bus widths. The most important thing is that all BlockRAMs

have the same size. There are same several ways to solve this:

o The input and the output buffer will have the same size
and pretend that the problem does not exist (buffers are
bigger than limits).

o Limit the size of input buffer.



e Combine BlockRAM and Distributed RAM to provide
additional space with significant complexity increase of
the address decoder.

E. Other Sources of Inefficiency

A standard computer architecture works with memories in a
simple way with one read/write in one clock cycle. However,
FPGA’s BlockRAM has the possibility of using a Dual-Port
BlockRAM to increase memory throughput by reducing the
time to read longer data, for example. That means further
analysis of the LZ4 reference code to create an optimized
code for the Dual-Port BlockRAM and its memory controller.

IV. IMPLEMENTATION OF LZ4 COMPRESSION ALGORITHM

A. Principles of Implementation Platform

CESNETs MVTP—-4K (Modular Video Transmission Plat-
form — 4K) is an FPGA based system, that provides up to 8
input—output pairs of SDI (Serial Digital Interface) interfaces
for transmitting 4K video content with audio. MVTP systems
are communicating over optical version of 10G Ethernet.
Uncompressed 4K transmission takes approximately 5 Gbps
and a Full HD channel takes approximately 1.1 Gbps. The
4K video content is split into four quadrants and transmitted
over four HD-SDI interface separately with synchronization.
Each quadrant frame consist lines with video, audio and
service data. The lengths of a line in each quadrant is less
than the maximum size of an Ethernet jumbo frame payload,
so one packet is created from each SDI line. This way of
transmission allows for easy compensation of lost lines by
duplicating the previous line. This property can be maintained
with line-by-line compression. On the contrary, with inter-
frame compression, the multimedia stream may disintegrate
to the next synchronization frame. Next reason for lossless
compression is to allow raw multimedia stream distribution
between servers without loss of quality.

B. Assumptions for Implementation

o SDI signal is transmitted line by line. The length of one
SDI line is slightly less than the maximum size of an IP
packet payload in a jumbo Ethernet frame.

o We are looking for a block compression for IP packets,
that is up to 9216 bytes. The closest power of 2 greater
then this limit is 16kB. Therefore the size of input and
output buffer will be 16kB.

o We reduce the hash table size from 4096 records (16 kB)
to 1024 records (N = 10) and we reduce the size of buffer
pointers (from 32-bit to 13-bit).

e The current system for video transmission is based on
Xilinx Virtex-6 (XC6VLX240T-2FF1156), therefore de-
sign will be optimized for Virtex—6, but it can be easily
transfered to Xilinx 7-Series FPGAs chips.

C. Implementation and Results

First, we created a simple design without any advanced
features. The design is written and tested in VHDL language.
The goal was to evaluate how LZ4 code exactly works and

to provide information about bottlenecks. The LZ4 code was
divided into a datapath and its control. The control is realized
as a Moore finite state machine, that represents lines of
the original C code. The FPGA resource utilization includes
buffering all input and output signals. The current resource
utilization for multiple Xilinx FPGAs are in Table I.

The required frequency of MVTP system is 156.25 MHz, so
the compression core meets requirements of the MVTP. We
didn’t measure the precise throughput/latency of the imple-
mented LZ4 core yet, because it was designed for evaluation
only (based on the reference LZ4 source code).

The implemented datapath (Fig. 1) contains all important
blocks, but finite state machine used for control is very
complex and slow. The datapath design is also reduced to
support only 8-bit operations, therefore operations with wider
operands has to be split. Even when the design was simplified,
it was sufficient for evaluation and critical parts of LZ4 com-
pression algorithm for hardware implementation were found.
The critical path is a memory controller, where the address
bus is created from cascaded multiplexers (multiple pointers
to the input memory are required by the LZ4 algorithm) and
combined with an adder (for offset support) in the last stage.

D. Comparison with Competitor

The Helion LZRW3 core [16] has been selected for a very
simple comparison. Both algorithms (LZRW and LZ4) are
derived from the LZ77. The Helion LZRW core is a highly
optimized state of the art industry solution. But the current
version of LZ4 (even unoptimized) is comparable to the LZRW
core in resource utilization (usually slightly more LUTs are
taken because of two additional bits in memory subsystem
and we are using three DSP48 blocks). Even that, Virtex—6
implementation take less resources.

The maximum frequency of the LZ4 core is quite higher
(with same speed grades and synthesis technology, with
exception of Artix—7 might be caused by limited routing
capabilities in low—cost FPGAs) then LZRW and there is still
a huge space for optimizations (software based pipelining of
the reference source code caused duplication of all memory
pointer registers).

TABLE 1
COMPARISON WITH HELION LZRW3 CORE [17]

Virtex—6 (XC6VLX75T-2FF784) Resource Utilization
Solution | Slices | LUTs | FFs | BRAMs' | DSP48s | Frequency
LZz4 216 729 404 16 + 12 3 224 MHz
Helion 225 770 N/A 4 0 198 MHz

Kintex-7 (XC7K70T-2FBG676) Resource Utilization
Solution | Slices | LUTs | FFs | BRAMs' | DSP48s | Frequency
LZz4 266 891 441 16 + 12 3 241 MHz
Helion 227 789 N/A 4 0 210 MHz

Artix-7 (XC7A100T-2FGG676) Resource Utilization
Solution | Slices | LUTs | FFs | BRAMs' | DSP48s | Frequency
LZ4 243 764 375 16 + 12 3 146 MHz
Helion 226 789 N/A 4 0 148 MHz

Note 1: LZ4 is using two 16 kB buffers for I/O, Helion is using 2 kB size.
Note 2: One BRAM is dedicated for the hash table for LZ4 design.
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Fig. 1. Architecture of the LZ4 Lossless Compression Algorithm Design.

The LZRW core was synthesized with 25% buffers size,
so we can be expected 20% deterioration of all results, as
mentioned in the documentation of the LZRW core. Parameter
comparison is summarized in Table L.

V. FUTURE WORK

We plan to improve the LZ4 lossless compression algorithm
speed in hardware. Possible improvements may be pipelining
or an advanced memory subsystem. The impact of these
improvements will be measured. We expect a significant
improvement by porting 64-bit CPU specific optimizations
into an FPGA. This should exceed a theoretical (throughput)
limit of current hardware implementations. This limit can
be calculated by multiplying a frequency (200 MHz) and
an operand-width (8-bits), that results into 1.6 Gbps peak
performance [18] per compression core. We also plan to create
and compare HLS (High Level Synthesis) version of the LZ4
reference C source code.

VI. CONCLUSION

We have implemented The LZ4 lossless compression al-
gorithm on FPGA in VHDL (and compared to the industry
solution) from a reference C code (r127). Limitations and bot-
tlenecks hashing table zeroing, software pipelining overhead,
differences between architectures, etc.) of the LZ4 lossless
compression algorithm have been found during the process
of analysis and implementation.
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CHAPTER 4

Highly Parallel Match Search Unit
Architecture

This chapter further explores the hash table architecture (which is widely used for imple-
menting a compression dictionary) and possible optimizations towards increased parallel-
ism. The parallelism factor of the presented architecture is eight, which allows increasing
throughput (up to 16 Gbps) and decreasing latency to the bare minimum (to just 6 clock
cycles) at the same time. The presented architecture uses a shared dictionary, and it is
suitable for any hardware-implemented LZ77 based compression engine.

The parallelization principle builds on the fact the reference L.Z4 software implement-
ation reads a 4-byte wide word from the byte oriented input buffer to calculate the hash
table address (eg. address in compression dictionary) to find a match. If no match is found
(via readback to the input buffer), the read address to the input buffer is incremented by
one and the process repeats (see Fig. 1).

Therefore, the next word can be constructed as 3-bytes from the previous word plus
a new byte read from the input buffer. Consequently, it is possible to construct multiple
(overlapping) words at the same time by utilizing a wider memory read (16 bytes in this
case instead of 4 byte originally). In the presented case, the total of eight words are read
in a single memory transaction (see Fig. 2). The related hash calculation can be performed
independently for each word. Thanks to the 8-way parallel compression dictionary, the
hash addresses can be written in a single clock cycle.

Finally, I introduced a memory-optimized data flow (see Fig. 3), which allows the Match
Search Unit to completely avoid stalls in the data processing. The fundamental principle is
to store a combined entry of data and data’s original address instead of the original address
only, as it was introduced in the reference L.Z4 software implementation. The reference
software implementation requires a readback to the input buffer (this would cause stalls
in hardware) to determine a match candidate is a true match or just a hash collision.
Therefore, it is possible to determine a hash collision immediately in hardware without
causing any stalls for all eight compression dictionary addresses (see Fig. 4).
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4. HicHLY PARALLEL MATCH SEARCH UNIT ARCHITECTURE

The content of this chapter is based on the following paper (which has been cited 2 times):
Benes T. and Bartik, M. and Kubalik, P., “Design of a High-Throughput Match
Search Unit for Lossless Compression Algorithms”, The 9% IEEE Annual Computing and
Communication Workshop and Conference (CCWC), ISBN 978-1-7281-0554-3, pp. 732-
738, Las Vegas, USA, 2019 [A.4].

Contributions of Tomas Benes are the implementation, simulation flow, and obtained ex-
perimental results.
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Abstract—This paper presents an attempt to combine re-
cent research in fields of hardware- and software-based high-
throughput universal lossless compression algorithms and their
implementations, resulting into a case study focusing on one of
the most critical parts of compression algorithms — a Match
Search Unit (MSU) and its parallelization. The presented FPGA
design combines ideas of the LZ4 algorithm (which is derived
from the most common LZ77) with the state of the art hard-
ware architectures for lossless compression also based on LZ77.
This approach might lead to a smaller, better organized or
more efficient ’building block” for modern implementations of
hardware driven lossless compression algorithms. The presented
design focuses on optimization of the main problem of the LZ77
family, namely the construction of and searching in a compression
dictionary. Particularly, we combine a Live Value Table (LVT)
with multi-ported memory in order to improve the bandwidth
of the dictionary and the Fibonacci hashing principle originating
from LZ4 algorithm to decrease latency of the MSU and to
achieve overall higher throughput rate. For the design synthesis
an FPGA of the Xilinx Virtex-7 family was used.

Index Terms—FPGA, high, bandwidth, fast, lossless, com-
pression, algorithm, architecture, LZ4, L.Z77, hash, table, LVT,
multiport, memory, Xilinx, Virtex

I. INTRODUCTION

In recent decades throughput of lossless compression sys-
tems has increased by an order of magnitude [1]. Further
progress requires new and more complex architectures. To
increase performance and decrease consumption of FPGA
logic resources opens the possibility of accelerators with
higher density and frequency on a single chip.

There are many applications of compression algorithms. The
architectures used in those applications are influenced by the
required

« throughput,

o latency and latency guaranties,

e compression ratio,

e assumed corpus, and

« implementation environment with its resources metrics.
All these requirements can be present as hard constraints,
or optimization goals. Consequently, actual implementations
targeted at different requirements are hard if not impossible to
compare.
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Unlike previous efforts, our target is lossless compression
as a way to increase network throughput, without any specific
traffic in mind. Existing architectures [3]-[6] aim mainly
for throughput in different contexts. In our case, the current
emphasis on low network latency [2] puts strict limitations
on compression latency, which differs our architecture from
others.

Network traffic is inversely proportional to compression
ratio without any overhead taken into account. Therefore,
compression ratio is rarely a hard requirement.

Originally, compression algorithms were designed to com-
press human-readable text. This is, for a long time, not the
only case. For network traffic, the actual mix of text, binary
files, video etc. is unknown. The Silesia Corpus [30] seems to
the closest to the assumed traffic.

The rest of the paper is structured as follows. In Section
II we summarize relevant previous works and we analyze
key features of lossless compression algorithms, their software
implementations and current FPGA architectures, which may
have influence on compression performance. In Section III we
propose an optimized FPGA design of a Match Search Unit.
Performance measurements of this design are presented in
Section IV. Finally, we propose further possible improvements
in Section V.

II. STATE OF THE ART & ANALYSIS

The era of an universal lossless compression had begun in
1977 with the introduction of the first Lempel-Ziv algorithm
known as the LZ77 [7]. Principally, the algorithm tries to
match a current sequence with sequences in the past text kept
in a sliding window. When a match is found, it is encoded in a
standardized format. All LZ77 variants process data by blocks,
so that compression of different blocks is independent. The
abstract atomic parts of blocks, called literals in the standards,
are normally bytes. A simple non-parallel architecture [15]
served as the starting point of the analysis.

Several architectures of an LZ77-based compression scheme
in FPGA have been recently presented [3]-[6] and focus
on real-time lossless compression of IP (Internet Protocol)
packets at 10-40 Gbps throughput.

Match search and encoding are two nearly independent
parts of an algorithm of the LZ77 family. As they both



influence compression parameters, they offer opportunities to
tune the algorithm to requirements. For example, the popular
DEFLATE algorithm [9] combines LZ77 match search with
Huffman Encoding [8]. Variants which aim at high com-
pression and especially decompression speed, are LZO [10],
[13] or LZ4 [11], [14]. Their encoding is adapted to efficient
processing in software, at the cost of encoded sequence length.

LZ4 was chosen as a candidate for our design following a
full analysis of LZ4 [14] from a hardware designer’s perspec-
tive. The advantageous characteristics of LZ4 include the high-
est (de-)compression speed among other lossless algorithms,
low latency, resource efficiency and easy implementation in
an FPGA.

The specification of LZ4 deals mainly with the output
format, which all decompressors must understand. It explicitly
states that it is independent of match search algorithms [11].
Some searches require the entire blocks to be present and
parsed, and perform iterative passes through the compressed
sequences. Such searches are typical for the High Compression
(LZ4-HC) category.

It is possible to search for matches in a single pass, with
much less effort but lower compression ratio (for an informal
explanation, see [12]). This is the Fast Compression (LZ4-FC)
category. This category is interesting for hardware low-latency
implementations because encoding latency can be lower and
constant.

Single-pass match searches usually keeps sequences of
given minimum length in a table, usually called the dictionary.
In the case of LZ4, the minimum length is, due to the output
format, 4 bytes. When a match is longer than the minimum
length, the algorithm just accumulates the match length during
input scan and outputs it at the end of the match.

In hardware, the two parts of the algorithm are implemented
as Match Search Unit (MSU) and Encoding Unit (EU). MSU
is usually the most complex part of compression device with
highest impact on its speed. Therefore, we focus entirely on
this unit in the paper.

A. Match Search Unit Architecture and Performance

The data flow of an LZ4 MSU based on hashed dictionary
is in Fig. 1, also implemented in [15]. We see that the critical
path goes through all blocks. It includes two reads from the
input buffer, hash computation, a read and a write from the
hash table, and a data comparison. The data flow therefore
offers no opportunity for parallelization at the level of a single
MSU.

Some authors (e.g., [4] but also [15]) parallelize compres-
sion at the block level. This architecture can accommodate
multi-pass searches. Assuming n copies and block-level par-
allelism, however, we obtain latency of n block transfer times.
Therefore, block-level parallelism is not ideal for low-latency
applications.

We employed parallelism at the MSU level and single-pass
match search. We let multiple MSUs to search for matches on
data that are consecutively offset by 1 byte, and then let the
encoding unit to compose final matches from partial results.

In such an architecture, the MSUs are independent with the
exception of two points. First, the MSUs must be supplied
by input data from the input buffer. Then, the table should
be shared, because any MSU should find a sequence met by
another MSU. The parallel access to the shared dictionary
introduces possible conflicts between writes, which need to
be resolved by implementing priority access.

B. Hash Table

For a single-pass compression algorithm, the theoretical
table size is the algorithm’s window size, with each item
holding a sequence of the minimum length. Such a table would
be implemented e.g. as a CAM. Then, each match present in
the input sequence would be detected and the algorithm would
achieve its best compression ratio.

Such a table is rarely practical. Most designs, e.g., [3], [4],
[14], [15] try to avoid CAMs for cost and area reasons. A fast
search scheme is required, which is solved using a hashing
function. Hashing function leading to non-optimal use of the
table space. Smaller or non-optimally used table causes loss
of matches and worse compression ratio. Therefore, we can
identify two sources of compression ratio loss in the case of
hashed table implementation, for a particular algorithm:

1) the table size used, and

2) the hash function employed, i.e. more collisions than

necessary in a table of the given size.

Their effect is hard to separate, which makes it difficult to learn
from other sources. Therefore, we performed experiments with
software model described in Section IV. We evaluated the
algorithm actually employed, with actual hashing function on
three corpuses (Calgary [28], Canterbury [29], Silesia [30]).
From Tab. I we see that in order to improve the compression
ratio by a constant factor, the table size has to grow almost
exponentially. In the end, we choose the size of 256 (marked
with an asterisk) as a compromise with respect to the intended
application.

TABLE 1
COMPRESSION RATIOS FOR DIFFERENT HT S1ZES
HT Size | Calgary | Canterbury | Silesia

64 1.28 1.40 1.24
128 1.34 1.46 1.28
*256 1.38 1.5 1.31
512 1.39 1.57 1.32
1024 1.47 1.68 1.4
2048 1.54 1.75 1.48
4096 1.61 1.81 1.56

Non-optimal table usage caused by hash function can be
overcome by rehashing, which is common in software im-
plementation. It can be used in hardware designs [15] as
well. However, its latency is larger and, more importantly,
not uniform. Therefore, rehashing is not used in low-latency
and high-throughput compression designs. The penalty on
compression ratio is usually acceptable.

As we cannot assume any particular composition of the
input data, we have to use a universal hash function. From
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Fig. 1. Data flow of the original LZ4 MSU [14], [15].

the known functions, multiplicative hashes [16] have the
simplest hardware implementation, especially when the table
size is a power of two. Fibonacci hashing [16] uses simple
multiplication with a constant, which is the closest possible
prime number to the golden ratio.

As discussed in Section III-C, the hash table should be
shared between all MSUs working in parallel. Their access
to the table has no regular pattern, so that the table must
be multiported. Concurrent writes to a single item cannot
be avoided. Luckily, the MSUs are naturally ordered by
the ordering of data they process. Hence, the MSU having
the earliest match has the best priority, without any loss of
compression quality.

C. Multiport Memory in FPGAs

As discussed above, multiport memory is essential for
implementation of a shared dictionary. The Live Value Table
(LVT) [18] is the most common approach for creating a
multiport memory from an ordinary single port (or dual port)
memory blocks, such as Xilinx BRAM or Altera M9K blocks.

There is also an alternative approach using an XOR tech-
nique [26], [27] for accessing the latest value. The main advan-
tage of this method is reducing the number of logic elements
and increasing speed for low-depth memories. However, for
larger memories, this method results in lower design frequency
and thus is not well-suited for high throughput designs.

Before the introduction of the LVT, multiport memory
was implemented usually from registers and general re-
configurable logic. There are no hard limits in capacity and
the number of ports. However, it does not scale well. The area
and clock period grow rapidly especially with the number of
ports.

The idea of the LVT is to divide such a memory design
using general re-configurable logic into two parts:

1) Data memory using single or dual port embedded FPGA
memory blocks (BRAMs) where the number of read-
/write ports can be increased by replication, banking and
multipumping [18].

2) Control memory (created from general logic) keeps for
each written address the information in which part of

the data memory is the latest value stored. With each
read operation, this information is used to set output
multiplexers to the location of the latest value written
for the given address.

III. OUR APPROACH

We used the architecture with independent MSUs and shared
dictionary to build a low-latency high-throughput compression
core in an FPGA. It is intended to cooperate with common
10G Ethernet IP cores that use a 64-bit data path clocked
at 156.25 MHz [19]. The selected platform was a member of
the Xilinx 7-Series family, however, the described architecture
can be easily implemented in any modern FPGA. The selected
block size is 9 kB, required by the application.

With 8-bit literals and 64 bit datapath width, we need
8 MSUs in the design. As discussed in Section III-A, the
input buffer is a 16 kB dual port memory with a 64-bit write
port (from the Ethernet core) and a 128 bit read port (to the
MSUs). The shared dictionary is a LVT-based memory of 256
items, with 8 read ports and 8 write ports. Each item contains
an input buffer pointer (up to 16 bits) and a 4-byte sequence
(Section III-C). The control memory of the LVT scheme is
also used for validity flags [14], so that the dictionary needs
not to be cleared between input data blocks (Section III-B).

The optimized MSU follows the data flow in Fig. 1. One
read access to the input buffer is saved as the data are read
from the dictionary (Section III-C). Hashing is performed in
DSP blocks. The optimized data path and latencies are in
Fig. 4.

A. Input Buffer (IB)

For each 4-byte block of memory that is tested for a match,
we need to perform two reads from the input buffer. One read
provides the data to search in the dictionary, the other read
verifies that the data at the pointer found in the dictionary
agree and that a hash collision did not take place.

Usually, the data width of one read operation would be 256
bits for 8 MSUs, where each is capable of processing 32 bits.
In our case, however, the actual data flow is much smaller
— 88 bits, because of the data overlap (see Figure 2). There
are eight 4-byte sequences with 1-byte overlap. The nearest



suitable port size of a double-port memory is 128 bit. Only one
Input Buffer Address (IBA) for reading is required, however,
the memory must be able to read at 64 bit boundaries.

B. Hash Table (HT)

The major issue is the parallel access to the HT (Hash
Table) representing a dictionary in this particular case and
the following access operations to IB (readback of candidate
match positions). Data are stored in the HT at nearly random
positions — they are no longer consecutive as the data before
the hashing phase. Therefore all read/write operations in HT
are accessing random addresses.

We decided to implement a shared dictionary (unlike
842B [4] technique or any multibank-based principle), where
all MSUs have access to a single dictionary that behaves as
a single memory. Without such a dictionary, the compression
ratio would be significantly worse, because matching would
occur only between blocks processed by the same /BA pointer.
This decision requires to implement a multiport memory using
the LVT [18] technique.

The MSU calculates Hash Table Address (HTA) from data
at IBA, reads the old IBA at the address and stores a new
one in its place. The FPGA embedded block memory can
perform both operations as a single transaction in a single
clock cycle. The data at the old /BA must be verified, because
a hash collision can occur and a false match can result. This
doubles the number of reads from the input buffer.

Our idea is to reduce the number of IBA accesses by
merging the processed data and the /BA pointer into a single
record inside the Hash Table (see Fig. 3). This approach
removes the need for the following read accesses from IB.
The HT thus becomes the only component where the number
of ports scales with the number of MSUs. The resulting
architecture is simplified because only one LVT based memory
is required.

1) Hash Calculation & Pipelining: The last important part
required for the MSU architecture is the hash calculation
block. Fibonacci hashing is used, the input value is multiplied
by a constant and higher bits are selected to create the Hash
Table Address (HTA) [14].

The Xilinx DSP48 block can be used for the hash cal-
culation. The optimal settings (recommended by the Xilinx
CoreGen tool) for multiplication of two 32-bit numbers are:
four DSP48 blocks and the calculation requires six clock
cycles (estimation made the CoreGen) thus the block will be
able to operate at approximately 700 MHz in case of a Virtex-
7 chip [20]. Pipelining is required to mask the computation
latency and to maximize the throughput. We can also use
higher frequency for the DSP48 blocks than for the rest of
the design, thus reducing the length of the hash calculation
pipeline for to 3 or 2 cycles.

C. MSU Optimized Architecture

The FPGA design expects 8 pairs of /BA pointers and the
related data (32-bit long sequences), both provided by the IB.
These pairs are pipelined along a hash calculation block, where

8 HTAs are calculated. The length of the pipeline must be the
same as the latency of the hash calculation blocks which are
clocked at a higher frequency to decrease the latency. These
pairs will be read and written to the locations specified by
HTAs in the HT with the latency of one clock cycle. Each pair
is also pipelined along the HT representing the compression
algorithm dictionary.

The previous data (P_DATA) are extracted from a candidate
match (CM) pair, which is read from the HT. If the previous
data are equal to the current data which is read from the
pipeline, a match occurs. Both previous and current IBAs will
become a match. The last step is to resolve possible multiple
matches in a single clock to a single match via multiplexers
controlled by a priority encoder (the lower the value of IBA,
the higher the priority).

IV. RESULTS

In this section we discuss measurement setup, resources
usage of our architecture, analysis of achievable compress
ration and latency influence.

A. Measurement Setup & Synthesis Results

The Xilinx ISE 14.7 toolkit was used to synthesize the
presented architecture for the Xilinx Virtex-7 XC7V330T-
2FFG1157 chip. For the synthesis, the optimizations were
adjusted to Speed/High. The FPGA resource utilization for the
routed design is summarized in Table II. We used the random
FPGA pin placement feature available in the Xilinx ISE toolkit
to get a fully routed design. Thus, we were able to measure
the design speed in a more realistic way than with a partially
routed design.

TABLE II
LZ4 MSU RESOURCES UTILIZATION FOR VIRTEX-7 XC7V330T
Slice | LUT | Flip Flop | BRAM | DSP48 | Frequency
4828 | 15014 8530 64 32 250 MHz

B. Resource Usage Comparison

We know that the Xilinx 7-Series logic SLICE block con-
tains four LUT6 (6-input Look Up Table) blocks plus eight
flip-flops [21]. We also know that the Altera Stratix V ALM
contains two LUT6 and 4 flip-flops [23], thus a single Xilinx
Slice can be considered equal to two Altera ALMs.

This simplification allows us to compare our architecture
to the previous work [3]. The PWS=8 w/ HT (Parallelization
Window Size) variant can process 8 bytes per a clock cycle,
therefore we have selected this variant for a brief comparison
(see Tab. III). Our architecture excludes the input and output
buffers and the output sequence encoding part. However, the
amount of FPGA logic resources are comparable (PWS=8 w/
HT variant has 16519 ALMs compared to 9656 ALMs) from
perspective of the used FPGAs.

The overall latency of the [3] is 41 clock cycles. The parts
of the architecture [3] which are implemented also in our
approach include: a hash calculation, a hash table update,
a string match and a match selection. The latency of these
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selected parts was originally 29 clock cycles, whereas our
approach has the latency of 7 clock cycles only, thus the
latency has been decreased approximately four times.

C. Compression Ratio Analysis and Simulation

We developed a functionally equivalent software model of
our hardware architecture. This software model was connected

TABLE III
BRIEF MSU PERFORMANCE COMPARISON
Solution ALMs | Latency [Cycles] | Throughput [Gbps]
Our LZ4 MSU 9656 7 16,0
PWS=8 w/HT [3] | 16519 29 (41) 11,2
LZ4 ASIC [17] N/A 17 4,0
LZ4 8-Bit [15] 690 N/A 2,0

to an existing software LZ4 architecture re-using other parts
of LZA (input buffer, output buffer and the LZ4 encoding
algorithm). The model served two purposes.

First, we used it for functional verification of the design. On
random data, the results of the model and traces from hardware
simulation had to agree. Using software decompression, we
excluded errors common in hardware and the software model.

Second, we assume that the compression ratio of the soft-
ware model equals to the presented hardware architecture. The
software model uses identical dictionary size and identical
hash function. Also the process of output encoding is the same
and cannot affect the compression ratio (see Fig. 5).

We processed three compression corpuses (Calgary [28],
Canterbury [29], Silesia [30]) through our (hardware based)
software model of LZ4 to obtain experimental results. The
compression ratio is scaling up in an expected way in relation
to the size of the hash table (see Tab. I).

The LZ4 8-bit [15] and Software L.Z4 use advanced collision
handling and have better compression ratio. This, however,
comes at a cost. We assume that the LZ4 8-bit architecture
uses 24-bit wide address of the input buffer, thus 32 or 64
BRAMs are used for implementation of the dictionary (the
most feasible configurations). All remaining BRAMs realize
the input and the output buffer. The worst case of 32 BRAMs
is representing the dictionary size of 65536 entries [22] com-
pared to our 256 entries. Furthermore, these designs cannot
guarantee their worst case throughput. LZ4 8-bit [15] is only
providing peak performance throughput, which is derived from
processing 8 bytes per clock. We present an MSU with worst
case performance, which is an essential characteristic of a
stable high-throughput design.
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D. Influence of the Latency

An MSU (and overall system) latency affects the system
readiness to accept new data. Lower latency also allows
us to ’squeeze” more data into constant throughput media
by lowering an inter-frame gap, in a packet oriented real-
time systems (with packets processed one by one, not in a
continuously streamed manner), in case that more parallel
blocks are used at the same time.

All MSU architectures designed for high throughput ap-

TABLE IV
BRIEF COMPRESSION RATIO COMPARISON
Solution Calgary | Canterbury | Silesia

Our LZ4 MSU 1,38 1,5 1,31
PWS=8 w/HT [3] 1,82 N/A N/A
L74 ASIC [17] N/A N/A N/A

LZ74 8-Bit [15] Incomplete (1,65 — 2,05)
Ref SW LZ4 226 [ 211 | 241

plications use pipelining principle where data are processed
alongside control signal or other data (for example hash
calculations or matching) in several stages. The latency reduc-
tion might enable the number of pipeline stages to decrease
resulting in lower usage of logic resources.

V. FUTURE WORK

Several optimizations of the presented architecture are still
possible. The first idea is to design an optimized hash cal-
culation unit which by itself is currently capable of running
at approximately 700 MHz [24] with the latency of 6 clock
cycles, whereas the current design can run up to 250 MHz (and
cannot be further significantly increased). The architecture of a
DSP48 block allows to bypass some pipelining stages to limit
the latency, thus limiting the frequency. We can reduce the
latency to just 3 clock cycles while matching the frequency
of DSP48 blocks to the rest of the MSU design. This way,
we can save additional resources in Data and Data Address
pipelines (see Fig. 4). The reduction in this particular case will
be 50% of flip-flops required for these pipelines.

We can also apply similar principle to an embedded memory
block (also capable of running at approx. 600 MHz [24]) to
implement the multipumping principle [18] in order to save
resources (BRAMSs) required for the LVT based hash table.
However the multipumping principle will increase the amount



of other used FPGA resources. Further optimizations of the
LVT principle will be also explored [25].

We started implementing a system realizing the LZ4 loss-
less compression algorithm with use of the presented MSU
architecture with the aim of minimum 10 Gbps throughput.

VI. CONCLUSION

We presented an architecture of a Match Search Unit
(MSU) inspired by a modern fast LZ4 lossless compression
algorithm suitable for hardware implementations. We proposed
optimizations of the original LZ4 data flow for reducing
the memory read/write accesses towards the implementation
platform (Xilinx Virtex-7 FPGA logic). Match combination in
the Encoding Unit made the MSUs independent, which eased
their parallel operation.

The latency of the presented MSU solution has been reduced
4 times compared to the previous work [3], while the amount
of FPGA logic resources is comparable. In contrast to [15]
our MSU architecture guarantees minimal throughput, has
substantially higher throughput rate with comparable amount
of FPGA resources and achieves slightly lower compression
ratio with the use of significantly smaller dictionary size (just
256 entries against 65536).

The design has the potential for further optimizations in
order to significantly reduce the overall latency and resource
consumption. For the current implementation, the theoretical
throughput is 16 Gbps.
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CHAPTER 5

High Throughput and Low Latency LZ4
Compressor on FPGA

This chapter is based on the information and ideas provided by the two previous chapters,
which resulted in a high-throughput and low-latency FPGA implementation of the LZ4
compression algorithm. The implementation uses the architecture of the “Match Search
Unit” and is capable of reaching a throughput of 6 Gbps (evaluated on Calgary [20],
Canterbury [27], and Silesia [28] corpora) in the worst case scenario (very short matches
of several bytes). The actual peak throughput could vary between 10 Gbps (no match was
found) and 20 Gbps (very long repetitive data sequences).

The throughput and latency performances are directly proportional to an average length
of discovered matches. The implementation latency can be expressed as a function related

to the input data size (see Table [5.1)).

Latency [clock cycles]

Start-Up Overall
Data Size 10 Gbps

X
8 Bytes 6 Gbps
to first output data word | to the last output data word

26 26 +

Table 5.1: The latency of the presented “High Throughput and Low Latency LZ4
Compressor” FPGA implementation.

In the case of MVTP uncompressed mode, each processed pixel line is transmitted
as a single IP (jumbo) packet with a maximum payload size of 9000 bytes. Thus, the
required (worst case) latency for each packet can be calculated (by using Formula for
the assumed frequency of 156.25 MHz (the respective period is 6.4 ns). Therefore, the
resulting worst-case latency is just 12.17 ps.

9000 10
Latencyyax = (26 + = X F) X 6.4 ns = 12166, 4 ns ~ 12.17 us (5.1)
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5. HicH THROUGHPUT AND LOow LATENCY LZ4 COMPRESSOR ON FPGA

Presenting a worst-case performance is a major difference compared to other hardware
implementations (and respective papers) where a peak (maximum) throughput is being
presented instead. The situation with the latency is quite similar. The lower limit for the
latency of an average 1.Z4 hardware implementation (8-bit datapath running at 200 MHz)
is 45 ps (see Formula , which is approximately 3.7 times worse than the presented
architecture (12.17 ps). However, the real difference will be much higher, because the
comparison was made between the worst case and the best case latency for both 64-bit
and 8-bit architectures.

Latencyy iy = 9000 x 5 ns = 45000 ns &~ 45 us (5.2)

The primary invention used in the architecture of “High Throughput and Low Latency
LZ4 Compressor” is to use the entire memory bandwidth, which wasn’t fully utilized by
the “Match Search Unit”. The “Match Search Unit” processes only 64-bit of new data
per clock cycle. To process 64-bit of new data, a memory read of 88-bits is required, thus
leaving 40-bit unused of the 128-bit memory bus.

Therefore I propose to implement an input (and output) buffer with a wider memory
bus than the minimum required memory bus width. The extra memory bandwidth can be
used to mask “Stalls” which occur in a pipeline during data processing. In this particular
case, the double width memory bus (potentially resulting in a 2x speed-up) is used to mask
a “start-up” latency for “Match Length Finding” and “Output Encoding” phases.

The content of this chapter is based on the following paper:

Benes T. and Bartik, M. and Kubalik, P., “High Throughput and Low Latency LZ}
Compressor on FPGA”, The 9*" International Conference on ReConFigurable Computing
and FPGAs, ISBN 978-1-7281-1957-1, pp. 1-5, Cancin, Mexico, 2019 [A.5].

The respective paper is based on the diploma thesis (which I supervised) of Tomas Benes,
“High throughput FPGA implementation of LZj algorithm”, Czech Technical University,
Prague, 2019. The diploma thesis has been cited once.

Contributions of Tom&s Benes are: the implementation, the concept of storing matches
(and their respective lengths) in FIFOs, and the obtained experimental results. The au-
thorship of the “Match Length Finder” architecture is split in half between Tom&s Benes
and me.
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Abstract—This paper presents an FPGA design implementing a
single L.Z4 lossless compression IP block, providing a throughput
of 6 Gbps combined with extremely low latency, while still
retaining full binary compatibility with the original LZ4 format.
The best-known competitor is capable of processing up to 2 Gbps
per block/engine with unknown latency. The presented design
uses two key features: a low-latency 8-way match search unit
and consequently a match buffer which allows encoding LZ4
sequences independently to reduce stalls in the data processing
pipeline. The design was evaluated on several compression
corpora with an average compression ratio of 1.7.

Index Terms—1.Z4, L1777, lossless, compression,
pipeline, multi-port, memory, match, buffer

FPGA,

I. INTRODUCTION

Universal lossless compression algorithms have been used
for decades for saving space on storage or to save band-
width in communication networks. Most of these currently
used compression algorithms are based on LZ77 [1] (and its
successors such as DEFLATE [2] or LZW) including some
modern “fast” [3] compression algorithms such as LZ4 [4]-
[6] or LZO [7] which trade the compression speed for the
compression ratio. The mentioned algorithms were originally
implemented in software, but as the CPU speed became a
bottleneck, the more recent research focuses on accelerating
them using (programmable) hardware such as FPGAs.

Hardware implementations of LZ77/DEFLATE can reach
the compression speed of 100 Gbps [8]-[10], however rep-
resentative examples of these implementations [11], [12] are
using very small dictionaries to reduce the design complexity.
The throughput of these LZ77 based implementations [9]-
[12] cannot be compared directly to the LZ4 implementation
regarding the fact that the LZ4 format is not suitable for imple-
menting in hardware [5]. Several hardware implementations
of LZ4 exist, with a throughput of 2 Gbps [5] per engine
(0.5 Gbps respectively [6]).

In this paper, we would like to focus on designing an engine
implementing the LZ4 compression suitable for relatively large
data blocks, full binary compatibility [13] with LZ4 (unlike
LZA-Modified [5] variant), and low-latency.

II. MOTIVATION

The latest papers describing a hardware implementation of
a compression algorithm are using two common terms: the
latency and the throughput. It might seem that these terms
have a similar meaning, but it cannot be further from the

978-1-7281-1957-1/19/$31.00 ©2019 |IEEE
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truth. The throughput is usually defined as an amount of
data processed over a specified time (seconds). However, the
high (peak) throughput does not guarantee a low latency of
the processed data. For example, high throughput is reached
by implementing a many-core architecture where each core
(compression engine) can be particularly slow.

On the other hand, the latency is usually defined as the time
required to transform the input data by an algorithm (or a com-
munication media) into the output data. The throughput of the
implemented system could be considered to be independent of
the system’s latency. A particular example of high-throughput
and high-latency system is a hardware implementation which
uses an extreme case of the superpipelining principle. There-
fore, each additional stage increases the system latency. The
pipeline principle also increases the risk of stalls due to the
need of “flushing” old data out of a datapath. The process of
loading new data into a deep(er) pipeline increases the latency,
thus lowering the actual throughput.

Many Core Architecture
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Fig. 1. Two possible attitudes for implementing a high-throughput architecture
with different latency requirements.

In contrast to previous efforts, our target is a lossless com-
pression as a way to increase the network throughput, without



any specific traffic in mind. Existing architectures [9]-[12]
mainly aim at the throughput in different contexts. In our case,
the current emphasis on a low network latency [14] puts strict
limitations on the compression latency (see Fig. 1), which
differentiates our architecture from the others. Fig. 1 also
explains the minimal latency required to process a standard
IP packet. The network traffic is inversely proportional to the
compression ratio, without any overhead taken into account.
Therefore, the compression ratio is rarely a hard requirement.

III. STATE OF THE ART

There are several existing implementations [5], [6], [20],
[21], which are considered the state of the art of LZ4 al-
gorithm. None of them is suited for low-latency and high-
throughput designs.

MLZAC-1 and MLZAC-2 [5] are single-core sequential
architectures using a single dictionary with an 8-bit internal
datapath only. These architectures are using the rehashing
principle to deal with hash collisions; therefore their respective
throughput heavily depends on the respective input data.
Additionally, this implementation introduces a modified LZ4
format, which is not compatible with the reference LZ4
implementation/tools.

The HALZ4 [6] many-core architecture uses multiple in-
dependent dictionaries in each particular core to find multiple
match candidates to select the best candidate. The architecture
is mainly focused on ASICs and does not provide FPGA
resource utilization for a direct comparison.

The Xilinx LZ4 [20] architecture is many-core architecture,
which is using eight cores to achieve its 13.28 Gbps throughput
overall. The architecture uses an 8-bit wide datapath. The
design requires a lot of FPGA resources including memory
blocks called UltraRAMs, which are available only in Xilinx’s
latest (and the most expensive) UltraScale+ FPGAs.

Comparing the compression ratio of given lossless compres-
sion implementations is done by comparing results from the
same test data sets called corpora. These corpora sets usually
contain a wide variety of input data, which should be relative
to real-world usages because most of the compression im-
plementations are data sensitive and their performance should
not be evaluated in a narrow input data set. The most common
compression corpora used by the community are Calgery [17],
Canterbury [18] and Silesia [19].

A. LZ4 Analysis

The first step was to analyze the principles of LZ4 and
how is LZ4 being implemented in hardware. We would like to
summarize the fundamental properties and features of several
existing LZ4 HW/FPGA implementations [5], [20], [21] which
are affecting the overall performance the most.

LZ4 can be divided into four fundamental blocks [4]: an
input buffer, a match search algorithm (unit) including a
compression dictionary (usually implemented as a hash table),
an output encoder, and an output buffer. The buffers are less
complicated than the two remaining blocks; therefore, we will
focus on the most performance affecting parts of LZ4.

1) Match Search Unit (MSU): The original LZ4 reference
C code uses a hash table to implement a compression dictio-
nary. The Fibonacci hashing principle is used due to its speed
and low complexity. The main disadvantage of the method is
that it cannot deal well with produced collisions. This problem
can be solved by using a re-hashing principle (an input data
will be hashed until a free entry in a hash table is found —
increases latency).

The most common methods used in the recent implementa-
tions [5] are the original Fibonacci hashing principle combined
with the rehashing principle. Thus the measured throughput
cannot be guaranteed; therefore, re-hashing introduces addi-
tional stalls in the data processing.

Currently, there is state of the art MSU architecture [16]
for lossless algorithms, which focuses on high throughput and
low latency systems. The MSU uses parallelism with a shared
dictionary to find matches. It is capable of reaching a 10G
throughput and the latency of 8 clock cycles.

LZ4 MSU architecture [16] is reached by introducing par-
allelism (8x factor).

2) LZ4 Sequence Format and the Output Encoder: The LZ4
output format is called a sequence (see Fig. 2). The sequence
does not seem to be complex; however a (hardware) problem
arises due to the method chosen for encoding the match and
the literal length. The LSIC (Linear Small Integer Code) [15]
produces an output with variable word sizes, thus the encoder
has to process the data first to estimate the length to generate
the code word. This also introduces uncertainty in the number
of clock cycles needed for encoding the sequence.

Token LSIC Literal Offset LSIC
t1 to e1 L 0] €2
N~~~ ~— N~~~ N~
4 bits 4 bits If¢; = 15 tit+ei bytess  2bytes If ¢y =15

Fig. 2. LZ4 sequence structure. [15]

Another problem of the LZ4 output format is the number of
items in the sequence. The format has three elements (Token,
Literals, Match Offset), which are written usually in three
different steps (e.g. clock cycles in hardware). This behavior
causes an issue in the worst case for small length matches
up to 12 bytes. These matches will be processed in three
clock cycles, and they will process less than 24 bytes from the
output buffer, which are required to guarantee the throughput
of 10 Gbps. Fortunately, this is a very pessimistic worst-case
scenario, which is very unlikely in real-world applications.

3) Binary (In-)Compatibility: Each block of the LZ4 format
starts with the length of the block. This is the main latency
limitation of the LZ4 format because the application has to
wait until the compression of the whole block is finished
before it can output the beginning of the block. Some im-
plementations [5] are modifying the LZ4 format to avoid this
inconvenience; however, they are no longer compatible with
the official LZ4 tools available in modern PCs.

4) Usage of Trivial Parallelism: All current LZ4 hardware
implementations are using the easiest way to increase the over-
all throughput — multiple independent engines (particularly
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Fig. 3. The pipelined architecture of our LZ4 compression engine.

slow, typically with 8-bit datapath only) are used instead of
a single engine (which has a significantly wider datapath).
An active engine is being selected by the round-robin scheme
usually.

The main advantage of the single-engine & high-throughput
architecture is its low latency, which is crucial for use in low
latency systems. It can also be used as a base of a multi-core
architecture, which would maintain its low latency feature and
also have the desired throughput.

B. Summary

We have analyzed several LZ4 HW/FPGA implementations,
and we have found four fundamental properties which have a
significant impact to overall to the system throughput and/or
latency.

o High-throughput is reached by a trivial parallelism
(many-core architecture). [20], [6]

« Implementations are not considering the low-latency fea-
ture as a factor (unlike us). [20], [5], [6]

o Re-hashing principle introduces stalls in data flow, thus
it increases the latency. [5]

o Some of the implementations are not binary compatible
with the official LZ4 format. [5]

IV. OUR APPROACH

We decided to explore a non-trivial attitude to the paral-
lelization, which is going to be the primary constraint and
probably the best way to lower a system latency while the
system throughput will remain the same or higher. We further
explored ideas of the work [16], which describes a novel
architecture suitable for high-throughput and low-latency LZ4
hardware implementation.

The high theoretical throughput and low latency (thanks
to its short pipeline) of such LZ4 MSU architecture [16] is
reached by introducing parallelism (8x factor) into the original
LZ4 design [4]. Because the architecture has been already
implemented, we decided to implement the remaining blocks
like buffers and the output encoder.

The LZ4 format specifies the maximum amount of input
data to 64 kB, which easily fits into the Level-1 cache of a
modern processor. However, we decided to reduce the size of
the buffers to 16 kB only; therefore, it is the nearest value
related to the maximum payload size of an IP packet — 9000
bytes. The used MSU architecture [16] requires a buffer with
a 128-bit read port interface. Reducing the buffer size also
limits the theoretical maximum latency of the engine.

Our architecture consists of the Input buffer, Match Search
Unit, Match Length Finder, Encoder, and Output Buffer blocks
which are fully pipelined (see Fig. 3). Two FIFOs connect
such blocks in the pipeline. These FIFOs allow the blocks
to operate independently and continuously without any stalls
or pipeline flushing. The system architecture uses the AXI4-
Stream interface for the input and the output.

A. Match Searching Unit

The architecture of the used Match Searching Unit (MSU)
was introduced in [16]. The main advantages of such MSU
are the pipelined design, throughput of 10 Gbps, and latency
of just 8 clock cycles. The MSU uses eight concurrent hash-
ing units with a shared dictionary implemented in multiport
memory.

The sequential principle used in [4] has to be modified to
utilize the full potential of MSU. The main pitfall of the
sequential principle is the processing of the found match,
which modifies the match searching index accordingly. This
process would require our approach to flush the pipeline of
MSU, which would have a negative impact on the throughput
and latency.

We have decided to process the entire input buffer by
MSU and store the output into a pipelining FIFO. The full
throughput and latency potential of MSU is utilized. MSU
produces match candidate records which are guaranteed to
have a minimum length of 4. MSU is not skipping bytes during
the search to avoid pipeline flushing; therefore it produces
match candidates which can overlap.

B. Match Candidate Filtering and Validation

The match candidate has to be tested for its actual match
length, which can be larger than four bytes. The LZ4 format
allows the worst-case scenario of a sequence with a match
of a length of 4 bytes. This scenario requires each match to
be validated in a single clock cycle to achieve the 10 Gbps
throughput.

This process is handled by Match Length Finder (MLF)
block by utilizing a large memory bus of the Input Buffer
(128 bits - e.g., 16 bytes) and a predictive execution. The
simplified MLF architecture is depicted in Fig. 4.

The MLF block can access the Input Buffer with a latency
of 1 clock cycle, and the match processing is pipelined. MLF
always predicts that the match length will be shorter then
20 bytes and the next read address will be for the next match.
The throughput can be evaluated in the following two cases.



Solution Binary Compatible | Slices | LUTs | LUTMEMs | Regs BRAM | DSP | URAM | Throughput | Frequency
HALZA4 single-core [6] Yes - - - - - - - 0.5 Gbps 75 MHz
MLZAC-1 [5] No 571 1302 - 605 76.5 0 0 0.8 Gbps 120 MHz
Xilinx LZ4 single-core [20] | Yes - 2041 16333 8 525 19.25 0 6 1.66 Gbps 274 MHz
MLZAC-2 [5] No 345 573 - 937 69 4 0 1.92 Gbps 240 MHz
HALZ4 many-core [6] Yes - - - - - - - 4.0 Gbps 75 MHz
Our single-core architecture | Yes - 14076 | 433 2803 82 32 0 6.08 Gbps 156.25 MHz
Xilinx LZ4 many-core [20] | Yes - 71934 | 16333 68201 | 154 1 48 13.28 Gbps | 274 MHz
TABLE I

RESOURCE UTILIZATION AND PERFORMANCE COMPARISON

Corpus 64 128 256 | 512 1024 | 2048 | 4096 | ref.

Cantebury | 1.41 | 1.46 | 1.50 | 1.57 | 1.68 1.75 1.81 2.27

Silesia 124 | 128 | 1.31 | 1.32 | 1.40 1.48 1.56 | 2.42

Calgery 129 | 1.34 | 1.38 | 1.39 | 1.47 1.54 1.61 2.08
TABLE II

RELATION BETWEEN THE NUMBER OF ENTRIES IN THE COMPRESSION DICTIONARY AND THE COMPRESSION RATIO

1) Prediction successful - the current match length is inside
of the current bus width and the next clock will process
the next match. The throughput is in the worst-case
equal to 10 Gbps. Therefore, the MLF is able to process
matches with lengths of 4-20 bytes in a single clock
cycle.

2) Prediction unsuccessful - the current match is outside of
the current bus width, flush memory pipeline, and issue
the next address. The next match will be validated in
3 clock cycles in total, which will have the throughput
greater than 10 Gbps (20 Gbps actually due to the
doubled memory bus width). This respective speed-up
allows to compensate the initial latency.

This process can be repeated until the full match length is
determined. The issue with overlapping matches is then solved
by skipping match candidates based upon the last validated
match.

C. Format Encoding

The last step in generating the LZ4 format is to encode
the validated matches and unmatched literals. This step is not
optimized to match the 10 Gbps performance in the worst-case,
which does not occur in the real-life application. However, the
throughput is being increased by using a 20 Gbps memory bus
for the literal transfer. The memory bus allows to temporally
increase the performance of the most used operation during
encoding. It also allows us to overcome the performance loss
during some other operations.

V. RESULTS

In this section, our architecture is compared with other
FPGA implementations of the LZ4 algorithm. The designs
were compared by their frequency, resource utilization, and
throughput in Table I. The respective implementation plat-
forms (FPGAs) are found comparable in terms of resources
and/or frequency due to its similarity. The comparison includes
MLZAC-1 [5], MLZAC-2 [5], HALZA4 [6] and Xilinx LZ4 [20]
official implementation from Xilinx.

The implementation of our single-core architecture is the
most compact one among others, and it has the best throughput
out of the existing solutions (MLZ4C-1, MLZ4C-2, HALZA4,

Xilinx LZ4). In case the provided results of many-core ar-
chitectures are not showing the resource utilization for a
single core, a simple division estimated the resource utilization
of such core. This attitude has no impact on a single core
throughput.

Our single-core architecture can be used to create a trivial
many-core architecture thanks to its high throughput and low
latency, which can be compared to the many-core architecture
Xilinx LZ4. It would have a comparable throughput, lower
latency factor of 4x, and its resource usage would be just a
fraction of the resources used by the Xilinx LZ4 architecture.
Therefore, it would also outperform HALZ4.

The compression ratios of our architecture for all of the
commonly used corpora Calgery [17], Canterbury [18] and
Silesia [19] are shown in Table II. The compression ratio
depends on the size (number of entries) of the dictionary used
inside the architecture. The official implementation of the LZ4
algorithm is used as reference [22].

VI. FUTURE WORK

We would like to improve our single-core architecture to
reach the throughput of 10 Gbps, which could be used to
create trivial many-core architecture capable of 100 Gbps com-
pression speed while maintaining the same latency. Further
optimizations that can be applied to the compression dictionary
will be also explored [23].

VII. CONCLUSION

We have presented a single-core architecture implementing
the LZ4 compression algorithm. Our architecture is optimized
for low-latency and high-throughput systems. It outperforms
existing single-core architectures by 300% thanks to its inter-
nal parallelism with an 8x factor. Our architecture also requires
the least amount of FPGA resources while it keeps the full
binary compatibility with the LZ4 format. The minimum width
of the datapath is 64-bits compared to other implementation
using an 8-bit datapath only. The architecture can be used
for the implementation of a many-core architecture by using
trivial parallelism. The resulting architecture would have a
comparable throughput, lower latency at least by a factor
of 4, and a lower resource usage than existing many-core
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Fig. 4. Simplified architecture of Match Length Finder block

architectures. We have also proposed the idea of reducing
the latency of a compression system by only increasing the
throughput of a used elementary engine.
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CHAPTER 6

Novel Status Register Architecture

This chapter describes and summarizes a novel architecture suitable for implementing a
status register, which is commonly used to store information, of which memory entry is valid
or invalid. Such memory-based data structures (a compression dictionary, for example) are
often cleared or initialized to a default value between individual runs of an implemented
algorithm (not particularly limited to compression algorithms only). With the aid of a
status register, we can determine a value occupying a specific address is the default value
(no write occurred) or the written value is the same as the default one. For example, it is
difficult to differentiate between a memory address value 0z0000, because it can represent
a valid address (the first cell of an array) or an uninitialized value at the same time.

Two state-of-the-art techniques (sequential zeroing and assigning a flip-flop logic gate
to each memory cell) are commonly used; however, they were found unsuitable from the
perspective of latency or resource utilization. A medium-sized memory has been defined
as a memory consisting of several BlockRAMs, e.g., several kilobytes of RAM. This range
(and memory type) is often used to implement a compression dictionary (among other
suitable data structures). The range is viable for the presented use-case, the IP packet
lossless compression in real-time.

The novel architecture supersedes the flip-flop based principle. The entire address
range (array of flip-flops) is split into smaller chunks segments of 64-bits. Each segment is
replaced by “Look-Up Table” (a fundamental block in FPGAs realizing logic gates), which
is configured as “Distributed Memory”, and can hold the same individually addressable
64 bits. Because of FPGA organization, the amount of resources is lowered 64 times.
Therefore, the design is more dense with a significantly reduced number of interconnections.
Consequently, this results in an easier design placement and routing which allows running
the respective design on a higher frequency. However, some additional logic is required to
perform reset. The time required for the reset is 64 clock cycles, which is the only minor
disadvantage.

Overall, the presented status register architecture combines the advantages of both
predecessors to improve overall performance without any significant disadvantage. The
architecture is portable to any modern FPGAs.
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6. NOVEL STATUS REGISTER ARCHITECTURE

At last, a benchmark with multiple phases was developed to evaluate the architecture
in a fair way. The benchmark uses randomized pin placement to decrease the influence
of respective tools and actual hardware configuration of computers used for the synthesis
process.

6.1 Alternative Use Case - Histogram Calculation

The use case of a compression dictionary is not the only one, which can benefit from the
“Distributed” technique. The technique is suitable for any (larger) temporary memory
structures, which has to be often (re-)initialized. A histogram calculation (with several
thousands of bins) [84] [85] [86] can be the alternative use case.

For example, the presented technique could be great in a combination of this particular
paper [87], which could further reduce the number of activated memory banks for read
accesses only (the banks that haven’t been written into doesn’t need to be activated;
therefore, they are not consuming power).

6.2 Analysis of LZ4 Suitability for Image Data

To justify the required size of a compression dictionary (and the need to introduce a new
status register architecture), I performed an experiment to show the ability of LZ4 to com-
press image data with respect to different color depths and encodings. The used “Corpus”
consisted of eight uncompressed images representing typical scenes with a different com-
plexity taken by a digital camera. This dataset was provided by the CineGrid [88, 89].
The last dataset is a captured traffic from an MVTP device (several real-world recordings
in a loop).

The results (see Table indicate LZ4 could save approximately 13% of the required
network bandwidth in our primary use case of broadcasting SDI data streams while using
a decently sized compression dictionary. Therefore, the LZ4 compression algorithm can
be considered viable to fulfill the initial requirement of the “Light” compression to save
approximately 10%. The suitability of LZ4 for image compression was independently
confirmed by another research [74].

The content of this chapter is based on the following papers:

Bartik, M. and Ubik, S. and Kubalik, P., “A Novel and Efficient Method to Maintain
FPGA Embedded Memory Content with an Asymptotically Constant Time (Re)Initialization
Designed for an IP Packet Lossless Compression”, International Conference on ReCon-
Figurable Computing and FPGAs (ReConFig 2016), ISBN 978-1-5090-3707-0, pp. 1-6,
Canctn, Mexico, 2016 [A.2].

Bartik, M. and Benes T. and Kubalik, P., “An In-sight into How Compression
Dictionary Architecture can Affect the Ouverall Performance in FPGAs”, IEEE Access,
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6.2. Analysis of LZ4 Suitability for Image Data

2020 (8), pp. 183101183116, ISSN 2169-3536, 2020 [A.6].

Contributions of Tom&s Bene§ are bash scripts to automate experiments and to extract
presented results.
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A Novel and Efficient Method to Initialize FPGA
Embedded Memory Content in Asymptotically
Constant Time

Matéj Bartik
CTU FIT & CESNET a.le.
matej.bartik @fit.cvut.cz

Abstract—This paper describes analysis and implementation of
a new method for maintaining valid content of FPGA memory
blocks with an asymptotically constant time synchronous clear
ability, that can be useful for (re)initialization to one default
value. A particular application can be for high-speed real-time
LZ77 [1] lossless compression algorithms, where a dictionary
has to be (re)initialized before each run of the implemented
compression algorithm.

The method is based on two most widely used techniques for
clearing the memory content: a linear passage of the memory
and clearing each cell by writing a default value and creating
a register field providing an (in)valid bit for each memory
cell. Our solution combines these two techniques together with
the use of FPGA distributed memory blocks implemented in
LUTs (Look-Up Tables) to overcome negative features of each
previous method without losing the most of positive features. Our
solution provides a balance between the two previous techniques
and exceeds them in speed, resources utilization and latency of
(re)initialization.

I. INTRODUCTION & MOTIVATION

Fast lossless compression algorithms become very popular,
even though they do not reach compression ratios of their
predecessors like LZ77 [1]. An important application of these
algorithms is for reducing bandwidth requirements of fast real-
time network transmissions. A typical target use are IP packet
compression devices like [2]-[5].

A. Fast Lossless Compression Algorithms

These algorithms have been designed to favor the com-
pression speed (compression time) over a compression ratio,
because in some cases it is more important to meet through-
put requirements rather than the compression ratio. These
algorithms have to be lossless because of the fundamental
principles of packet network communication.

The most widely known representative examples of modern
fast lossless compression algorithms are LZ4 [6], LZO [7],
Snappy [8], QuickLZ [9], etc.. All of these algorithms are
based on the Lempel-Ziv (LZ77) lossless compression schema,
which means that all algorithms are using a dictionary for
searching a match of processed data. The speed improvements
are achieved by the use of many CPU (Central Processing
Unit) optimizations or general computer architecture optimiza-
tions (an efficient memory access) respectively [10], [11].

978-1-5090-3707-0/16/$31.00 ©2016 IEEE
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B. LZ77 Lossless Compression Scheme

LZ77 [1] is the fundamental lossless compression scheme
used in many further algorithms like GIF or DEFLATE [12].
LZ77 introduced the sliding window principle, where the
sliding window is usually divided into a search buffer (a
dictionary) and a look-ahead buffer. The found longest prefix
of the look-ahead buffer starting in the search buffer is encoded
as a triplet (i, j, X), where i is the distance of the beginning
of the found prefix from the end of the search buffer, j is the
length of the found prefix and X is the first character after the
prefix in the look-ahead buffer.

C. LZ77 Based IP Packet Compression

The LZ77 algorithm and LZ77 derivatives are widely used
in IP packets compression devices like [2]-[5]. The re-
search [13], [14] in the last 20 years has shown LZ77 abilities
to reach high throughput of tens of gigabits per second when
implemented in hardware (FPGA). Some of the hardware
implementations have adopted the SIMD (Single Instruction
Multiple Data) principle and introduced an implementation
with wider processed words like 64 or 128 bits per one
clock cycle. Other hardware implementations rely on multiple
independent compression blocks.

D. LZA4 Fast Lossless Compress Algorithm

LZ4 [6] is a representative example [11] of a modern
and fast lossless compression algorithm. The main difference
to LZ77 is the use of hash-based search algorithm [16].
Reference addresses of 32-bit data words are stored in a
hash table, which realizes a dictionary. This dictionary has
to be (re)initialized (to all zeros) before each run of the LZ4
algorithm and it is designed to fit in a L1 CPU cache. LZ4 is
designed to process data in an efficient way, most of data flow
operations are processed in 32-bit (hash calculation) or 64-
bit (memory access) words to exploit the maximum memory
bandwidth. However, memory buffers are byte oriented and
the memory subsystem of the LZ4 algorithm has to support
8-bit unaligned memory access. This results into a complex
memory subsystem [16].



E. Evaluation of LZ4 for Multimedia Use

There were some attempts to use a modern lossless com-
pression algorithm for multimedia streams (4K/UHD in this
particular example [17]) under real-time conditions with av-
erage reduction of 23% of the required bandwidth. This
particular example was measured using a software version of
LZ4 running on a high-performance PC equipped with Dual
Xeon E5620 (8 cores in total) and 32 GB RAM.

Based on previous results, we did our experiments [18]
with the LZ4 algorithm, setting LZ4 parameters (and thus its
behavior) to be more suitable for a hardware implementation
in FPGA. We assumed the following properties:

o Hardware implementation will be focused on IP packet
lossless compression, where packets are carrying multi-
media data split into jumbo packets of the maximum size
9216 bytes [19].

o The hash table (dictionary) will be implemented in the
FPGA embedded memory (such as BlockRAM in Xil-
inx FPGAs), thus limiting its size to several kilobytes.
Larger hash tables will be unsuitable for this hardware
implementation.

« We will measure LZ4 compression ratios on multimedia
testing datasets with different color depths and color
encodings. Testing data sets were from the CineGrid
database [20] with the exception of the SDI format, where
the real transmission data were used.

The measured results are shown in Table I and visualized
in Figure 1. N parameter represents the number of hash table
records, where each record is a 4 byte wide (32-bit memory
pointer) resulting in LZ4 hash table size formula 2V+2. The
compression ratio is changing according to the change of the
N parameter. A sweet spot has been found for the N parameter
in the range of 12-14 (4096-16384 records respectively).

TABLE 1
AVERAGE LZ4 COMPRESSION RATIO VS. HASH TABLE SIZE VS. IMAGE
COLOR DEPTH AND COLOR ENCODING [18].

Encoding N 8 10 11 12 13 14
8-bit RGB 0,686 | 0,669 | 0,655 | 0,643 | 0,636 | 0,632
24-bit RGB 0,914 | 0,905 | 0,902 | 0,899 | 0,898 | 0,897
32-bit RGB 0,863 | 0,850 | 0,845 | 0,841 | 0,839 | 0,838
48-bit RGB 0,991 | 0,989 | 0,988 | 0,988 | 0,988 | 0,987

SDI 20-bit YCbCr | 0,883 | 0,878 | 0,874 | 0,871 | 0,868 | 0,867

F. LZ4 for IP Packet Compression

LZ77 (and the successors like LZ4) can achieve [2]-[4],
[13], [14] the throughput of 10 Gbps or more. The minimal
requirement for 10 Gbps throughput in an FPGA design is
a 64-bit data bus clocked at 156.25 MHz. We have to ensure
that the compression design will be able to process 64-bit data
in each clock cycle.

The maximum time for data loading into an input buffer
will be 1150 clock cycles (9000 byte is the maximum payload
size [15] of a jumbo packet further divided by 64-bit datapath
size). The hash table sweet spot begins at 1024 records and

Commpression Ratio vs. Image Color Depth

Simulation of IP Jumbo Packet Compression

Average Compression Ratio

8 10 12 14 16 18 20
N -Hash Table Size Parameter (Formula 2(N+2))

=@ 48-bit RGB == 32-bit RGB 24-bit RGB == 8-bit RGB =#== SDI 20-bit YchCr

Fig. 1. The dependency of the compression ratio and the dictionary size
during the simulated LZ4 compression of IP jumbo packets [18].

ends at 4096 records. Its unreasonable to create a hash table
larger than the input buffer. The size of 1024 records is the
largest hash table (dictionary) suitable for (re)initializing by
the linear memory passage (a simple counter can be used)
with the minimum impact to FPGA resources. For larger hash
table sizes, status flags indicating that a given table item has
been written can be used, but the impact on FPGA resources is
much bigger, causing the overall design size to be increased by
300% (for N = 10). For a higher N parameter, the overhead
will be even much higher.

G. Problem Definition

Our research is focused on low-latency and high-throughput
real-time multimedia compression applications. Our assump-
tions and experiments with the hardware based version of the
LZ4 compression algorithm resulted in to the data flow and
dependency analysis. This analysis has shown the dictionary
initialization process a weak spot that increases the latency
significantly.

II. METHODS FOR MAINTAINING VALID DICTIONARY
CONTENT

There are two fundamental methods for maintaining valid
dictionary records [21], the linear passage and the status
register field. Both methods are widely used in FPGA de-
signs. They differ to each other in speed (design frequency),
(re)initialization time (latency), required resources and suit-
ability for particular use cases. We assume that the evaluated
dictionary (memory) is initialized with one constant value.

A. Linear Passage

The linear memory passage is a fundamental method for
(re)initializing memory to a default (constant) value [22]. The
fundamental part is a counter with the same width as the mem-
ory address vector, thus all addresses are generated (including
other control signals like write enable) for the (re)initialization
purpose. The data input port (vector) is multiplexed by the
default value during the (re)initialization process.

Advantages of the linear passage method are: a simple
and straightforward design and low resources requirement.



Disadvantages are: that the (re)initialization process requires
a lot of clock cycles to pass through all addresses and that the
adder used by a counter has a long carry chain that limits the
maximum design frequency. These two disadvantages increase
latency of the design.

B. Flip-Flop Based Status Register File

The second approach [21] is flip-flop based status register
file, where each flip-flop preserves a bit wide flag indicating
the status of the related memory cell (written or not written).
When a memory read occurs before a write operation, the
memory output will be multiplexed to the default read value.

Advantages of the flip-flop based approach are higher op-
erating frequency than with the linear passage and the latency
of one clock cycle, because all flip-flops can be effectively
cleared in parallel. Disadvantages are the exponential growth
of required resources with respect to the memory address
vector width. When a large memory is used, the operating
frequency will drop significantly due to FPGA routing and
synthesis issues.

III. OUR APPROACH

In this section, we present an alternative way for storing
informations inside FPGA without using flip-flops and we
describe our approach in detail .

A. Alternative Ways for Storing Information Inside FPGA

Flip-flops are not the only way for storing information
inside FPGA. We designed our solution with Xilinx FPGA
resources [23], but there are no restrictions for the use with
Altera FPGAs. A Configuration Logic Block (CLB) is an
elementary FPGA block, consisting of two slices. Each slice
consists of four Look-Up Tables (LUTs) and eight flip-flops.

30% of LUTs in Xilinx FPGAs have three modes of
operation [23]. The first is the default look-up table designed
for realizing a combinatorial logic with up to 6 inputs and one
output. The second mode is a SRL mode where the LUT is
transformed into a shift register with up to 32-bits without set
or reset abilities. This can be considered as a disadvantage.
The last mode of operation is distributed memory, where the
LUT is turned into a small RAM consisting up to 64x1-bit
single port memory. The memory capacity and the access port
count can be scaled up to 256x1-bit single port or 64x1-bit
quad port distributed memory within one slice [23].

B. Distributed Memory Based Solution

Distributed memory features a higher density (256 bits)
per slice than flip-flops (8 bits). The amount of resources is
doubled when a CLB is considered. The high dense design
will make a routing process easier.

Distributed memory can not be cleared in one clock cycle
like a flip-flop based approach and requires a linear passage for
clearing all bits. The latency of the distributed memory based
design is limited to 64 clock cycles in our particular example.
The limit can be computed as Latency = 2-UTImputs Dye
to FPGA parallelism, all distributed memory blocks can be
cleared in parallel.

The asymptotic computational complexity is the same as in
the flip-flop based approach because the latency is independent
from the problem size (memory address vector width). The
same idea can be applied to the consumed resources, when
both methods require an exponential amount of resources
related to the memory address vector width. Both methods are
equivalent from the asymptotic complexity point of view [24].

C. Elementary Block Design

The elementary block (EB) design (depicted in Figure 2)
consists from a distributed memory block of 64-bit size, where
each bit represents the status flag (written or not written). The
second part is an address multiplexer, where one address input
is used to the standard operation mode and the second input
is dedicated to the (re)initialization mode. The reset signal is
used for switching the multiplexer, the write enable and the
input data signal during the process of (re)initialization.
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Fig. 2. The inner architecture of the elementary block.

D. Architecture of the Status System

The architecture of the status system consists from five main
blocks.The block diagram of the architecture is depicted in
Figure 3. The first part is a set of multiple elementary blocks
corresponding to the required main memory (dictionary) size.
The second part is the output selection logic used for picking
the right elementary block output (by masking outputs).

The third part is the memory address splitter for splitting the
memory address vector into two parts. The lower part (6 bits
according to the number of LUT input ports) is forwarded
directly to the elementary blocks as the standard operation
mode address. The upper part is forwarded to the fourth block
denoted as EB SEL. The EB SEL is an acronym for the
elementary block selector, thus EB SEL is the address decoder.

The fifth and the last block is the modulo 64 counter
generating the address range for all elementary blocks during
the (re)initialization process.

E. Testing Setup

We developed the design implementing all the three men-
tioned approaches (linear passage, flip-flop array and dis-
tributed memory based approach) with a unified interface (see
Program 1).
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Program 1 A unified VHDL interface for all implementation

types.

entity top is port (
clk, reset, we in std_logic;
adri in std_logic_vector (W-1 downto 0);
din in std_logic_vector (35 downto 0);
dout out std_logic_vector (35 downto 0);
written out std_logic);

end top;

The implementation type and some other parameters (such
as LUT size) are set by generic constants. The design proper-
ties and assumptions are the following:

e LUT has 6 inputs,

e A memory cell width is 36 bits (one of the native
BlockRAM widths [25], intended for simulating a 32-
bit memory pointer like software version of LZ4 does,
this dictionary cell width has been used elsewhere [26]),

o W parameter stands for the intended memory address
vector width and defines the memory capacity (2" =
36bits),

« The output multiplexer is not implemented in the flip-flop
based approach and distributed memory based approach
(we prefer the status flag to the default value for handling
by a control finite state machine). The default value de-
tector is not implemented in the linear passage approach
as a compensation,

o The design input and output signals are buffered with
flip-flops,

o The synthesis strategy favors the design speed,
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Fig. 4. The relation between maximum design frequency and the W parameter
across all approaches.
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Fig. 5. A relationship between the design FPGA resources consumption and
the W parameter across all approaches.

o The frequency is measured on a fully routed design.

The design has been synthesized by the Xilinx ISE toolset
(14.7 version) on a 6-core Intel Xeon E5-1650 v3 (15 MB
Cache, 3.50 GHz), 32 GB DDR4 and SSD drive. The selected
FPGA chip has been Virtex-7 690T (XC7V690T-2FFG1158).
This chip is the highest density FPGA included in our Xilinx
ISE license.

F. Results

The resource consumption, achieved frequency and latency
are summarized in Table II and visualized in charts Figure 4
(speed comparison) and Figure 5 (FPGA resources consump-
tion).

The evaluation can be divided into three parts based on
value of the W parameter. For W in the range 6-10 we see an
advantage of the distributed memory based solution, beating
other approaches in the maximum achieved frequency and it
consumes the same or less amount of resources. For W in
the range of 11-15 the distributed memory based solution has
an advantage to the flip-flop based approach in the maximum
frequency and lower FPGA resources utilization.

The flip-flop based solution can not even be synthesized if
the W parameter was equal or greater than 16. This behavior
was probably caused by the inefficiency of the synthesis tool
(Xilinx XST) to synthesize such a large design. When the W
parameter was equal or greater than 17, a significant drop of



Linear passage approach
Address width ”W” 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Slices 96 85 93 100 111 110 112 118 122 249 287 393 194 631 347
LUTs 179 185 191 196 197 | 203 | 206 211 215 386 457 533 299 805 568
Registers 50 52 54 56 59 61 63 65 67 75 76 95 79 90 91
Frequency [MHz] 543,8 | 543,8 | 543,8 | 477,3 | 543,8 | 529,7 | 489,5 | 444,0 | 388,7 | 395,6 | 328,3| 200,5| 2223 182,0 163,5
Latency [Cycles] 64 128 | 256 | 512| 1024 | 2048 | 4096 | 8192 | 16384 | 32768 | 65536 | 131072 | 262144 | 524288 | 1048576

Flip—flop based approach
Address width ”W” 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Slices 89 137 155 | 268 | 453 | 1157 | 2205 | 3776 | 10108 | 15774
LUTs 221 309 | 478 837 | 1542 | 3417 | 6562 | 13850 | 31750 | 57582
Registers 111 176 | 303 | 594 | 1148 | 2223 | 4157 | 8270 | 16607 | 32928
Frequency [MHz] 543,8 | 523,8 | 495,3 | 408,8 | 340,8 | 268,2 | 171,5 | 167,1 | 161,1 | 126,0
Latency [Cycles] 1

Distributed memory based approach
Address width ”W” 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Slices 73 79 77 75 98 123 | 206 337 488 984 2364 3686 7033 13104 24987
LUTs 146 151 159 171 209 | 235 | 377 471 912 | 1889 3657 6737 | 13341 25227 55607
Registers 54 57 63 73 91 129 195 239 619 | 1118 2176 71 72 190 74
Frequency [MHz] 543,8 | 543,8 | 543,8 | 477,3 | 543,8 | 543,8 | 512,6 | 508,6 | 480,1 | 4374 | 3432 1234 1243 108,9 50,2
Latency [Cycles] 64
*Grey colored results has been extrapolated due to inability of Xilinx XST to synthesize such a large design.
TABLE II

PROPERTIES OF MEASURED DESIGN LIKE LOGIC GATES COUNT, FREQUENCY, ECT. DEPENDING ON THE W PARAMETER.

frequency and register count occurred. The synthesis tool (the
Xilinx XST from Xilinx ISE 14.7 toolset) probably broke the
locality of the references principle (counter modulo 64 was
not replicated as for designs with the W parameter smaller
than 16).

The linear passage approach shows the best results of
resource consumption and decent frequency for higher values
of the W parameter, but the latency (2" clock cycles) is
enormous across the whole range. The latency is 1 clock cycle
for the flip-flop based approach and 64 clock cycles for the
distributed memory approach.

Although the latency of our approach 64 clock cycles is
higher than in the flip-flop based approach is still smaller
than the latency of the compression block. The compression
time (loading data + compression itself + unloading data) will
usually take more time than the dictionary (re)initialization in
our case where jumbo packets have been used. The latency of
the linear passage approach will not satisfy the requirements
for higher values of the W parameter, which are typical for
desired dictionary capacities (the latency should be less than
1150 clock cycles, but the less, the better).

IV. CONCLUSION

We presented a novel approach for maintaining valid con-
tent of an FPGA embedded memories, which is suitable for
implementing a dictionary for lossless compression algorithms
like LZ77 or LZ4, which is suitable for real-time IP packet
compression applications. We analyzed the most widely used
approaches (flip-flop array and linear passage) and their ad-
vantages and disadvantages. The novel approach is based on
a distributed memory mode of a Xilinx LUT blocks and it
combines the advantages of both previously known approaches
with only one minor disadvantage.

Our approach has the same asymptotic time complexity
as the flip-flop approach. However, our approach has better
performance, resource utilization and synthesis abilities

Our approach outperforms the linear passage based ap-
proach in the achieved frequency (with the exception of
synthesis issues for address width over 16) and the latency
across the measured range. The linear passage approach is out-
performed even in resource utilization, when the W parameter
is equal or less than 10.

The only minor disadvantage of our approach is a slightly
increased latency of 64 clock cycles when compared to the
1 clock cycle of the flip-flop based approach, but this not an
issue issue for the target application in lossless compression
algorithms.

Our approach can be used for the effective implementation
of a dictionary for compression algorithms in a mid-density
memory like Xilinx UltraRAM feature [27], which has in-
creased the FPGA memory density by 600%. This particular
use case can be covered by the range 15-20 of the W param-
eter. Our approach can be used for FPGAs of other vendors
like Altera. We plan to continue with our measurements on
different platforms (Altera based) or synthesis tools such as
Xilinx Vivado or Altera Quartus.
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ABSTRACT This paper presents a detailed analysis of various approaches to hardware implemented
compression algorithm dictionaries, including our optimized method. To obtain comprehensive and detailed
results, we introduced a method for the fair comparison of programmable hardware architectures to show the
benefits of our approach from the perspective of logic resources, frequency, and latency. We compared two
generally used methods with our optimized method, which was found to be more suitable for maintaining
the memory content via (in)valid bits in any mid-density memory structures, which are implemented in
programmable hardware such as FPGAs (Field Programmable Gate Array). The benefits of our new method
based on a “Distributed Memory” technique are shown on a particular example of compression dictionary
but the method is also suitable for another use cases requiring a fast (re-)initialization of the used memory
structures before each run of an algorithm with minimum time and logic resources consumption. The
performance evaluation of the respective approaches has been made in Xilinx ISE and Xilinx Vivado toolkits
for the Virtex-7 FPGA family. However the proposed approach is compatible with 99% of modern FPGAs.

INDEX TERMS Compression algorithm, compression dictionary, FPGA, hash table, .Z4, 1L.Z77, memory

architecture, performance comparison, status register.

I. INTRODUCTION

Lossy or lossless high-speed and low-latency compression
is important for many applications in real-time networking,
video transmissions or disk storage. The research in lossless
compression has led to the development of new types of
devices that perform compression in real-time. Over the last
decade, the throughput of these devices has increased up to
44.8 Gbps (Gigabit per second) [1] from a gigabit speed. The
progress has been made by improving designs step by step
with new techniques or tweaks that have made these designs
more efficient in terms of speed, logic resources utilization
or compression ratio. We focus on the improvement of the
specific area of compression algorithms — compression dic-
tionaries and how to increase their overall performance.
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Il. BRIEF MOTIVATION AND CONTRIBUTIONS

In this paper, we focused on exploring new ways of improving
the overall performance of hardware-implemented compres-
sion algorithms. We put emphasis on these design properties:

« maximum throughput,

o maximum frequency,

o resources utilization,

« computation latency,

« predictability.

The mentioned design properties have no direct impact on
the compression ratio; however, they may have an indirect
effect, such as using an original amount of logic resources
to implement a larger dictionary when a resource-efficient
architecture was selected over the original one (due to saved
resources).

In some specific use cases, the compression ratio may
be less important than the design throughput, latency, and
predictability. These requirements are considered to be
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fundamental for Real-Time systems [2]. To achieve a great
compression ratio, some sophisticated techniques for a match
search are usually used (re-hashing principle, for example).
On the other hand, these sophisticated techniques introduce
variability in data processing, which results in stalls in a
compression engine datapath; thus, computation latency is
variable and unpredictable.

Several hardware architectures focused on maximizing
the design throughput have been introduced in the past few
years [1], [3], [4]. On the other hand, no current architecture
has emphasized lowering an architecture overhead to reduce
the respective architecture computation latency or resource
utilization. It has been identified [5] that the overhead (a
compression dictionary initialization) necessary for the com-
pression process (computation phase) could require more
time than the compression itself.

Our goal is to reduce the computation latency and resource
utilization while increasing the operating frequency by
improving the compression dictionary architecture.

The contributions of the paper are:
o« We analyzed three existing techniques suitable for

implementing a compression algorithm dictionary,
including our new technique [5].

« We created a new methodology for evaluating the ana-
lyzed techniques.

« We performed an experimental test to obtain results.

e A conclusion has been made that our method (““Dis-
tributed Memory”’) shows better results than the other
techniques in terms of maximum frequency, computa-
tion latency, and amount of required logic gates for our
specific use case. This statement has been supported by
quantitative analysis and experimental results.

Ill. THEORETICAL BACKGROUND

Implementations of lossless compression algorithms in hard-
ware (in both FPGAs and ASICs — Application Spe-
cific Integrated Circuit) appeared right after the moment
when software implementations were unable to satisfy the
desired performance requirements such as throughput or
latency. In the last two decades, a device realizing real-time
compression of network communication using IP (Internet
Protocol) principles became a widespread use case. The
authors would like to summarize the properties of such
implementations [1], [3], [7]-[32] as follows:

o« The majority of designs are based on the LZ77
algorithm [33] or derived algorithms such as LZ78 [34]
or LZW [35].

o The Ilatest designs experiment with new derived
algorithms focused on better compression ratio
(LZMA [12]-[14], [36]) or speed (LZ4 [4], [31], [32],
[37D.

o The compression speed is improved by massive pipelin-
ing or parallelization (systolic arrays) [24] of the match
searching mechanism [38].

o There is a direct proportion between the compression
ratio and the size of a compression dictionary. However,
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most of the mentioned implementations use (FPGA)
embedded memory blocks (kilobytes in size) rather than
external memory [8] such as DRAM (Dynamic Ran-
dom Access Memory) or SRAM (Static Random Access
Memory) chips.

o Compression dictionaries use three fundamental
approaches: CAM (Content Addressed Memory) [39],
hash table [40], and small (shift) register array for stream
operating implementations [9], [17], [32], where the
dictionary stores a few processed data words.

e Many implementations have small (size of kilobytes
on average) input/output buffers optimized towards a
block-oriented compression that makes them suitable for

IP packet oriented compression [31].
A representative example of a hardware implementation of

a lossless compression algorithm has the following features:
It is based on LZ77 with massive parallelization of a match
search mechanism with particularly small data/compression
dictionary buffers.

A. LZ77 PRINCIPLES AND THE IMPACT

OF THE DICTIONARY

LZ77 is a universal compression algorithm that is asym-
metrical (the compression requires more time or resources
than decompression) and single pass (data to be compressed
are processed only once). LZ77 is a fundamental lossless
compression scheme used in many further algorithms such as
DEFLATE [41] or GIF (Graphics Interchange Format). The
technique of the “Sliding Window™ [6] for searching match
candidates is used by the LZ77 algorithm (see Fig. 1).

The sliding window is usually divided into a search buffer
(a dictionary) and a look-ahead buffer. The longest found
prefix of the look-ahead buffer starting in the search buffer
is encoded as a triplet (i, j, X), where i is the distance of
the beginning of the found prefix from the end of the search
buffer; j is the length of the found prefix; and X is the first
character after the prefix in the look-ahead buffer. The size
(and the architecture) of the dictionary has a great influence
on the compression ratio. A larger or better organized dic-
tionary improves the compression ratio of the implemented
compression algorithm because of the increased probability
of finding a match over the larger sliding window [5].

There are three most common architectures of a dictionary.
We would like to summarize their advantages and disadvan-
tages from the perspective of their suitability for IP packet
compression.

1) SHIFT REGISTERS FOR STREAM OPERATING
IMPLEMENTATIONS

This type of a dictionary focuses on maximum performance
in terms of operating frequency and the implementation
architecture is carefully designed to process data in a (deep)
pipeline to achieve maximum throughput. This seems to
be an optimal solution for IP packets aware compression
(a continuous stream of IP packets) with minimal latency
[9]. [32], but the compression ratio is quite low compared to
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FIGURE 1. LZ77 sliding window technique. [6].

other approaches. The depth of the pipeline limits the sliding
window of the dictionary to several words of processed data.
The dictionary content does not have to be initialized because
the match is only being searched in the pipelined data.

2) CONTENT ADDRESSED MEMORY (CAM)

The CAM based approach utilizes data spacial locality
where the dictionary can accommodate more entries if the
processed data are highly repetitive. The disadvantage is
that each CAM memory cell is usually implemented by
flip-flops and requires its own comparator for searching a
match, requiring many logic resources. Therefore the enor-
mous logic consumption consequently slows down the entire
design by reducing the maximal operating frequency of such
design [42].

Several techniques [42], [43] were introduced to improve
some design properties such as reducing the amount
of (some) required logic resources via the usage of other
design primitives like embedded memory block. Another
disadvantage is a latency of five clock cycles for a search
operation.

On the contrary, a CAM based dictionary could easily be
initialized via a dedicated reset/clear input of these flip-flops.
Overall, we found the usage of CAM based dictionary not
viable for our specific case requiring low-latency operations.

3) HASH TABLE

The hash table principle became popular when fast, modern
compression algorithms (LZ4 [37], LZO [44]) appeared. The
common idea of these algorithms is improving the throughput
by increasing the width of the processed data word (the word
width is 32 or 64 bits to match the ALU (Arithmetic Logic
Unit) register width in modern processors [45]). These word
widths are too large to be used as a direct address to the
dictionary (the dictionary will have 4 gigabytes for the 32-bit
word width). The CAM technique will make these algorithms
slower [46] but fairly large dictionaries became required for
a decent compression ratio. This led to implementing the
dictionary as a hash table [1], [3]. The important features of
a hash table implementation are the following:

« The hash algorithm can be extremely fast (just a constant
multiplication in LZ4 [31], [47], the result is trimmed
to an appropriate number of address bits to match the
dictionary size).
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e Produced hashes can collide with each other reduc-
ing the compression ratio a little (but saving memory
required for the dictionary).

« Dictionaries are usually implemented in embedded
memory blocks. In our particular example, the used
Xilinx BlockRAMs are RAM based blocks with den-
sities of 36 kilobits [48]. The content (a dictionary)
in embedded/DRAM memory cannot be cleared in a
single clock cycle [48], [49] like flip-flop (SRAM)
based memory. This embedded memory block design
is a trade-off between the memory capacity and the
number of transistors required for the memory cell
matrix [48].

« [P Packet optimized designs require clearing the entire
dictionary before each run of the implemented com-
pression algorithm (each IP packet is considered as one
block).

B. REQUIREMENTS FOR THE DICTIONARY DESIGN

The requirements are set with emphasis to the particular
use case: the IP protocol packet compression accelerators
implementing LZ77 algorithm.

o The dictionary design should be suitable for IP packet
compression (block compression oriented).

¢ The maximum payload will be 9 kB (the maximum size
of a jumbo packet) [50].

o 10 Gbps throughput requirement leads to a 64-bit dat-
apath clocked at 156.25 MHz at least because a design
with 8-bit datapath will require a 1.25 GHz system clock
which is significantly above the FPGA limits.

o The time required for loading the processed data from
the buffer is 1150 clock cycles in the worst case.

o The dictionary size should be in the range of 1k—16k of
entries (larger dictionary makes no sense compared to
input/output buffer size).

o The dictionary will be implemented as a hash table.
Therefore, we have to deal with the problem of poten-
tially slow (re-)initialization.

The problem to be solved: the dictionary will be imple-
mented as embedded/DRAM based memory. We have to find
an efficient method (in terms of time) for (re-)initialization
of the dictionary content. The efficiency in terms of logic
resources can lead to a trade-off with a time sub-optimal
solution.
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FIGURE 2. Common phases of a hardware implemented compression algorithm.

C. COMPUTATION TIME OF A COMPRESSION
HARDWARE BLOCK

A general (hardware) implementation of a compression algo-
rithm has several phases where most of them are not orig-
inally related to the compression itself. However, they are
needed for proper operation of the compression block. Some
of these phases (see Fig. 2) can overlap each other because
they were implemented [1], [3], [17], [26] in a smart way.
Further details about each phase follow:

1) LOADING DATA INTO AN INPUT BUFFER

The time required for storing data into the input buffer is
dependent on the type of application, and on the size and
throughput of the respective buffer. The (maximum) required
time [51] can easily be determined as a ratio between the
throughput and the size. This phase can run in parallel with
the next phase (initialization); however this phase is essential
for proper operation of the compression block.

2) COMPRESSION BLOCK INITIALIZATION

The initialization of the compression block is intended to
set-up default values of design registers or any other data
structures like a compression dictionary, acquiring the size
of the data, etc.

Despite the fact that the initialization phase can run in
parallel with the data loading phase, the computational time
of this phase is heavily affected by the overall architecture of
the particular design. Initialization of complex data structures
(used by a compression dictionary, for example) could easily
be more time consuming than the data loading phase.

3) COMPRESSION

The most important phase is the compression itself, which is
supposed to search for matches in a compression dictionary
and encode respective output with particular examples of LZ
based algorithms [38]. The maximum computation time can
be estimated as the ratio between the input buffer size and the
respective throughput of the compression phase. The compu-
tational time could be lower than the time of the initialization
phase in our particular case (see Section I1I-B).

4) SAVING COMPRESSED DATA TO AN OUTPUT BUFFER

This phase is intended to store the compressed data into an
output buffer. This functionality is usually implemented in
the compression phase, therefore, these phases can overlap.
In certain situations, the compression ended, but some data
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are still not copied to the output buffer. It is obvious that the
computational time will be low.

D. SUMMARY

The conclusion is quite simple — calculating the overall
latency is not simple, because it involves latencies of some
other phases besides the compression phase as the primary
function. The time (latency) required for transferring the
processed data to/from input/output buffers has the same
lower bound asymptotic complexity as the compression itself,
the Q(n). The question is, which compression dictionary
architecture can match or decrease such lower bound asymp-
totic complexity, especially when the required dictionary can
be larger than the buffers [5]?

IV. STATE OF THE ART - EVALUATED METHODS FOR
INITIALIZING A DRAM BASED MEMORY STRUCTURES

We have selected a hash table for implementing a dictio-
nary for a lossless compression algorithm. The choice has
been made based on the analysis in the previous chapter.
We are looking for a design for IP packet compression
based on LZ77 with a minimum throughput of 10 Gbps per
implemented block for applications in 10 gigabit ethernet
networks. We put emphasis on the latency of the dictionary
(re-)initialization phase.

We assume optimizations and techniques introduced by
modern fast lossless compression, such as L.Z4, can improve
the ratio between logic gates count and throughput. This
might allow implementing multiple compression blocks in
a single FPGA. In the following sections, we will discuss
three alternative techniques suitable for the hash table (imple-
mented using BlockRAMs) based compression dictionary
architecture. These techniques can be used in other architec-
tures that are also BlockRAM based.

A. LINEAR PASSAGE APPROACH
The linear memory passage is a fundamental method for
initializing memory to a default (constant) value [7].

The fundamental part is a counter with the same width as
the memory address vector, thus all addresses are generated
(including other control signals like write enable) for the
(re-)initialization purpose. The data input port (vector) is
multiplexed by the default value during the (re-)initialization
process.

Advantages of the linear passage method are a simple
and straightforward design and low resource requirements.
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FIGURE 3. Architecture of the “Elementary Block". [5].

Disadvantages are that the initialization process requires a
lot of clock cycles to pass through all addresses and that the
adder used by the counter has a long carry chain that limits
the maximum design frequency. These two disadvantages
increase the latency of the design. This method is the only
suitable approach for clearing a high density memory (with
millions of entries) such as entire (external) DRAM [52]
chips.

B. FLIP FLOP BASED APPROACH FOR A STATUS REGISTER
The second approach [53] uses a flip-flop based status register
file, where each flip-flop preserves a single-bit wide flag
indicating the status of the related memory cell (written or
not written). When a memory read occurs before a write
operation, the memory output will be multiplexed to the
default read value.

Advantages of the flip-flop based approach are a higher
operating frequency than with the linear passage and the
latency of one clock cycle, because all flip-flops can be effec-
tively cleared in parallel. Disadvantages are the exponential
growth of required resources with respect to the memory
address vector width. When a large memory is used, the oper-
ating frequency will drop significantly due to FPGA routing
and synthesis issues.

C. DISTRIBUTED MEMORY BASED APPROACH

FOR A STATUS REGISTER

We proposed an approach [5], [54] that combines previ-
ous approaches to get as many advantages (like the same
asymptotic complexity [51] requiring less FPGA resources
than the flip flop based approach) and to mitigate as many
disadvantages from both techniques. The idea is to use an
alternative way of storing data in an FPGA-based design
instead of ordinary flip-flops, using the distributed memory
block [55] in our particular case. This approach is comparable
to the LVT (Live Value Table) [56], [57], where the idea is to
split the design into two parts. Each part uses a different type
of memory (flip-flop & BlockRAM) instead of a single type
(flip-flop).

The flip flop based array of single-bit wide flag registers
is split into small segments with the same size as a single
distributed memory block (64-bits for the Xilinx 7-series
architecture). The distributed memory block based design is
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divided into two parts: the “Elementary Block™ (EB) and the
“Address Control Logic” (ACL).

1) ELEMENTARY BLOCK

The EB (see Fig. 3) is composed of one distributed memory
block with the size of 64 individual bits (the maximum size
for a single 6-input LUT (Look-Up Table) [55] implementa-
tion). The distributed memory block has to be cleared (ini-
tialized) by the linear passage approach requiring 64 clock
cycles. The linear passage approach also requires a multi-
plexer for switching address vectors between the standard
and initialization mode (selected via the reset signal). The
standard address vector input of the EB is the last (low-
est) six bits of the address range for the status register.
The second (initialization mode) address vector input is ded-
icated to the logic of the linear passage of the ACL block.
The “Written” signal represents the information indicating
whether a particular memory cell had a write request and
the related record in a dictionary contains valid data. The
default value for the initialization of the ‘“Written” signal
is logic zero (therefore, all bits in the distributed memory
block).

2) ADDRESS CONTROL LOGIC
The ACL architecture (see Fig. 4) shows four individual parts

of the status register:
e “CNT M64”— The 6-bits wide counter (counting as

modulo 64) for generating the address vector for the
elementary blocks while the initialization mode is active.

e “SPLIT”& “EB SEL” — The “SPLIT” block splits
the address vector input into the upper and lower part.
The lower part has six bits to match the address range
of the EB. The upper part is forwarded to “EB SEL”
implementing an address decoder. The address decoder
is generating the “Chip Enable” (CE) encoded as one-
hot value for each EB in the design. Consequently, only
one EB is selected at each clock cycle.

o Output Masking — Only the output of the chosen EB is
passed to the “Written” signal via AND/OR logic gates.
Outputs of rest EBs are masked.

V. A QUANTITATIVE ANALYSIS

This section presents a discussion about which design param-
eters have an impact on such compression dictionary design.
The general observed properties for a hardware accelerator
implementing a compression algorithm are:

e compression ratio,

« throughput,

« latency,

« operating frequency,

« amount of logic resources.

As stated earlier in Section III-A, the compression dic-
tionary size significantly affects the respective compression
ratio. In the case of a hardware accelerator, input/output
buffers and compression dictionary are often implemented
using embedded memory blocks (called BlockRAM/M9K
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FIGURE 4. Architecture of the “Status Register” based on EBs and the ACL. [5].

in the case of Xilinx and Intel/Altera FPGAs, respectively).
Therefore the sizes of (the example) dictionaries in our case
are simulated by modifying the “W”” parameter [5], which
stands for a memory address bus width. The relation between
memory capacity (which accommodates a compression dic-
tionary, for example) and the address width can be expressed
as formula (1). The formula assumes a digital system. There-
fore, the address is a binary number, and the number of entries
is also a power of two (cases where an address range does not
match a number of entries are not considered because they
are rare in digital design).

Memory capacity
W = log; ;
Memory entry width
= logr(Number of memory entries) (D)
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The operating frequency and the amount of used logic
resources are also affected by the used FPGA type (techno-
logical parameters).

A. ARCHITECTURE INFLUENCE
The particular architecture of such a dictionary affects the
remaining observed properties, which usually depend on the
used FPGA. In general, the architecture complexity affects
the number of logic resources needed for an implementation
in hardware and properties as such the latency required for
clearing them off. It is assumed that more complex architec-
tures will require a higher amount of logic resources. There
is no such assumption on (theoretical) architecture latency.
These logic resources have to be placed (“floor-
planned”’) [58] in the 2D space of the integrated circuit and
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interconnected by wires. It is clear that a higher number of
logic resources must occupy a larger area in a silicon. There-
fore the higher the area occupied, the longer the respective
wires will be, and they will contain more junctions.

Consequently, the increased wire lengths and increased
logic gate output load will increase the signal propagation
delay, and thus the maximum operating frequency of such
accelerator will be limited by the “slowest” signal [59]. The
reduced frequency will also reduce the respective throughput
of a compression accelerator.

In the particular case of a hardware compression accelera-
tor, it is a common attitude to design the accelerator to min-
imize the number of (system) clocks; only one clock signal
is being used in most cases. Such a compression accelerator
usually consists of several smaller “building blocks”, for
example: input and output buffers, compression dictionary,
match search unit [38], encoding unit, etc. It is obvious that
the lowest frequency of these “‘building blocks™ will be the
resulting operating frequency of the particular accelerator.
Therefore, the motivation is to design an accelerator where
all blocks are close to each other in terms of frequency to
improve the overall accelerator frequency, thus improving the
performance.

From this perspective, the architecture used for implement-
ing a compression dictionary has an impact on the amount of
required logic resources, thus frequency, and thus the overall
accelerator performance. In case the respective architecture
saves a lot of logic resources (against previously used com-
pression dictionary architecture), it will increase the overall
accelerator frequency. Despite the fact that there is no direct
influence on the compression ratio, a more resource-efficient
architecture could allow hardware designers to implement a
bigger dictionary with the same amount of resources as it was
originally, using to achieve a better compression ratio [5],
[38]. On the other hand, the extra logic resources can also
be used for implementing multiple accelerators with a higher
overall throughput while keeping the same (constrained) area
of an integrated circuit.

B. ESTIMATIONS

The amount of logic resources needed is affected by the
“W?” parameter and the capabilities of the used FPGA for
this estimation. The frequency parameter is usually indirectly
proportional to the amount of logic resources. The latency of
initialization of a compression dictionary is architecture spe-
cific. The compression ratio parameter cannot be estimated
in this particular case.

1) XILINX CONFIGURABLE LOGIC BLOCK (CLB)
ARCHITECTURE

As an abbreviation, FPGA is quite self-explanatory. It is a
giant array of fundamental blocks (CLBs [55] in the Xilinx
case) interconnected by a matrix of wires (FPGA fabric)
which can realize a desired logic function. This principle has
been shared among all major FPGA vendors. CLB can be
divided further into two slices. Each slice consists of four
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LUTs and eight flip-flops (registers) plus an interconnection
fabric.

The most common LUT width is 6 bits in most FPGAs
(LUT6). However, some older FPGAs had 4-bit LUTSs
only. Some LUTs have available alternative use cases
such as distributed memory blocks or wide shift registers.
The 6-bit LUT can usually be split further into two 5-bit
LUTs, which are more suitable for implementing less com-
plex logic functions. It seems a wider LUT is not going to
be introduced by FPGA vendors in the near future. Not all
elements in a CLB have to be utilized.

2) LINEAR PASSAGE APPROACH

As stated in the above text, the approach uses a counter
(counter width is equal to the “W” parameter) generating
all addresses (4), which is connected to the BlockRAMs
address input via a multiplexer. The multiplexer switches the
normal and reset operation addresses. The amount of logic
resources can be estimated [59] in the following way: the
counter will require at least “W?” LUTSs and “W?” regis-
ters. The multiplexer will require “W?”” LUTSs only for the
implementation. Therefore the linear passage approach will
likely require several LUTs (2) and registers (3) in total.

LUTpinear = 2% W ()
REGLinear =W (3)
Latencyrinear = 2V, )

3) FLIP-FLOP BASED APPROACH

This approach requires generating an array of registers equal
to the number of entries in a dictionary (2" in our case).
An address decoder is also required to select the individual
register during the operation. Therefore at least one LUT
will be required for each register resulting in estimations (5)
and (6)

LUTFgiip—Fiop = [loge(W) ] x 2" o)
REGFip—Fiop = 2" (©6)
LatencyFlip—Flop =1 (7)

4) DISTRIBUTED MEMORY BASED APPROACH

The numbers of required LUTs and registers are expressed
in formulas (8) and (9); thus they can be described as a
difference between the Distributed and the Flip-Flop based
approach:

o Each EB replaces 64 flip-flops; therefore, the total num-
ber of EBs is 2V 6.

« Individual address decoder for each EB is less complex
because it decodes 6 fewer address bits, which are omit-
ted by the SPLIT function.

o Each EB consists of 7 LUTs.

o The output masking function uses the 2-input AND
logic gates, which can be packed into the OR logic gate
(loge(W — 6) originally).
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TABLE 1. Estimated properties for all techniques depending on the “W"
parameter.

LUTs
Address width "W”| 6| 7| 8| 9| 10| 11| 12| 13] 14| 15
Linear 12| 14] 16| 18| 20| 22| 24[ 26| 28] 30
Flip-Flop 64]256(512|1024(2048(4096 8192 1638432768 65536
Distributed 15| 22| 38| 71| 135| 263| 519| 1159| 2311| 4615
Registers
Address width "W”| 6| 7| 8| 9| 10| 11| 12| 13] 14| 15
Linear 6| 7| 8| o 10| 1| 12| 13] 14| 15
Flip-Flop 64]128(256| 512[1024(2048|4096| 8192(16384|32768
Distributed 6
Latency [Cycles]
Address width "W”| 6| 7| 8| 9| 10| 11| 12| 13] 14| 15
Linear 64[128(256| 512[1024|2048(4096| 8192|16384 32768
Flip-Flop 1
Distributed 64

e CNT64 requires only 6 LUTs and 6 registers in total.
However, the counter itself might be replicated several
times by a synthesis tool (principle of locality [60]).

Therefore, the number of logic resources for the Dis-
tributed approach can be expressed in the following way:

LUTpiy = [logs(W — 6)] 2" =0 47 5 2(W=0)
+2x [logs(W — 6)] + 6

~ [loge(W — 6)] %2V =0 (8)
REGpjs; =6 9)
Latencypis = 20 — 64. (10)

5) ESTIMATION DISCUSSION AND SUMMARY

We estimated several properties (latency, resource utilization)
of respective techniques (see Table 1) by using formulas
mentioned in the previous section. Therefore we discussed
our expectations (design complexity and frequency) for indi-
vidual techniques.

The Linear Passage technique requires the least amount
of logic resources and also has the potential to reach high
frequencies. However, the latency will grow exponentially,
and this prevents this technique from being suitable for com-
pression dictionaries unless a large external memory is used
(memory is initialized only once during a power-up phase, for
example), and the latency of initialization is not an issue.

Therefore, the Flip-Flop and Distributed based techniques
were found suitable for implementations requiring dictionar-
ies to be (re-)initialized before each run of a compression
accelerator where the low latency is one of the requirements.

The Flip-Flop based approach having the best latency of
one clock cycle is redeemed by enormous logic consumption
(both LUTSs and registers), which grows exponentially. The
Distributed memory based approach seems to have the same
advantage (constant latency) and disadvantage (the number of
logic resources growing exponentially), however, the amount
of required logic resources is decreased by a factor of 64.

183108

TABLE 2. Brief estimations and expectations.

Technique Linear | Flip-Flop Distributed
Resources Minimal | Enormous Moderate
Design complexity Low Moderate High
Frequency High Moderate High
Latency Enormous | Minimal Fair
Suitability’ Low Fair Great

Note 1: For hash table based compression dictionary architecture.

On the other hand, the latency is increased by the same factor
to 64 clock cycles.

Thus the Distributed memory technique consumes less
logic resources than the Flip-Flop technique, and it is
assumed the frequencies will be higher in favor of the
Distributed memory technique. The respectively increased
latency will not be an issue in our case because the com-
pression dictionary initialization could run in parallel with
the loading data phase (see section III-C1). We assume this
phase will take more clock cycles than the compression dic-
tionary initialization phase for both Distributed and Flip-Flop
techniques.

The general expectations for all approaches are summa-
rized in Table 2. We assume the combination of latency, logic
resources consumption, and frequency in the “sweet spot”
range [5] (““W” between 6 to 15) will favor the Distributed
technique. It is assumed that the final properties and results
of individual techniques will change after implementation
due to the various optimization used by synthesis tools [58],
[59], such as resource sharing [61], [62], logic duplication,
or register balancing [63] may be applied.

VI. THE DISADVANTAGE OF THE PREVIOUSLY

USED METHODOLOGY

The initial set of measurements [5] was performed on a single
computer with the Xilinx ISE toolset using the same initial
conditions as those discussed in the following section VII-B.
We used the “Random PAR” (Place & Route) mode in
ISE, which allows to synthesize and PAR the design without
setting-up physical constraints such as FPGA pins assign-
ment. The creation of timing constraints such as a clock
period is not affected by this mode. The disadvantage of this
procedure is that designs (representing different approaches)
with the same value of the ““W”’ parameter have different pin
placements. The observed randomness of the pin placements
may affect the process of the synthesis, the PAR, and the STA
in the final consequence. This might make an advantage (pins
can be placed closer to an evaluated design) for one approach
and penalize other approaches. This led us to prepare a new
workflow to prevent this issue and to be supported by both
ISE and Vivado.

VIi. OUR APPROACH

We decided to choose a universal FPGA (in term of support
in the Xilinx tools) to perform objective measurements. Thus
we have selected the Xilinx Virtex-7 690T (XC7V690T-
2FFG1158) due to its size and being a representative
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TABLE 3. Computer systems used for the evaluation.

System/Platform CPU C/TI| RAM
Sun SunFire X4150 2x Intel Xeon L5420 8/8 |64 GB
Supermicro HSDME-2 | 2x AMD Opteron 2382 | 8/8 |64 GB

HP DL360 G6 2x Intel Xeon E5530 | 8/16 |64 GB
Dell PowerEdge T620 | 2x Intel Xeon E5-2640 |12/24|48 GB
ASRock B450M PRO4 | 1x AMD Ryzen 7 1700X | 8/16 |64 GB
Note 1: Cores/Threads

Implemented Test Design

Unconstrained Paths to I/O Pins
(No Impact to Timing)

Constrained Design
(Extracted Timing)

Evaluated
Technique

Linear WRITEN

Flip-Flop
Distributed

(%]
—
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-
=4
an
()
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FIGURE 5. Architecture of the design wrapper.

example of the Xilinx 7-Series FPGAs. The 7-Series archi-
tecture is the basis for the latest Xilinx FPGAs, such as the
UltraScale(+) [64] platform. An advantage of Virtex-7 is
that it is supported by both Xilinx development toolsets: the
Xilinx ISE (Integrated System Environment) and the Xilinx
Vivado in latest versions (version 14.7 and 2017.2 respec-
tively). The reason to chose both tools is that the research
started in 2015 (on Virtex-6 platform) when Vivado wasn‘t
recognized as a “mature” product. Usage of the ISE also
allows us to evaluate and compare the synthesis process
against Vivado without violating Xilinx ISE license [65].
All tests were performed on several computer systems (see
Table 3) representing trends in the last decade.

The synthesis process uses randomized algorithms;
however, each system has it‘'s own ‘“seed’. Therefore,
we included the information that the used computer systems
were different (and their respective configuration).

All systems have been following the requirements for
Xilinx ISE [66] and Xilinx Vivado [67].

A. EXPERIMENTAL SETUP

We developed the design implementing all three mentioned
approaches (linear passage, flip-flop array and distributed
memory based approach) with a unified interface (see Pro-
gram 1) in VHDL language.

The implemented approach and some other parameters
(such as LUT size and the address vector width “W?”) are
set by generic constants. We assume the following design
properties:
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o Xilinx 7-Series architecture with 6-input LUTs.

o A memory cell width of 36 bits (one of the native
BlockRAM widths [48], intended for simulating a 32-bit
memory pointer like software version of L.Z4 does. This
dictionary cell width has also been used elsewhere [16]),

o “W?” parameter stands for the intended memory address
vector width and defines the memory capacity (36%2%
bits).

As a 1)3recaution, we designed a test “Wrapper”, which
embeds an evaluated technique into a register array. The
architecture (see Fig. 5) of the “Wrapper” will prevent the
paths between physical FPGA I/O pins and the respective log-
ical signals to have any impact on timing analysis. Therefore
any path length could be virtually unlimited. Thus the tech-
nique designs can be substantially dense and floorplanned
almost anywhere in an FPGA.

Program 1 A Unified VHDL Interface for All Implementa-
tion Types. [5]

entity top is port (

clk, reset, we: in std_logic;

adri: in std_logic_vector (W-1 downto 0);
din: in std_logic_vector (35 downto 0);
dout: out std_logic_vector (35 downto 0);
written: out std_logic);

end top;

B. ADDITIONAL SETTINGS FOR SYNTHESIS TOOLS
We changed some of the parameters from the defaults for
Xilinx ISE and Xilinx Vivado to force the tools to favor the
design speed instead of area. Some additional parameters
were set to overcome some of the synthesis issues, such as
a memory overflow.

1) Xilinx ISE [63]

o Synthesis — Optimization Effort = Fast (Synthe-
sis consumes less memory allowing synthesis of
larger designs without a crash of Xilinx XST).

« Synthesis — Register Balancing = Yes

o Map — Register Duplication = On

e Map - Allow Logic Optimization Across
Hierarchy = Yes

2) Xilinx Vivado (Strategies) [68]

o Synthesis — PerfOptimized_High

o Implementation — Performance
_ExplorePostRoutePhysOpt

C. OUR TEST METHODOLOGY WITH THE LINEAR
PASSAGE APPROACH AS AN EXAMPLE

The new workflow improves the original workflow [5] by
removing of the observed randomness of physical con-
straints via fixing the used constraints across all implemented
approaches. The new workflow is depicted in Fig. 6, and
some of these phases will be described in an example (the
Linear Passage technique in our case) in a more detailed way.
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FIGURE 6. The test flow used for experimental measurements.
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The respective workflow paths for Linear Passage, Flip-Flop,
and Distributed methods are highlighted with colors (blue,
orange, and green).

1) PHASE ONE

The source files (HDL and initial timing constraints) are
generated for implementation in Xilinx ISE. The best-reached
clock period is extracted from the STA (Static Timing Analy-
sis) report of the fully (randomly) routed design. The clock
period is decreased by 0.05 ns (the smallest available step
recognized by the Xilinx ISE) for the next iteration. The pre-
vious step is repeated until timing errors occur. The physical
constraints (pin placement) and other reports (such as STA
and PAR resources utilization report) are extracted at the end
of phase one.

2) PHASE TWO

Phase two uses the extracted physical constraints (of the
Linear Passage) to perform the implementation of the two
remaining approaches (Flip-Flop and Distributed Memory
based Status Register). The search for the best timing is the
same as in phase one. The result of phase two is a set of
three designs representing all approaches with their timing
& physical constraints and resources utilization. These best
frequencies (of the measured designs) are averaged over all
approaches to reduce the influence of the random pin place-
ment.

3) PHASE THREE
The collected ISE constraints are converted to a constraints
format suitable for Xilinx Vivado. The designs are evaluated

in the same manner as in phase one and phase two in Xilinx
ISE.

D. COLLECTED DATA SETS

Nine data sets were collected after all three phases in the
Xilinx ISE. Each approach had its own subset of three mea-
surements:

o Linear Passage

— Native constraints set (randomly generated)
— Flip-Flop constraints set (fixed)
— Distributed memory constraints (fixed)

« Flip—Flop

— Native constraints set (randomly generated)
— Linear Passage constraints set (fixed)
— Distributed memory constraints (fixed)

o Distributed Memory
— Native constraints set (randomly generated)
— Linear Passage constraints (fixed)
— Flip-Flop constraints set (fixed)

Each measurement had 10 fully routed designs with the
STA report ranging the addresses with the “W?”’ parameter
from 6 to 15 bits. The measured datasets from the Xilinx
Vivado had the same structure as the Xilinx ISE datasets.

VOLUME 8, 2020

TABLE 4. Properties of measured designs like logic gates count,
frequency, etc. depending on the “W" parameter.

Linear passage approach
Address width "W”| 6| 7| 8] o[ 10| 1| 12| 13] 14] 15
Latency [Cycles] | 64]128|256]512[1024|2048]4096] 8192|16384] 32768

Xilinx ISE
Slices 70| 92| 98| 90| 103| 84| 111| 112| 114| 109
LUTs 159/164(170(174| 197| 201| 206| 210| 215 219
Registers 86| 88| 90| 92| 58| 60| 62| 64| 66| 68

Frequency [MHz] [402(402|402|402| 593| 590| 588| 585| 582 578
Xilinx Vivado

Slices 18| 25| 26| 27| 26| 36| 36 49 52 60
LUTs 50| 52| 54| 56| 58| 60| 62 64 66 69
Registers 38| 47| 50| 45| 52| 61| 51 51 53 54

Frequency [MHz] |571|534|483|557| 481| 441| 298| 229| 238 258

Flip—flop based approach
6| 7] 8[ of 1] u] 12] 18] 1] 15

Address width ”W”

Latency [Cycles] 1

Xilinx ISE
Slices 92(134|157|304| 577| 932|2275| 4506|10026| 17503
LUTs 221(309|478|840|1544|3250|6495(13912|31747| 57586
Registers 145(210|339|615[1073|2167[4147| 8244|16461| 32955

Frequency [MHz] |402|373(395(297| 260| 245| 218| 204| 176 161
Xilinx Vivado

Slices 421 69(121(234| 418| 792[1563| 2978| 5888|12342
LUTs 109|174|317|596|1095|2145|4237| 8312|16584|33573
Registers 89(178(340(713|1361|2690(5316|10577 {21025 |42303

Frequency [MHz] [472(292{295(232| 230| 234| 224| 194 207 207

Distributed memory based approach
Address width "W»[ 6] 7] 8] o[ 10] ] 12[ 13[ 1] 15

Latency [Cycles] 64

Xilinx ISE
Slices 61| 82| 96[118| 144| 255| 416 716| 1382| 2608
LUTs S1| 58| 71| 96| 145| 245| 439| 839| 1635| 3235
Registers 87| 94[107|132| 145| 242| 435| 820| 1589| 3126

Frequency [MHz] |402|402(402{402| 399| 330| 283| 265| 272 217
Xilinx Vivado

Slices 18| 23| 36| 55| 93| 179| 333| 631| 1206| 2422
LUTs 142(158|189(255| 372| 605(1037| 1991| 3696| 7491
Registers 16| 32| 62|123| 245| 494| 986| 1971| 3941| 7866

Frequency [MHz] [510|545(380(322| 263| 230| 253| 220| 215 220

VIIl. EXPERIMENTAL RESULTS

We evaluate and comment on the measured data (see Table 4)
in terms of design speed, FPGA resources utilization, and
suitability for compression dictionary design. These results
are also visualised as graphs (Figures 7a, 7b, 8a, 8b).

A. LINEAR PASSAGE APPROACH

The Xilinx Vivado seems to be a better tool for implement-
ing the linear passage approach in terms of chip area, thus
consuming less FPGA resources in all cases. A synthesis
or implementation issue appears to be in the Xilinx ISE.
There is an unexpected ““step” in the ISE frequencies, and
results do not scale down in relation to the “W”” parame-
ter. The use of fast carry logic between neighboring slices
might be the reason when no DSP48 [69] blocks are used
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FIGURE 7. Overall results, part I.

(the number of DSP48 blocks used is zero after PAR). How-
ever we were unable to determine the actual reason for the
“step” even with a detailed analysis of respective floor-
planned designs. It seems the implementation of such small
designs in the such a large FPGA can lead to unpredictable
results.

The initial results [5] showed that higher (better) frequen-
cies were reached for the entire range while the graph curve
is converging down for the Xilinx Vivado frequencies. This
behavior needs to be further analyzed by performing the
measurements on multiple computers.

This approach is not suitable for larger dictionaries due to
the enormous latency (growing exponentially) required for

183112

memory initialization. The approach is optimal in terms of
used chip area.

B. FLIP-FLOP APPROACH

Implemented designs based on the flip-flop approach are
comparable in terms of frequency for both Xilinx toolsets.
The Xilinx ISE frequencies start on a lower point than Vivado,
but convergence is slower compared to the Vivado results.
The Xilinx Vivado is a better tool in terms of used FPGA
resources saving 15%-55% of used slices with 32.5% on
average. The solution of the flip-flop based status register is
optimal in terms of latency (a single clock cycle, and it is
constant for the entire range of the “W?” parameter).
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FIGURE 8. Overall results, part II.

C. DISTRIBUTED MEMORY APPROACH

The last evaluation deals with the distributed memory
approach of a status register. We prepared an additional table
(see Table 5) to show the differences between the Xilinx ISE
and the Xilinx Vivado results (see Fig. 9). The formula (11)
used for calculating the differences follows

Vivado
ISE

The Xilinx ISE results show that the frequency start lower

than Vivado for the first two smallest designs, but for the rest

of the measured range, ISE is better than Vivado in terms of
speed. On the other hand, the Xilinx Vivado has better results

Difference = (1 — ) * 100 [%]. (11D

VOLUME 8, 2020

in terms of resource consumption over the entire range, but
the advantage of Vivado is gradually diminishing (we assume
the Xilinx ISE will be better for “W?” parameter above the
value of 15). There is no obvious winner in the end, because
any single advantage of ISE or Vivado converges to zero
while the “W?” parameter rises (see Fig. 9).

D. SUITABILITY FOR A DICTIONARY DESIGN

We evaluated all approaches with respect to the requirements
discussed in Section III-B. All approaches satisfy the require-
ment of the minimum design speed of 156.25 MHz. We have
to exclude the linear passage approach due to its latency (it
didn’t meet the requirements, and it was too high compared
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FIGURE 9. Differences for distributed memory approach.

TABLE 5. Differences between Vivado and ISE for distributed memory
approach related to the “W" parameter - positive values represents the
Vivado advantage.

Distributed Memory Approach
“W” 6 7 8 9/ 10| 11| 12| 13| 14|15
Slices [%] 70.5| 72.0(62.5|54.6|35.4(29.8|20.0(11.9|12.7|7.4
Frequency [%]|-27.0|-35.6| 5.4|18.5[34.2{30.1|10.8|17.0(21.0|1.8

TABLE 6. Advantage of distributed memory approach compared to
flip-flop for the Xilinx Vivado results.

FPGA Resources — Distributed Memory vs. Flip-Flop
“W» 6 7 8 9/ 10| 11| 12| 13| 14| 15
Area [%]|57.1]66.7|70.2|76.9|77.8|77.4|78.7|78.8|79.5|80.3

to the other two approaches). The flip-flop approach and the
distributed memory approaches are comparable in terms of
latency. The asymptotic complexity of both approaches is
constant (1 respectively 64 clock cycles). The minor disad-
vantage of the distributed memory approach (the latency is
slightly higher, but meets the requirements) is balanced by its
better speed (higher frequencies are reached over the entire
range), and less FPGA resources are consumed (see Table 6).

The average saving was 75% in terms of FPGA resources
for the distributed memory approach. The issue of the flip-
flop approach is the FPGA resources required for implemen-
tations. For example, the flip-flop approach will consume
almost all resources in the Xilinx Virtex-7 690T FPGA for
the “W” parameter equal to 20 (such design will support 1
million entries in a dictionary). The flip-flop approach cannot
be used effectively with larger embedded memory such as the
Xilinx UltraRAM feature [70], which increases the amount of
FPGA embedded memory available by 600% from previous
FPGA generations.
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E. THE “DISTRIBUTED MEMORY” METHOD
COMPATIBILITY WITH OTHER FPGA VENDORS
We considered four different FPGA vendors (Xilinx,
Intel/Altera, Lattice, Microsemi/Actel) for compatibility with
our method. Xilinx seems to have the most comprehensive
support of LUT based “Distributed Memory” feature since
the introduction of the very first Virtex/Spartan FPGAs [71].
Intel/Altera’s FPGA support for the “Distributed Mem-
ory” feature varies across families. In general, modern and
expensive FPGAs [72] do support the feature, while low-
cost oriented and older families lack the support for the fea-
ture [73], [74]. Some FPGAs of Lattice and Microsemi/Actel
also support the feature in certain more recent families
[75], [76]. Due to the fact that these four vendors have 99%
market share [77], our technique can be ported to nearly every
modern FPGA.

IX. CONCLUSION

We presented a comprehensive analysis of three methods
(linear passage, flip-flop, and distributed memory) suitable
for initializing memory oriented data structures, including
our distributed memory based approach. A performance com-
parison was performed in terms of the maximum reached
operating frequency, FPGA resources consumption, and the
requirements of the lossless compression dictionary design.

All approaches were measured over the range of hash table
sizes suitable for IP compression devices. We presented the
new test flow to support the Xilinx ISE and the Xilinx Vivado
toolkits in the measurement process.

According to our methodology, the distributed memory
approach shows the best combined performance against
remaining techniques. This method is probably the only
technique to satisfy the needs of future FPGA based
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implementations of various compression algorithms where a
larger embedded memory such as the Xilinx UltraRAM fea-
ture is used. The presented technique is compatible and can
be ported to any modern SRAM based FPGA architecture.
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CHAPTER 7

Conclusions

This chapter summarizes the contributions of this dissertation thesis and briefly suggests
possible future work.

7.1 Summary

In this dissertation thesis, I discuss the relationship between communication latency and
throughput. It is a common misinterpretation that (overall) latency can be lowered by
simply increasing the throughput. At a certain point (physical limitations such as the
system’s maximum operating frequency), the latency can not be further reduced without
a complex optimization (non-trivial parallelization) of such algorithms and systems.

This problem was demonstrated on the example of the MVTP system and its demand
to reduce the latency of the “JPEG2000 compression mode” by replacing the JPEG2000
IP core with a different compression technique. The JPEG2000 compression engine was
limited to 3 Gbps of throughput by the chosen standards (3G-SDI) as physical interfaces.
One instance of JPEG2000 engine is required per SDI interface.

To reduce the overall number of implemented data-specific compression algorithms
(which can be expressed as number of SDI interfaces multiplied by a number of supported
data types), I chose to implement a single lossless universal compression algorithm with
the aim towards throughput 10 Gbps or above. There also was a strong emphasis on low-
latency operation. Such compression engine was supposed to be placed in the MVTPs’
networking part, acting as real-time IP packet compression.

Because there was no suitable (hardware) implementation of a universal lossless com-
pression algorithm fulfilling the initial requirements, LZ4 (among others) was evaluated
and found suitable for desired use case(s) and later on, it served as source of inspiration to
develop new hardware specific optimization techniques and architectures which I propose.

An FPGA implementation of LZ4 was developed to prove the impact of such optimiz-
ations and architectures. The implementation features the best single-engine compression
throughput (with worst case performance of 6 Gbps), while the latency was decreased to
the 12.17 ps for a IP jumbo packet (9000 bytes of payload) which in case of the MVTP
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contains an entire SDI pixel line. The latency has been reduced by a factor of 3.7 com-
pared to other hardware implementations using 8-bit wide datapath. Despite the fact the
actual implementation did not reach the required 10 Gbps throughput, its datapath width
(64-bit originally) can be easily scaled up to 128, or 256, or even more bits to reach higher
throughput.

7.2 Contributions of the Dissertation Thesis

7.2.1 Analysis of “Fast” Lossless Compression Algorithms from Hard-
ware Designer’s Perspective

The detailed survey, how the software implementations of LZ4 works, what are common
features and properties of LZ4 and other “fast” lossless compression algorithms (and their
relation to LZ77). Each phase of LZ4 was analyzed from the perspective of the hardware
designer, pointing out possible problems and bottlenecks using simple hardware architec-
ture implemented in FPGA.

7.2.2 Demonstration of LZ4 Suitability for ‘Light” Compression of
Image Data

The results (see Table indicate LZ4 could save approximately 13% of the required
network bandwidth in our primary use case of broadcasting SDI data streams while using
a decently sized compression dictionary. Therefore, the LZ4 compression algorithm can
be considered viable to fulfill the initial requirement of the “Light” compression to save
approximately 10%.

7.2.3 Parallel & Low-Latency Architecture for Match Search Unit

Non-trivial parallelism has been found to be the only way for increasing throughput to
overcome the physical limits of various hardware implementations. The proposed 8-way
architecture for the “Match Search Unit” phase of compression algorithms is capable of
processing 64-bit wide words. The architecture can process data at a throughput of 16 Gbps
with a latency of only 6 clock cycles. The architecture uses a hash table as a compression
dictionary, which is shared among all MSUs.

7.2.4 Memory Access Optimized Scheme

I introduced memory access optimized data flow, which allows the “Match Search Unit”
to generate fewer stalls in the data processing. The principle is to store a combined entry
of data and data’s original address instead of the original address only, as introduced in
the reference LZ4 software implementation. Therefore, it is possible to determine a hash
collision immediately preventing “Stalls” from occurring.
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7.2.5 Masking “Match Length Finding” Initial Latency

To reduce the number of “stalls” even further, I propose using available memory data bus
width to double the actual performance in certain phases (“Match Length Finding” and
“Copying Literals”) to mask start-up latency of such phases. This idea was demonstrated
on our high-throughput/low-latency LZ4 hardware implementation, which is designed to
process (new) 64 bits per clock cycle (the required memory read width is 88 bits, rounded
up to the 128 bits, the value of the nearest power of two); however, the mentioned phases
are processing 128 bits per clock cycle.

7.2.6 Novel Status Register Architecture

A novel architecture for implementing a status register was introduced. The status register
is commonly used to store information of which memory entry is (in-)valid. Such memory-
based data structures are often cleared or initialized to a default value between individual
runs of an implemented algorithm (not particularly limited to compression algorithms
only). The architecture is portable to any modern FPGAs.

7.2.7 Benchmarking Methodology for Digital Designs using Xilinx
Synthesis Tools

To evaluate our status register architecture in a fair way, I created the benchmark with
multiple phases, including randomized pin placement to decrease the influence of respective
tools and actual hardware configuration of computers used for the synthesis process.

7.3 Future Work

The LZ4 output format (sequences) was found ineffective for hardware implementations.
Therefore, 1 propose a concept of “Literal Length and Match Length Limit”, which re-
veals the fact the main (software) advantage of the LZ4 is also it’s biggest (hardware)
disadvantage. The sequence format was designed with an emphasis on its decompression
speed (in software). Therefore I suggest exploring in-depth the field of output formats
used by compression algorithms implementations and to propose a new compression out-
put format suitable and effective for both hardware and software implementations at the
same time. LZ77-based algorithms are asymmetrical; thus, I propose emphasizing coding
at high speed. I assume the research conducted in this are is highly probably worth of
another dissertation thesis.

7.3.1 Literal Length and Match Length Limit Concept Proposal

This section presents an unpublished proposal of limiting a match length to achieve better
predictability and overall performance. The concept does not provide an extensive quant-
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itative survey; however, this wasn’t the goal. The data format of LZ4 was selected for a
brief evaluation and to demonstrate the ideas.

7.3.1.1 LZ4 Sequence Format and the Output Encoder

The LZ4 output format is called a sequence (see Fig. . The sequence does not seem to
be complex; however, a (hardware) problem arises due to the method chosen for encoding
the match and the literal length. The LSIC (Linear Small Integer Code) [6] produces an
output with variable word sizes; thus, the encoder has to process the data first to estimate
the length to generate the codeword. This also introduces uncertainty in the number of
clock cycles needed for encoding the sequence.

Token LSIC Literal Offset LSIC
— e A A~ =~ A~ A
tl t2 €1 L O €9
~— ~— N—— S~ ~—

4 bits 4 bits  If¢t; =15  ti+er bytes 2 bytes  If ¢, =15

Figure 7.1: LZ4 sequence structure. [6]

7.3.1.2 Modified LZ4 Sequence Format

Some of the LZ4 hardware implementations [90, O1] introduced a modified LZ4 format
to make it more suitable for hardware implementation to overcome the issue. The modi-
fication [90] is intended to “swap” fields “Literals Length” (t; plus e;) and “Literals”.
Fields to and ey represent a “Match Length” while “Offset” represents “Match” location
within “Literals” including recently encoded ones. In addition, the “Literals Length” no
longer uses a code with variable codeword length. On the other hand, these fields can
repeat (virtually unlimited) within one L.Z4 sequence. The modified LZ4 sequence format
is no longer compatible with the original format; therefore, this can be considered a major
disadvantage.

The modified format’s main advantage is that the output encode function latency can
be predicted in a more precise way (see Fig. because the encode function can copy
literals on the fly. When a variable coding is used for “Literals Length”, the number of
bytes necessary for encoded LSIC code word of each LZ4 sequence could vary between 1
and 256 bytes [68] for the minimal (respectively, for the maximum of 64 kiB) size of an
LZ4 input block.

7.3.1.3 Introducing Literals Length Limit

I propose adjusting a maximal length of “Literals” to a fixed value. There are two com-
plementary cases of LZ4 sequences: with “Literals” and without them (only a “Match”
related fields are present). Therefore a found “Match” is located within actual “Literals”
and the “Literals Length” has to be determined prior encoding an LZ4 sequence. In the
second case (only “Match” is present), it is clear the “Literals Length” will be zero.

I assume the limit of fewer than 15 bytes (which can be encoded in the “Token” field
only) can be considered as too short to be practical due to increased overhead. On the
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Reserved for Literals Length
Literals can be copied on the fly.

Output Buffer
M Ll A C G
Frestrcotng) - BEEEREEE

Literals

SNEEEE - F

OUtDUtBUffer LL AB | BC | CD EF | FG | GH H
(Variable Encoding) | © | 7| T | 7

Literals can not be copied before Literals Length is determined,
thus requiring a second memory access to the Input Buffer.

Figure 7.2: Literals output buffer placement for fixed and variable encoding.

other hand, increasing limit to 15+254=269 bytes (15 encoded by the token plus one extra
byte which represents t; field, thus 2 bytes in total). For the case of the real-time IP packet
compression with a maximum payload of 9000 bytes (Jumbo packet), a single encoded LZ4
sequence requires (9000 — 15) : 255 ~ 36 bytes. In the case where “limited” sequences are
used, 9000 : (15+254) x 2 &~ 66 bytes are required. The difference of 30 bytes results in the
extra 0,33% worst-case overhead. For the maximum payload size of 1500 bytes (a standard
packet), the extra overhead is 0,25%. Therefore, for shorter blocks and for compressible
data, the extra overhead will become negligible (due to the fact the “Matches” will generate
more sequences to the output).

The proposed “Semi-Variable” (requiring one or two bytes only) “Literals Length”
encoding retains full compatibility with the original LZ4 sequence format, which can be
considered as an advantage.

In the case an L.Z4 hardware implementation is capable of processing 8 bytes per clock
cycle [70, [69], the number of the required bytes (in the output buffer) can be determined
in two clock cycles; thus, these bytes can be allocated in advance and respective “Literals”
can be copied right after them. This solution has virtually no disadvantages. The extra
encoding overhead is considered negligible and slightly increased latency (just two clock
cycles that can be masked). This seems to be worthy of increased predictability (no stalls)
resulting in a (further) significant saving in terms of latency (see Fig. [7.3]).

7.3.1.4 Introducing Match Length Limit

Another possible way to make the computation more predictable (therefore reducing the
latency) might be splitting a “Match” into several smaller ones (see Fig.|7.3)). The “Match”
encoding process uses LSIC encoding for a “Match Length” in the original L.Z4 sequence
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Original LZ4 Flow with Variable Encoding

Processed data Unprocessed data

Encoding Encoding
Start End

Match Length Limit with Variable Encoding

Processed data Match | Match | Match Unprocessed data

Encoding | Encoding | Encoding E(Lazt)
Start Start Start "CE(:] d'”g

Match Length Limit with Semi-Variable Encoding

Processed data Match | Match | Match Unprocessed data

Encoding | Encoding | Encoding (Last.)
Start Start Start E”CE"Z'”g
n

Match Length Limit with Fixed Encoding

Processed data Match | Match | Match Unprocessed data

Encoding | Encoding | Encoding El:';sz:i]
Start Start Start o &

Latency Difference
-t P

Figure 7.3: Visualised influence of the proposed concepts.

format. Therefore, the field “Offset” can not be written to the output buffer before the
“Match Length” is determined. The problem (and a possible solution) is the same as in
the case of “Literals Length”.

Therefore, I propose limiting the “Match Length” in the same way as is proposed in
the case of “Literals Length”. This solution uses the “Semi-Variable” principle, which
allows allocating space for a sequence in advance. Therefore, a compression algorithm
implementation could encode multiple “Matches” concurrently (some kind of a “Matches”
buffer might be necessary [69]). The usage of the “Semi-Variable” principle also retains
the compatibility with the original LZ4 sequence format.

The results (see Table and Fig. indicate the overall compression ratio is
very slightly reduced for the “Match Length” limit of 256 bytes (which requires only one
additional byte to be reserved while “Semi-Variable” encoding is used).
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Figure 7.4: Relation between compression ratio and maximum match length — Part I.

5



7. (CONCLUSIONS

Silesia corpus
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Figure 7.5: Relation between compression ratio and maximum match length — Part II.
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A. Tuesis RESULTS AND RELATED DATA

Compressor name Compression | Decompression | Compr. size | Ratio
memcpy 4786 MB/s 4764 MB/s 1073450940 | 100.00
brotli 2015-10-29 level 1 144 MB/s 529 MB/s 246271300 | 22.94
brotli 2015-10-29 level 2 122 MB/s 546 MB/s 242682971 | 22.61
fastlz 0.1 level 1 370 MB/s 697 MB/s 424460100 | 39.54
fastlz 0.1 level 2 356 MB/s 702 MB/s 396926168 | 36.98
1z4 r131 602 MB/s 3003 MB/s 410592728 | 38.25
lz4fast r131 acc=3 677 MB/s 2936 MB/s 449111230 | 41.84
lz4fast r131 acc=17 1075 MB/s 3541 MB/s 632585278 | 58.93
1z5 r131b 403 MB/s 1239 MB/s 319290041 | 29.74
lzf level 0 373 MB/s 669 MB/s 436283836 | 40.64
lzf level 1 379 MB/s 685 MB/s 417005148 | 38.85
lzjb 2010 330 MB/s 609 MB/s 558864581 | 52.06
1zolb 2.09 -1 297 MB/s 742 MB/s 396101254 | 36.90
lzolb 2.09 -9 177 MB/s 771 MB/s 357517128 | 33.31
1zolb 2.09 -99 145 MB/s 791 MB/s 341665725 | 31.83
lzrwl 318 MB/s 583 MB/s 492971960 | 45.92
lzrwla 338 MB/s 620 MB/s 484531017 | 45.14
lzrw2 337 MB/s 670 MB/s 437177676 | 40.73
lzrw3 350 MB/s 572 MB/s 410412696 | 38.23
lzrw3a 178 MB/s 643 MB/s 376266574 | 35.05
pithy 2011-12-24 level 0 565 MB/s 1819 MB/s 400800683 | 37.34
pithy 2011-12-24 level 9 421 MB/s 2039 MB/s 333923449 | 31.11
quicklz 1.5.0 -1 496 MB/s 698 MB/s 353272969 | 32.91
quicklz 1.5.1 b7 -1 544 MB/s 670 MB/s 353272969 | 32.91
snappy 1.1.3 441 MB/s 1523 MB/s 421117004 | 39.23
tornado 0.6a -1 391 MB/s 537 MB/s 404475734 | 37.68
tornado 0.6a -2 326 MB/s 482 MB/s 328041309 | 30.56
tornado 0.6a -3 218 MB/s 347 MB/s 267889476 | 24.96
tornado 0.6a -4 197 MB/s 373 MB/s 251555844 | 23.43
wilz 2015-09-16 358 MB/s 914 MB/s 459671278 | 42.82
yappy 1 154 MB/s 2393 MB/s 425838645 | 39.67
yappy 10 121 MB/s 2490 MB/s 414283056 | 38.59
yappy 100 108 MB/s 2501 MB/s 412713445 | 38.45
zlib 1.2.8 -1 114 MB/s 387 MB/s 316582284 | 29.49
zstd v0.3 371 MB/s 865 MB/s 271782671 | 25.32
zstd_HC v0.3 -1 370 MB/s 859 MB/s 271782671 | 25.32
zstd_HC v0.3 -5 121 MB/s ERROR 228623205 | 21.30
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8-bit (RGB)
File| N 8 10 | 11 | 12 | 13 | 14
00000050.%if || 0,113 | 0,109 | 0,108 | 0,108 | 0,108 | 0,107
00000200.tif || 0,628 | 0,614 | 0,601 | 0,591 | 0,585 | 0,583
00001000.tif || 0,572 | 0,556 | 0,545 | 0,536 | 0,531 | 0,529
00005000.¢if || 0,743 | 0,720 | 0,608 | 0,679 | 0,670 | 0,666
00010000.tif || 0,819 | 0,802 | 0,787 | 0,772 | 0,763 | 0,758
00015000.tif || 0,623 | 0,607 | 0,598 | 0,590 | 0,585 | 0,582
00020000.¢if || 0,729 | 0,712 | 0,701 | 0,680 | 0,680 | 0,676
Average | 0,686 | 0,669 | 0,655 | 0,643 | 0,636 | 0,632
24-bit (RGB)
File| N 8 10 | 11 | 12 | 13 | 14
00000050.¢if || 0,181 | 0,176 | 0,174 | 0,173 | 0,172 | 0,172
00000200.tif || 0,854 | 0,844 | 0,840 | 0,337 | 0,335 | 0,834
00001000.tif || 0,850 | 0,836 | 0,331 | 0,827 | 0,826 | 0,825
00005000.tif || 0,072 | 0,061 | 0,955 | 0,951 | 0,948 | 0,947
00010000.tif || 0,078 | 0,973 | 0,970 | 0,968 | 0,966 | 0,966
00015000.tif || 0,887 | 0,875 | 0,871 | 0,869 | 0,869 | 0,869
00020000.tif || 0,045 | 0,043 | 0,943 | 0,941 | 0,941 | 0,941
Average | 0,914 | 0,005 | 0,002 | 0,899 | 0,398 | 0,897
32-bit (RGB)
File| N 8 10 | 11 | 12 | 13 | 14
00000050.¢if || 0,168 | 0,165 | 0,165 | 0,165 | 0,165 | 0,165
00000200.tif || 0,792 | 0,778 | 0,772 | 0,768 | 0,766 | 0,764
00001000.¢if || 0,768 | 0,750 | 0,747 | 0,743 | 0,741 | 0,740
00005000.tif || 0,930 | 0,915 | 0,907 | 0,901 | 0,898 | 0,897
00010000.tif || 0,051 | 0,041 | 0,934 | 0,929 | 0,926 | 0,924
00015000.¢if || 0,823 | 0,808 | 0,304 | 0,302 | 0,801 | 0,800
00020000.tif || 0,014 | 0,009 | 0,907 | 0,905 | 0,904 | 0,904
Average | 0,863 | 0,850 | 0,845 | 0,841 | 0,339 | 0,338
48-bit (RGB)
File| N 8 10 | 11 | 12 | 13 | 14
00000050.if || 0,249 | 0,244 | 0,243 | 0,241 | 0,241 | 0,241
00000200.¢if || 0,058 | 0,055 | 0,954 | 0,954 | 0,953 | 0,953
00001000.tif || 0,092 | 0,089 | 0,987 | 0,986 | 0,986 | 0,985
00005000.¢if || 1,003 | 1,003 | 1,002 | 1,002 | 1,002 | 1,002
00010000.tif || 1,001 | 1,000 | 0,999 | 0,998 | 0,998 | 0,998
00015000.tif || 0,090 | 0,089 | 0,988 | 0,988 | 0,987 | 0,987
00020000.¢if || 1,002 | 0,009 | 0,999 | 0,999 | 0,999 | 0,999
Average | 0,991 | 0,089 | 0,088 | 0,988 | 0,988 | 0,987

SDI 20-bit (YCbCr)
File | N 8 | 10 | 11 | 12 | 13 | 14
Average || 0,883 | 0,878 | 0,874 | 0,871 | 0,868 | 0,867

Table A.2: LLZ4 compression ratio vs. hash table size vs. color depth and color encoding.
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Silesia
File / MML| 4 8 16 32 64 | 128 | 256 | 512
dickens 1.01 [1.03 [1.04 [1.04 |1.04 [1.04 [1.04 |1.04
mozilla 1.09 |1.3 [1.42 [1.46 |1.48 |[1.48 [1.48 |1.49
mr 1.08 |1.22 [1.3 [1.33 |1.36 [1.38 [1.39 [1.39
nci 1.1 [1.44 [1.86 [2.09 |2.38 [2.39 [2.39 [|2.39
ooffice 1.03 |1.11 |1.14 |1.15 |1.15 |1.15 [1.15 [1.15
osdb 1 1.01 [1.02 [1.02 [1.02 |1.02 [1.02 |1.02
reymont 1.06 |1.16 |{1.18 [1.19 |1.19 |1.19 [1.19 |1.19
samba 1.08 |1.27 [1.42 |1.5 |1.53 |1.55 [1.55 |1.56
sao 1 1 1 1 1 1 1 1
webster 1.02 |1.09 |1.13 [1.15 |1.15 |1.15 [1.15 [1.15
xml 1.09 1.3 |1.43 [1.5 |1.54 [1.55 |1.57 |1.57
X-ray 0.99710.997]0.99710.997[0.997{0.997[0.997]0.997
Calgary
File / MML| 4 8 16 | 32 | 64 | 128 | 256 | 512
bib 1.02 [1.08 |[1.11 |1.12 [1.12 [1.12 |1.12 [1.12
book1 1 1.02 [1.02 |1.02 [1.02 |1.02 [1.02 |1.02
book?2 1.01 [1.06 |[1.07 [1.08 [1.08 [1.08 [1.08 [1.08
geo 0.9991 1 1.01 |1.01 |1.01 |1.01 |1.01
news 1.02 |1.08 |1.11 (1.12 |1.13 |1.13 [1.13 [1.13
objl 1.07 [1.22 |1.32 [1.34 |1.36 [1.37 |[1.37 |1.37
obj2 1.07 |1.23 |1.32 [1.36 |1.39 |14 |14 |1.41
paperl 1.02 |1.07 {1.09 [1.1 1.1 1.1 |1.1 |1.1
paper2 1.01 [1.03 [1.04 [1.04 [1.05 [1.05 [1.05 [1.05
paper3 1.01 |1.04 {1.04 [1.04 |1.04 |1.04 [1.04 |1.04
paper4 1.01 [1.05 |1.06 [1.07 |1.07 [1.07 |[1.07 |1.07
paperb 1.02 |1.07 |1.1 (1.1 (1.1 |1.1 |1.1 |1.1
paper6 1.02 |1.08 {1.1 |1.11 |1.11 |1.11 |1.11 |1.11
pic 1.25 [1.99 [2.78 [3.21 |3.73 [4.02 [4.19 [4.23
progc 1.05 [1.15 [1.2 [1.22 [1.22 [1.22 [1.22 [1.22
progl 1.06 |1.2 |1.28 [1.31 |1.33 [1.34 [1.35 |[1.35
progp 1.08 [1.28 [1.38 [1.43 [1.46 [1.48 [1.49 |1.5
trans 1.05 |1.18 |{1.26 [1.29 |1.31 |1.33 [1.33 |1.34
Cantebury

File / MML| 4 8 16 32 64 | 128 | 256 | 512
alice29.txt 1.01 [1.05 |1.07 |1.07 |1.07 [1.07 |1.07 |1.07
asyoulik.txt {1.01 {1.05 |1.07 |1.07 [1.07 [1.07 |1.07 |1.07
cp.html 1.02 |1.11 |[1.18 |1.21 [1.22 [1.22 [1.22 [1.22
fields.c 1.08 |1.25 [1.33 [1.36 |1.37 |1.38 [1.38 |1.38
grammar.lsp [1.08 [1.3 [1.41 [1.46 [1.49 [1.49 |1.49 [1.49
kennedy.xls [1.16 [1.54 [1.82 |1.82 [1.82 [1.82 [1.82 [1.82
lcet10.txt 1.01 |1.05 |1.07 {1.07 |1.07 |[1.07 |1.07 |1.07
plrabn12.txt |1 1.02 [1.02 [1.02 [1.02 |1.02 [1.02 |1.02
ptth 1.25 [1.99 [2.78 [3.21 |3.73 [4.02 [4.19 [4.23
sum 1.06 |1.17 |1.21 [1.22 |1.22 |1.23 [1.23 |1.23
xargs. 1 1.03 |1.11 |1.15 |1.15 [1.15 [1.15 [1.15 [1.15

Table A.3: LZ4 compression ratio vs. match length limit.
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