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Chapter 1

Introduction

The concept of a semiring generalizes the notion of a ring, allowing the additive

substructure to be only a commutative semigroup instead of an abelian group. In

this way the semirings become a natural generalization of algebraic structures as

rings or distributive lattices that are intrinsically quite different.

Classical examples of these objects are the semiring of natural numbers or the

semiring of positive rational numbers. The main part of the theory of semirings is

connected with modern algebra but their origin goes back to the works of Dedekind

[18], Macaulay [80], Krull [72] and Nöther [93] in connection with the study of ideals

of a ring. They also appeared in papers of Hilbert [43] concerning the axiomatization

of natural and non-negative rational numbers. Semirings stayed for a long time

outside the main interest as their structure is, in comparison with the rings, more

general and hence harder to investigate. But, starting with the 70’s, the recognition

of their need and importance in applications brought a deeper research on them

(currently there are several thousands of papers - a huge list of them is in [32]).

Semirings appear in a natural way in computer science and serve as an algebraic

tool in the theory of automata, the theory of formal languages, the optimization

theory or the graph theory [8, 21, 34, 37, 74, 75]. Currently, the semirings are

intensively studied in tropical geometry that may be viewed as a piece-wise linear

version of the classical algebraic geometry, see e.g. [30, 47, 48]. Basic information on

algebraic properties and applications of semirings can be found, e.g., in [35, 36, 42].

This habilitation thesis consists of an introductory text and a collection of se-

lected research publications. It deals with two topics. The first one includes com-

mutative ideal-simple semirings and related problems on the structure of finitely

generated semirings. The second topic deals with congruence-simple semirings. In

both cases we will mainly consider such semirings whose additive semigroup has

some distinguished properties, in particular when this semigroup is idempotent.

Ideal- and congruence-simple semirings are two basic concepts that generalize the

notion of a simple ring. In an ideal-simple semiring S every ideal I has either one

element or I = S. Significant classes of such semirings are semifields and parasemi-

fields, where the multiplicative part (up to at most one element) forms a group.
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Most of the theory and applications of ideal-simple semirings concerns the commu-

tative semirings. Commutative (para)semifields appear naturally in various parts of

mathematics as in tropical mathematics [47, 81], in control theory and optimization

[31, 85], in cluster algebras [62, 92] that are connected to mirror symmetries, polyhe-

dral geometry, toric geometry or Teichmüller theory, in combinatorics [7, 73, 87] and

other areas [32, 35, 36]. An important subclass of parasemifields are the idempotent

ones that are nothing else but the lattice-ordered groups [105]. These groups arise

in many parts of mathematics and are closely related to MV-algebras that are the

algebraic counterparts of many-valued  Lukasiewicz logic [20, 80, 91].

Commutative semirings in general appear in the ideal theory of commutative

rings and number theory [41, 77, 83, 103], in the theory of ordered rings [101], as

Grothedieck semirings of isomorphism classes [4, 40], in idempotent analysis [67]

and other areas of mathematics [32, 35]. In spite of that, commutative semirings are

still not well understood and even the structure of finitely generated objects remains

still undiscovered.

The remaining topic of the thesis concerns congruence-simple semirings. These

semirings (and semiring congruences) are studied for their basic structural rôle

within the theory (see e.g. [32, 33, 35, 61, 88]). The classification of congruence-

simple semirings was initiated in [23] and further investigated, e.g., in [24, 56, 66].

The finite cases were especially studied in [63, 89, 108]. In view of their complex

structure, congruence-simple semirings are also suggested as suitable candidates for

a post-quantum cryptography [22, 84, 107], i.e., for the protocols that might with-

stand attacks via quantum computing.

The thesis is organised as follows. Chapter 2 contains the basic terminology.

Chapter 3 is devoted to ideal-simple semirings and related problems on the additive

structure of semirings that are commutative and finitely generated (CF). It sum-

marizes main results proved in [57, 64, 69, 70, 71]. We present several conjectures

from [64, 69, 70] that were motivated by a research on commutative ideal-simple

semirings in [23, 53]. In the first set of partially equivalent conjectures it is assumed

that if a semiring S ∈ CF is additively divisible (and, possibly, it has a unity) then S

is additively idempotent. The second set of conjectures proposes that if the semiring

S ∈ CF has some weaker forms of additive divisibility then S is additively torsion

(both additively torsion and additively regular, resp.). We confirm these conjec-

tures for the semirings with one generator. Further, we consider these conjectures

on a point-wise level, i.e., we assume the corresponding properties and implications

only for a single element a in a semiring S ∈ CF . In this case we show that such

implications hold, in terms of free objects in the variety of commutative semirings,

only for a special set of elements in one-generated semirings. We also prove that

every at most countable semigroup A(+), in particular the rationals Q(+), can be

embedded into the additive reduct of a one-generated semiring. This result shows

that one-generated semirings are essentially different from commutative rings where

this cannot happen. As a final result we show that every commutative parasemifield
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S ∈ CF is additively idempotent. This generalizes the results proved in [49, 52, 54]

and provides an answer to a question in [23] on ideal-simple semirings.

In Chapter 4 we recall the basic classification of congruence-simple semirings from

[24] and provide examples of their application in cryptography that were described

in [22, 107]. In [63] finite congruence-simple semirings were studied with the help of

their semimodules. As a generalization of this approach we provide in [65] a charac-

terization of a subclass of additively idempotent congruence-simple semirings with a

bi-absorbing element in terms of their semimodules of a special type (o-characteristic

semimodules). This result is, moreover, an analogy to a similar conclusion about

congruence-simple semirings with a zero in [66]. We also show that o-characteristic

semimodules are uniquely determined. Finally, in [65] we present a generalization

of a result in [50] that concerns congruence-simple semirings of endomorphisms of

semilattices.

Appendix A contains the publications attached to the thesis.
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Chapter 2

Preliminaries

2.1 Semigroups

In the sequel we use a few notions of semigroup theory. By N (N0, resp.) we denote

the set of all positive (non-negative, resp.) integers. Recall that a semigroup A(+)

is a non-empty set A with a binary associative operation +. For a positive integer

n ∈ N and c ∈ A, put nc = c+ · · ·+ c︸ ︷︷ ︸
n−times

. An element a ∈ A is called

• neutral ⇔ a+ x = x+ a = x for every element x ∈ A,

• absorbing ⇔ a+ x = x+ a = a for every element x ∈ A,

• idempotent ⇔ a = a+ a,

• torsion ⇔ the semigroup N · a = {ka | k ∈ N} is finite,

• regular ⇔ there is b ∈ A such that a = a+ b+ a,

• completely regular ⇔ there is b ∈ A such that a = a+ b+ a and a+ b = b+ a.

• divisible (uniquely divisible, resp.) ⇔ for every n ∈ N there is (a unique, resp.)

c ∈ A such that a = nc.

We assign such a notion to the semigroup A itself if every element of A has the

respective property. A semilattice is a commutative and idempotent semigroup. A

monoid is a semigroup with a (unique) neutral element.

Let us note that an element a ∈ A is completely regular if and only if a lies in

some subgroup of A. By adopting our definition, such a group is for instance the

semigroup generated by elements a and b with the neutral element e = a+ b. Hence

an element a ∈ A generates a subgroup of A (i.e., the semigroup N · a is a group) if

and only if a is completely regular and torsion.

Besides the regular and completely regular semigroups, further significant classes

of semigroups are inverse semigroups (those regular semigroups where all idempo-

tents mutually commute) and Clifford semigroups (those regular semigroups where
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every idempotent commutes with each element), for an overview see [45]. Clifford

semigroups are also characterized as semilattices of groups. All these classes of

semigroups provide various generalizations of the notion of a group.

Clearly, for commutative semigroups, all the four notions (to be regular, com-

pletely regular, inverse or Clifford) coincide.

2.2 Semirings

A semiring S(+, ·) is an algebraic structure such that S is a non-empty set equipped

with two binary operations + and · such that

• S(+) is a commutative semigroup,

• S(·) is a semigroup,

• a(b+ c) = ab+ ac and (b+ c)a = ba+ ca for every a, b, c ∈ S.

A semiring is commutative if its multiplicative semigroup is commutative. In the

definition we in general do not require any constants. However, the semirings often

do have constants and the significant cases in this aspect are the following ones.

The semiring S is said to have

• a unity 1S ∈ S ⇔ S(·, 1S) is a monoid,

• a zero 0S ∈ S ⇔ S(+, 0S) is a monoid and 0S is an absorbing element with

respect to the multiplication,

• a bi-absorbing element oS ∈ S ⇔ oS is an absorbing element with respect to

both operations addition and multiplication.

A semiring S is called additively constant if there is an element o ∈ S such that

a + b = o for all a, b ∈ S. In this case o = oS ∈ S is always a bi-absorbing element

of the semiring S.

A semiring S is called a parasemifield if S(·) is a group and S is called a semifield

if there is a multiplicatively absorbing element w ∈ S such that the set S \ {w} is

a multiplicative group. By a proper semiring (semifield, resp.) we mean a semiring

(semifield, resp.) that is not a ring.

In the investigation of the structural properties of any algebraic systems, simple

objects play a very important rôle. For example, the classification of finite simple

groups received a vast attention and is completely known.

The notion of simplicity for a given algebraic structure may in general depend

on the choice of a significant property and often is related to homomorphic images

of the given structure. For semirings, there are two principal concepts of simplicity

- congruence-simple and ideal-simple semirings.
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An ideal (left ideal, resp.) I of a semiring S is a non-empty set such that for all

a ∈ S and x, y ∈ I is ax, xa, x+ y ∈ I (ax, x+ y ∈ I, resp.).

A congruence % ⊆ S × S on a semiring S is an equivalence such that (a, b) ∈ %
implies both (a+ c, b+ c) ∈ % and (ac, bc), (ca, cb) ∈ % for all a, b, c ∈ S.

A semiring S is called congruence-simple if S has precisely two congruences, and

ideal-simple if every ideal I of S has either only one element or I = S.

For rings these two notions coincide but for semirings they substantially differ.

Ideal-simple semirings can be seen as an analogy to simple semigroups (that are

defined also by ideals) while congruence-simple semirings are analogous to simple

groups (that are also defined by congruences).

As an example of a semiring that is ideal-simple but not congruence-simple, let

us consider the semiring S = Q+×Q+ with component-wise standard operations on

the positive rationals Q+. On the other hand, the semiring S = {a−b
√

2 | a, b ∈ N0}
with so called tropical addition x⊕ y = max{x, y} and multiplication x� y = x+ y

for all x, y ∈ S is congruence-simple but not ideal-simple.

In this thesis we will investigate properties of idempotency, regularity, torsion

and divisibility within a semiring S(+, ·) only with respect to its additive semigroup

S(+) (up to an exception in Theorem 4.2.1). Sometimes we will emphasize this fact

with the word additively. So we call, for instance, an element a ∈ S (additively)

idempotent if a is idempotent within the semigroup S(+). Similarly, we assign all

these notions to the semiring S itself (e.g., we say that S is idempotent) if every

element of S has the respective property.

Let x1, . . . , xn be a set of variables. By N[x1, . . . , xn] we denote the semiring of

all non-zero polynomials over these variables with non-negative integer coefficients.

Obviously, the semiring N[x1, . . . , xn] has a unity. By F (x1, . . . , xn) we denote the

free semiring with the free basis x1, . . . , xn in the category of all commutative se-

mirings. Hence F (x1, . . . , xn) consists of all those polynomials in N[x1, . . . , xn] that

have no constant terms. Thus, F (x1, . . . , xn) does not have a unity.

For a semiring S and a non-empty set X ⊆ S we denote by 〈X〉+ the sub-

semigroup of the semigroup S(+) that is generated by the set X and by 〈X〉 the

subsemiring of S that is generated by X. We say that a semiring S is finitely ge-

nerated if there is a finite subset Y ⊆ S such that S = 〈Y 〉. In particular, S is

one-generated if there is an element w ∈ S such that S = {f(w) | f ∈ F (x)} (be-

cause such a semiring is always commutative). For the sake of simplicity we denote

by CF the class of all finitely generated commutative semirings.

Finally, as we will also deal with semimodules in Chapter 4, let us recall this

notion. For a commutative semigroup M(+), let us denote by End(M)(+, ◦) the

semiring of all endomorphisms of the semigroup M(+) with the usual composition

(f ◦ g)(m) = f(g(m)) and point-wise addition (f + g)(m) = f(m) + g(m) of maps

f, g ∈ End(M) for any m ∈M .

Now, M is called a (left) S-semimodule for a semiring S if S acts on M via a

semiring homomorphism Φ : S → End(M). Such an action Φ(s)(m) of the element
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s ∈ S on the element m ∈ M is usually abbreviated as sm. The semimodule M

is called faithfull if Φ is a monomorphism and minimal if |M | ≥ 2 and for every

S-subsemimodule N of M such that |N | ≥ 2 is N = M .

Obviously, every left ideal I of S is an S-semimodule with a natural action given

by Φ(s)(m) = s ·m, for s ∈ S and m ∈ I. A left ideal I is minimal if it is minimal

as the natural S-semimodule.
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Chapter 3

Commutative ideal-simple

semirings and related problems on

finitely generated semirings

3.1 Commutative ideal-simple semirings

Most of the theory and applications of ideal-simple semirings are related to the

commutative case. Commutative semirings are closely connected with the study

of ideals in commutative algebra, theoretical arithmetics, number theory and with

so called tropical mathematics. The tropical mathematics is nothing but commu-

tative algebra that is based on tropical semirings instead on commutative rings.

A typical example of such a semiring are the real numbers with maximum as the

additive operation and the usual addition in the reals as the multiplicative opera-

tion. Tropical mathematics has a natural connection to algebraic geometry with

growing development in this direction (see e.g. [16, 48, 86, 98]). Typical varieties

here are the polyhedral complexes which have strong applications in enumerative

algebraic geometry. Tropical mathematics is also useful in studying piece-wise linear

functions in optimization problems (see e.g. [31, 78, 85]). Another interesting ap-

plication of tropical mathematics is in computational phylogenetics [95, 100], where

a phylogenetic tree of the genetic relationship is constructed from a given distance

matrix.

The commutative (congruence- or ideal-) simple semirings were characterized

and partially classified in [23]. A commutative ideal-simple semiring S with at least

three elements falls precisely into one of the following cases:

• S is a zero-multiplication ring (i.e., ab = 0 for all a, b ∈ S) of finite prime

order;

• S is a field;

• S is a proper semifield;

• S is a parasemifield.
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This basic classification raised further fundamental structural questions on commu-

tative semirings.

3.2 Conjectures related to idempotency

In this section we present several conjectures on finitely generated commutative

semirings. These conjectures are related to each other and have the two following

motivations.

The first motivation is connected with commutative ideal-simple semirings. To

obtain a more detailed insight into them it is natural to start with finite or, rather,

with finitely generated cases. Finite cases in the basic classification include finite

fields, zero-multiplication rings of finite prime order, the trivial semiring and semi-

fields that are either additively constant or additively idempotent [23, 3.2]. These

cases do not seem to share any common features. On the other hand, by a classical

result, no infinite field can be finitely generated as a (semi)ring. Hence, consid-

ering finitely generated cases in the basic classification that are infinite, one ob-

tains only proper semifields or parasemifields. It was conjectured that such infinite

cases have to be additively idempotent or additively constant (for the details, see

[23, 49, 51, 53]).

The second motivation comes from a kind of a “folklore” theorem in the ring

theory saying that a finitely generated commutative ring cannot contain the field

Q of rationals. In this context a natural question suggests itself whether or not an

analogous theorem remains true for semirings.

Motivated by these questions, a sequence of further conjectures on finitely ge-

nerated commutative semirings was proposed in [64]. One of the key notions in

these conjectures is the (additive) divisibility. This property has allowed to extend

formulations of conjectures from ideal-simple semirings to arbitrary commutative

semirings that are finitely generated.

The conjectures are listed below. Let us make a few comments to more explain

their formulations. Note that the idempotency trivially implies the divisibility. Also,

every parasemifield S is additively divisible as its unity 1S has this property. This

immediately follows from the fact that the unity 1S is contained in the smallest

(prime) subparasemifield P of S and such P either consists of a single element or it

is isomorphic to the parasemifield Q+ of the positive rationals.

Further, the divisible structures (e.g., the divisible groups) are usually expected

to be “large”. On the other hand, the finitely generated objects are usually “small”.

In the case of the commutative semirings, the only way for these two properties to

co-exist seems to be in the idempotency of the given object. Such an expectation

is supported also by classical results in the theory of semigroups and rings. In a

residually finite semigroup every element is divisible if and only if it is idempotent

(see [17]). In particular, this is true also for a finitely generated commutative semi-

group, as such a semigroup is residually finite by a well known theorem of Mal’cev

10



[82]. Similarly, in a finitely generated commutative ring the only divisible element

is the zero element.

Finally, an interesting result was obtained for compact topological semirings

with a unity [58]. It says that the set A of all additively divisible elements of such

a semiring is non-empty, topologically closed and every element of A is additively

idempotent.

All these results support the plausibility of the following conjectures. Let us recall

that by CF we denote the class of all finitely generated commutative semirings.

Conjectures (Part I)

(1) Every infinite ideal-simple semiring S ∈ CF is idempotent or (additively)

constant.

(1’) Every parasemifield S ∈ CF is idempotent.

(2) No semiring S ∈ CF contains a copy of the semiring Q+.

(2’) No semiring S ∈ CF with a unity contains a copy of the semiring Q+ that

shares this unity.

(2”) Every divisible semiring S ∈ CF with a unity is idempotent.

(3) Every uniquely divisible semiring S ∈ CF is idempotent.

(3’) Every divisible semiring S ∈ CF is idempotent.

These conjectures are related in the following way.

Theorem 3.2.1. ([51, 64]) (3)⇔ (3’) =⇒ (2)⇔ (2’)⇔ (2”) =⇒ (1)⇔ (1’)

The equivalence of (1) and (1’) was investigated in [53] and proved in [51]. In

[64] we proved the rest of the implications and equivalences (in [64], Conjecture (1)

is not cited in its right form, the additively constant case was omitted there). In

[64] we also provided a basic characterization of the idempotency in terms of the

divisibility (unique divisibility, resp.) in the commutative semirings.

Assigning properties (the divisibility or the idempotency) to a given structure

(semigroup, ring, semiring) can be seen as a global approach. In this way our con-

jectures are formulated. On the other hand, we can also study these properties in a

point-wise nature, i.e., we assign them to a given element a ∈ S only. According to

the known results mentioned above, divisibility implies idempotency for a single ele-

ment in the case of semigroups or rings that are commutative and finitely generated.

In view of these results we can ask the following question.

• To what extend is this behaviour (i.e., that the divisibility point-wisely im-

plies the torsion) preserved or generalized in finitely generated commutative

semirings?
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We provide an answer in terms of free objects in the category of the commutative

semirings (Section 3.3).

Finally, let us note that divisibility was investigated also for non-commutative

structures. Divisible semigroups were studied in [13, 102], and as topological semi-

groups (in particular, the compact ones) they were investigated, e.g., in [6, 9, 10,

11, 12, 14, 29, 44]. Unlike the commutative case, there exist infinite but finitely

generated divisible (non-commutative) groups (see [39] and [94]).

In rings, the problem whether a finitely generated non-commutative ring may

contain the field Q seems to be still open. Nevertheless, in a related problem of

finding an infinite division ring which is finitely generated as a ring [25, Problem

1.171], the first steps were recently made in [1].

3.3 Idempotency and divisibility in one-generated

semirings

For the investigation of conjectures listed in Section 3.2, a natural approach is to

start with semirings with one generator. It turns out that this case brings surprising

results and that also the proofs are not straightforward.

In [54] it was proved that no non-trivial parasemifield is a one-generated semiring.

This trivially confirms Conjecture (1’) for such a case. In [71] we proved Conjectures

(3’) and (2”) for one-generated semirings. In addition, Conjecture (3’) was confirmed

for the case of two generators where one of them was the unity. Our approach was

based on rewriting the polynomials.

Theorem 3.3.1. ([71]) Every one-generated divisible semiring is idempotent. More-

over, if the generator is multiplicatively invertible then the semiring is finite.

Notice that in contrast to the case of parasemifields there do exist one-generated

additively idempotent semifields [51].

Further, in [71] we have investigated embeddings of semigroups into the additive

part of the finitely generated commutative semirings and we have obtained the

following surprising result.

Theorem 3.3.2. ([71]) Let A(+) be an at most countable commutative semigroup,

n ∈ N, a1, . . . , an ∈ A and f ∈ N[x1, . . . , xn] be a non-constant polynomial.

If either n ≥ 2 or if f contains at least two different monomials, then there are

a commutative semiring S and elements w1, . . . , wn ∈ S such that

(i) S = {g(w1, . . . , wn) | g ∈ N[x1, . . . , xn]},

(ii) A(+) is a subsemigroup of S(+),

(iii) f(w1, . . . , wn) = a1.
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Moreover, if n ≥ 2 and f = x1 then S can be chosen such that wi = ai for every

i = 1, . . . , n− 1.

First, let us note that the proof of Theorem 3.3.2 works indeed for the non-

constant polynomials (in [71] this condition was omitted). Constant polynomials

f = k ∈ N are not covered by this theorem (in fact, they are assumed to have

restrictions that follow from Conjectures (4) and (5) in the next Section 3.4).

Further, let us notice that if, in addition, f has no constant term then, according

to the proof of Theorem 3.3.2, A ⊆ {g(w1, . . . , wn) | g ∈ F (x1, . . . , xn)} and S might

be in this case chosen to be a factor of the free commutative semiring F (x1, . . . , xn).

An immediate corollary is now the following.

Corollary 3.3.3. ([71]) Every at most countable commutative semigroup is con-

tained in the additive part of some one-generated semiring.

This result shows that there is a significant difference between proper semirings

and rings - finitely generated commutative rings cannot for instance contain the

group Q(+) as a subgroup in their additive reducts, while semirings may do. On

the other hand, our conjectures still suppose that the semiring Q+(+, ·) cannot be

contained as a subsemiring in any finitely generated commutative semiring.

The only case of a non-constant polynomial in Theorem 3.3.2 that remained

uncovered was for n = 1 and the given polynomial has only one monomial. This

situation that corresponds to a one-generated semiring was further investigated in

[70] and has resulted into the following theorem.

Theorem 3.3.4. ([70]) Let S be a semiring generated by an element w ∈ S. Then

for k,m ∈ N and an element z = kwm ∈ S the following holds:

• z is divisible ⇔ z is idempotent.

Now we can provide the promised answer to the question from Section 3.2 in

terms of the free commutative semirings F (x1, . . . , xn) (it follows from Theorems

3.3.2 and 3.3.4).

Theorem 3.3.5. Let n ∈ N. For f ∈ F (x1, . . . , xn) the following are equivalent:

(i) For every semiring S and every semiring epimorphism ϕ : F (x1, . . . , xn)→ S,

the element ϕ(f) is divisible if and only if ϕ(f) is idempotent.

(ii) n = 1 and f = k · xm1 for some k,m ∈ N.

3.4 Conjectures related to torsion

Results concerning the connection between the idempotency and the divisibility

motivated us to find a similar correspondence between the torsion (as a relaxed

version of the idempotency) and some weaker version of the divisibility.
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Within our investigating of the torsion, a special attention was paid to the case

when a given element in a semiring S lies in some subgroup of the additive reduct

of S. A semiring where every element has such a property is (additively) regular

and, due to the commutativity of its additive reduct, it is also (additively) inverse.

Regularity and inversion are classical properties studied in semigroups (see e.g. [38,

45, 76, 96]). They are natural generalizations of the notion of a group. Within

the additive reducts of semirings these properties were investigated in more detail

e.g., in [35, 59, 60, 97, 99, 106]. Here a more general notion of a semiring was

assumed with a generally non-commutative additive reduct. To illustrate how these

types of semirings are close to rings it is worth mentioning that recently [46] a

characterization of additively regular semirings was provided - they are precisely

those semirings (with a unity and a zero) where every semimodule has an injective

envelope.

Based on these motivations for semirings from the class CF we have suggested

notions of almost-divisibility (as a counterpart to the torsion) and strong almost-

divisibility (as a counterpart to the torsion together with the regularity). Of course,

both these new properties were chosen to be weaker than the original divisibility.

The name of the second one is introduced in this thesis to make the reading simpler.

For a semiring S and a non-empty subset M of integers N, let us call an element

a ∈ S

• M-divisible ⇔ for every m ∈M there is c ∈ S such that a = m · c.

• almost-divisible ⇔ there is an infinite set P of prime numbers and b ∈ 〈a〉+ =

N · a such that b is P -divisible.

• strongly almost-divisible ⇔ there is an infinite set P of prime numbers such

that a is P -divisible.

Again, we assign such a notion to the semiring S itself if every element of S is so. For

a subset X ⊆ S, let us still denote by
(
X
M

)
S

= {a ∈ S | (∃x ∈ X)(∃m ∈M) x = ma}
the set of all possible fractions of all elements of X with respect to the set of

“denominators” of M .

The following diagram shows the natural relations between all the properties

that we consider. It is not difficult to check the validity of the implications.

idempotent =⇒ regular and torsion =⇒ torsion

⇓ ⇓ ⇓
divisible =⇒ strongly almost-divisible =⇒ almost-divisible.

Now we may naturally ask whether the vertical implications can be reversed for a

semiring S ∈ CF . Based on these questions the following conjectures were suggested

in [69] and [70].
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Conjectures (Part II)([69, 70])

(4) Every strongly almost-divisible semiring S ∈ CF is regular and torsion.

(5) Every almost-divisible semiring S ∈ CF is torsion.

The previous and the new conjectures are related as follows.

(5) =⇒ (4) =⇒ (3)

Since the proof of these implications is not explicitly written in the attached papers,

let us make a short explanation. The implication (4)⇒(3) follows immediately

from the basic characterization of the additive idempotency in terms of the additive

divisibility [64, 3.1.1]. To see the implication (5)⇒(4), one only needs to prove that

for a torsion semiring S ∈ CF the strong almost-divisibility implies the regularity.

By [64, 2.1], there is k ∈ N such that kx = 2kx for every x ∈ S. Hence, by the

basic properties of the cyclic semigroups, the set Gx = {`x | ` ∈ N, ` ≥ k} is a finite

additive group for every x ∈ S. Now, by the strong almost-divisibility, for every

a ∈ S there is a prime number p ∈ N big enough such that a = px ∈ Gx for some

x ∈ S. Thus the element a is contained in an additive group and the semiring S is

therefore regular.

Similarly, as in Section 3.2, we may ask whether the remaining vertical implica-

tions in the diagram can be reversed for a single element a ∈ S in a finitely generated

commutative semiring S.

These questions as well as the new conjectures are again supported by results on

the commutative semigroups and rings that we have shown in [69] and [70].

Theorem 3.4.1. ([69, 70])

(1) For a finitely generated commutative ring R and a ∈ R the following holds:

• a is almost-divisible ⇔ a is torsion.

(2) For a residually finite commutative semigroup A (i.e., for A that is a subdirect

product of finite commutative semigroups) and a ∈ A the following holds:

• a is regular and torsion ⇔ a is M-divisible for some infinite set M ⊆ N;

• a is torsion⇔ there is b ∈ N·a such that b is M-divisible for some infinite

set M ⊆ N.

Let us note that the validity of Theorem 3.4.1 can also be extended to non-

commutative residually finite semigroups if the regularity of an element is substi-

tuted by a complete regularity of this element (to preserve the property that the

element a generates a finite group).
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3.5 Torsion and divisibility in one-generated se-

mirings

In [69] we have investigated the relation between the torsion and the almost-divisibi-

lity in the finitely generated commutative semirings. In particular, we have studied

the question when the almost-divisibility implies the torsion point-wisely in terms of

the free objects. For reasons similar to Section 3.3 (by using Theorem 3.3.2 on the

embedding of semigroups), the only case that needed to be investigated was the case

of a semiring S with one generator w ∈ S. Within this semiring the only elements

that were uncovered in Theorem 3.3.2 were elements of the form kwm for k,m ∈ N.

Further, in [70] we have studied an analogous problem that concerns the strong

almost-divisibility. Our answers to both questions are similar to Theorem 3.3.5.

Theorem 3.5.1. ([69]) Let n ∈ N. For f ∈ F (x1, . . . , xn) the following are equiva-

lent:

(i) For every semiring S and every semiring epimorphism ϕ : F (x1, . . . , xn)→ S,

the element ϕ(f) is almost-divisible if and only if ϕ(f) is torsion.

(ii) n = 1 and f = k · xm1 for some k,m ∈ N.

Theorem 3.5.2. Let n ∈ N. For f ∈ F (x1, . . . , xn) the following are equivalent:

(i) For every semiring S and every semiring epimorphism ϕ : F (x1, . . . , xn)→ S,

the element ϕ(f) is strongly almost-divisible if and only if ϕ(f) is torsion and

regular .

(ii) n = 1 and f = k · xm1 for some k,m ∈ N.

Let us emphasize that Theorem 3.5.2 (that follows immediately from [70, 0.1]

and Theorem 3.3.2) is not an easy consequence of Theorem 3.5.1. A non-trivial

part in its proof is the case when for the given k,m ∈ N and w ∈ S there are

polynomials fp(x1) ∈ F (x1) (indexed by infinitely many prime numbers p) such that

kwm = p · fp(w), the degrees of fp are arbitrarily large and fp contain monomials of

degrees less than m.

An immediate consequence of Theorems 3.5.1 and 3.5.2 is a confirmation of

Conjectures (4) and (5) for the one-generated case of semirings.

Theorem 3.5.3. ([69, 70]) Every one-generated almost-divisible semiring is torsion.

Every one-generated strongly almost-divisible semiring is torsion and regular.

According to these results, equivalences between the (versions of) divisibility

and the (versions of) torsion on the point-wise level may hold (in terms of the free

objects) only for special elements in the one-generated semirings. For such a kind

of an element a ∈ S it is then natural to further investigate the set
(
a
N

)
S

of all its

possible fractions in the semiring S. The following theorem in [70] gives a certain

limitation.
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Theorem 3.5.4. ([70]) Let S be a semiring generated by w ∈ S. For every m ∈ N
there is k ∈ N such that for the set M = {` ∈ N | gcd(`, k) = 1} we have

(
wm

M

)
S
⊆

〈w,w2, . . . , wm〉+. In particular,
(

w
M

)
S
⊆ 〈w〉+.

This result can be interpreted in a way that “most” of the fractions of the element

a = wm is concentrated in a “small” part of the semiring S (i.e., these fractions are

contained in a finitely generated subsemigroup of S(+)). On the other hand, an

example in [70, 0.5] shows that a similar property does not hold in general for the

remaining elements a = kwm, where k ≥ 2.

To conclude this section, let us illustrate the behaviour of the set of fractions in

the finitely generated commutative rings. Here we have obtained a stronger result

[70].

Theorem 3.5.5. ([70]) Let R be a finitely generated commutative ring and G(+)

be a finitely generated subgroup of R(+). Then there is k ∈ N such that for the set

M = {` ∈ N | gcd(`, k) = 1} we have
(
G
M

)
R
⊆ G.

3.6 Commutative parasemifields

In this section we provide an answer to Conjecture (1’) on parasemifields. Let us

recall that a parasemifield is a semiring where the multiplicative semigroup is a group

(for on overview, see e.g. [104]). Natural examples are the parasemifield of positive

rationals Q+ or positive reals R+ (with standard operations) or parasemifields of all

continuous positive real-valued functions on a topological space X equipped with

the point-wise addition and multiplication. Let us recall that parasemifields are also

essential structures in tropical geometry, they are used in representation theory for

constructing cluster algebras [28] or appear in the process of so called dequantization

[78].

Another type of examples of parasemifields arises through a natural duality

with (abelian) lattice-ordered groups (`-groups) that play an important rôle in al-

gebra and related areas of mathematics, see e.g [68, 79, 101]. An (abelian) `-group

G( · , −1, 1,∧,∨) is an algebraic structure such that G( · , −1, 1) is an abelian

group, G(∧,∨) is a lattice and for all a, b, c ∈ G it holds that a(b ∨ c)v = ab ∨ ac
and a(b ∧ c) = ab ∧ ac.

Such an `-group is now term-equivalent to a commutative idempotent parasemi-

field G(+, ·, −1, 1) with the correspondence of the operations given by a∨ b = a+ b

and a ∧ b = (a−1 + b−1)−1 for all a, b ∈ G.

An `-group G (and the corresponding parasemifield) is called unital if there is

an element u ∈ G such that for every x ∈ G there is n ∈ N with x ≤ un. The class

of all unital abelian `-groups is categorically equivalent via the celebrated Mundici

functor with the class of MV-algebras [90]. These provide a useful tool in studying

the multi-valued logic of  Lukasiewicz [5, 19, 20, 80, 91].
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The equivalence between a commutative parasemifield S and its `-group coun-

terpart preserves finite generation in the sense that S is finitely generated as an

`-group if and only if S is finitely generated as a parasemifield. However, these cases

are not equivalent to the property of being finitely generated as a semiring (i.e.,

when S ∈ CF), which is generally stronger. In [52] it was noted that a commutative

idempotent parasemifield S ∈ CF is unital as an `-group. In [15] finitely generated

unital (abelian) `-groups were classified using the combinatorial notion of a stellar

sequence, which is a sequence of certain simplicial complexes in [0, 1]n ⊆ Rn. Based

on this approach, in [52] idempotent parasemifields that are finitely generated as

semirings were classified using the notion of a rooted tree.

As it was mentioned in Section 3.2, a conjecture was raised (Conjecture (1’))

that every commutative parasemifield that is finitely generated as a semiring has

to be idempotent. In [54] and [49] this conjecture was confirmed for the case of at

most two generators.

Our result in [57] proves Conjectures (1) and (1’) in the full generality and it is

also a continuation of the study of idempotent parasemifields in [52].

Theorem 3.6.1. ([57]) (a) Every commutative parasemifield that is finitely genera-

ted as a semiring is additively idempotent.

(b) Every commutative proper semifield that is finitely generated as a semiring

is either additively idempotent or additively constant.

(c) Every commutative proper finitely generated ideal-simple semiring is either

additively idempotent or additively constant.

Let us recall that the latter theorem can also be understood as an extension of

a theorem saying that every (commutative) field that is finitely generated as a ring

has to be finite.

The key point for proofs in [57] was a careful study of convex cones associated

to parasemifields. It turned out that they had a distinguished property called pris-

mality (see [57] for more details). As a corollary, in [57] we obtained the following

result.

Corollary 3.6.2. ([57]) Let S be a commutative parasemifield that is finitely gene-

rated as a semiring. Then S is finitely generated as a multiplicative semigroup.
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Chapter 4

Congruence-simple semirings

4.1 Basic classification and cryptographical appli-

cations

In order to develop a structure theory for semirings, the congruence-simple semi-

rings are one of the basic objects to study. They provide the simplest cases of

subdirectly irreducible semirings that, according to the Birkhoff’s theorem, are

the basic buildings blocks in the variety of semirings. A deeper interest in the

congruence-simple semirings started quite recently. These semirings are studied

not only for their structural rôle but also because of their applications (see e.g.

[23, 24, 26, 56, 61, 88, 89, 108]). It was shown (see e.g., [84]) that there are close

connections between the public key cryptography based on the Discrete Logarithm

Problem and the congruence-simple semirings and their semimodules. In particular,

the use of the congruence-simple semirings is advantageous to avoid the Pohlig-

Hellman type attacks, as the computation within such a semiring can not be sim-

plified by any non-trivial semiring homomorphism.

Commutative congruence-simple semirings were successfully characterized and

partially classified in [23] with an exception of the subsemirings of positive reals.

Surprisingly, even the structure of subsemirings (and subsemigroups) of Q - a fairy

basic object - is not well understood (in contrast to the structural properties of the

subrings and subgroups of Q which are quite well known). A significant contribution

to this problem was presented in [55, 56]. In this work all maximal subsemirings of

the positive rational numbers were found and classified (with the help of prime p-adic

valuations) and a similar problem for the congruence-simple ones was solved. Such a

maximal congruence-simple subsemiring of Q+ is of the form {x ∈ Q+ | avp(x) < x},
where 0 < a < 1 is a real number and vp is a valuation for a prime number p. These

semirings are all non-isomorphic so there is uncountably many of them. As an open

question it remains, whether or not the list of the congruence-simple subsemirings

of Q+ found in [56] is already complete. These results were a part of author’s

dissertation.
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A (generally non-commutative) congruence-simple semiring S with at least three

elements fits into precisely one of the following four basic classes (see [24]):

• S is additively constant;

• S is additively cancellative (i.e., a+ c 6= b+ c for all a, b, c ∈ S, a 6= b);

• S is additively nil of index 2 (i.e., there is o ∈ S such that 2a = o for every

a ∈ S) and S = {a+ b | a, b ∈ S};

• S is additively idempotent.

The first class consists of all multiplicative congruence-simple semigroups (with an

absorbing element) that are equipped with a constant addition. Semirings in the

second class can be embedded into rings, so this class includes all simple rings and

many subsemirings of ordered rings. Examples of this type are for instance the

semiring of all n× n matrices over positive rationals Q+ or the semiring of positive

reals R+. The third class may contain only infinite non-commutative semirings [27].

An example of this type was constructed in [26] but the rest of this class remains

enigmatic so far.

Finally, the fourth class can be viewed as congruence-simple semirings consisting

of (some) endomorphisms of a given semilattice. Thanks to this natural interpre-

tation, this class is of interest in the theory as well as it has a potential in the

applications. Finite semirings of this type were used for a construction of the Diffie-

Hellman type of cryptographical protocols ([84, 89]). Possible links of the infinite

semirings to cryptography are not clear yet but this direction can be promising,

especially in the case when the semirings satisfy some finiteness conditions.

To illustrate an application of semirings in the cryptography, let us provide the

following two key-exchange protocols adapted from [22, 107]. Here two participants

Alice and Bob want to agree on a common secret key k via an unsecured channel

for their communication.

Protocol 1. Alice and Bob publicly agree on a proper congruence-simple semi-

ring S and an element u ∈ S. Then:

1. Alice chooses a random element α ∈ S as her secret key. She computes A = α·u
as her public key and sends A to Bob.

2. Bob chooses a random element β ∈ S as his secret key. He computes B = u ·β
as his public key and sends B to Alice.

3. Alice computes kA = α ·B = α · (u · β).

4. Bob computes kB = A · β = (α · u) · β.
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At the end of the protocol, both users obtain the same common secret key k = kA =

kB = α · u · β.

In order to break this protocol and find k (by knowing S, u, A and B only), it is

sufficient to find an element α′ ∈ S such that α′ ·u = A (or solve the similar problem

for B). Then α′ ·B = (α′ · u) · β = A · β = k. This task seems to be difficult, as the

multiplication in S is not invertible in general and we cannot use any non-trivial

homomorphism on S to simplify the computation and gain in this way additional

information.

In the second protocol we use the fact that for an element u ∈ S and for two poly-

nomials f(x), g(x) ∈ F (x) with non-negative integer coefficients (and no constant

terms) the elements f(u) ∈ S and g(u) ∈ S mutually commute in S.

Protocol 2. At the beginning both users Alice and Bob publicly agree on a

proper congruence-simple semiring S and two elements α, β ∈ S that do not com-

mute. Then:

1. Alice selects as her secret key two random polynomials p1(x), p2(x) ∈ F (x).

She computes her public key A = p1(α) · p2(β) and sends A to Bob.

2. Bob selects as his secret key two random polynomials q1(x), q2(x) ∈ F (x). He

computes his public key B = q1(α) · q2(β) and sends B to Alice.

3. Alice computes kA = p1(α) ·B · p2(β) = p1(α) ·
(
q1(α) · q2(β)

)
· p2(β).

4. Bob computes kB = q1(α) · A · q2(β) = q1(α) ·
(
p1(α) · p2(β)

)
· q2(β).

At the end of the protocol, both users obtain the same common secret key k = kA =

kB.

The problem on which the security of this protocol is based is as follows. To find

the key k (by knowing S, α, β, A and B only) it is sufficient to find polynomials

p′1(x), p′2(x) ∈ F (x) such that A = p′1(α) · p′2(β) (or solve the same problem for B).

Then p′1(α) ·B ·p′2(β) = p′1(α) ·
(
q1(α) ·q2(β)

)
·p′2(β) = q1(α) ·

(
p′1(α) ·p′2(β)

)
·q2(β) =

q1(α) · A · q2(β) = k.

Also, this task seems to be generally difficult for the reasons similar to the

previous protocol.

4.2 Idempotent semirings with a bi-absorbing ele-

ment

A fruitful approach for studying the congruence-simple additively idempotent se-

mirings is to consider them as semirings of endomorphisms of their idempotent

semimodules (i.e., of semilattices). The case when such an S-semimodule M has

many endomorphisms coming from the semirings S is of special importance (see e.g.
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[2, 3, 50, 63, 66]). By investigating such type of semimodules, the finite congruence-

simple semirings were classified in [63, 108] up to an exceptional case of additively

idempotent semirings with a bi-absorbing element. By extending similar ideas to

generally infinite semirings we have studied a notion of an o-characteristic semimod-

ule in [65].

To define this notion, let us first denote by End1(M), for a semilattice M(+) with

the greatest element oM ∈M and with |M | ≥ 2, the semiring of all endomorphisms

of M(+) that preserve the element oM . Further, let X1(M) be the set of all such

endomorphisms ϕ ∈ End1(M) with the range ϕ(M) = {oM , u} for some u ∈ M \
{oM} such that the downwards closed subsemilattice {x ∈ M |ϕ(x) ≤ u} has a

greatest element. Now, a semilattice M with the greatest element oM ∈ M and

with |M | ≥ 2 is called an o-characteristic S-semimodule if it is equipped with an

injective semiring homomorphism Φ : S → End1(M) such that X1(M) ⊆ Φ(S).

In [65] we have shown a uniqueness of such a semimodule for the additively

idempotent semirings with a bi-absorbing element.

Theorem 4.2.1. ([65]) Let S be an additively idempotent semiring with a bi-absorbing

element. If M is an o-characteristic S-semimodule, then S has at least one minimal

left ideal and M is isomorphic to any such a minimal left ideal of S. Moreover, the

semiring S then has at most one minimal left ideal I such that x2 = x for every

x ∈ I.

In mathematics there often appear semirings that have a zero element (i.e., the

additively neutral and multiplicatively absorbing element). For additively idempo-

tent semirings the zero element is the least element (with respect to the natural

order), while, on the contrary, a bi-absorbing element is the greatest element. These

two cases are essentially different (and disjoint for non-trivial semirings) and they

cannot be transformed one to the other by simply turning the semiring “upside-

down”. A congruence-simple semiring with a zero is either a ring or it is additively

idempotent [24].

Finite idempotent congruence-simple semirings with a zero were fully charac-

terized in [108]. In [66] a similar characterization was generalized to some infinite

cases. Finite idempotent congruence-simple semirings with a bi-absorbing element

were studied in [63] and a subclass of such semirings that, in addition, have an addi-

tively neutral element was characterized by an existence of an irreducible idempotent

semimodule (see [63] for the detailed definitions).

Our generalization of the characterization in [63] and also an analogy to the

result in [66] now reads as follows.

Theorem 4.2.2. ([65]) Let S be an additively idempotent semiring with a bi-absorb-

ing element and with an additively neutral element. Assume further that |S| ≥ 3

and

• every downwards closed subsemilattice K of S(+) such that both the sets K

and S \K are infinite has a greatest element.
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Then the following three conditions are equivalent:

(i) The semiring S is congruence-simple and has at least one minimal left ideal.

(ii) There is an o-characteristic S-semimodule M .

(iii) S is congruence-simple and there is a faithful minimal S-semimodule L.

To present our final result, let us denote by X1(M), for a (non-trivial) semilattice

M with a greatest element oM , the set of all endomorphisms from End1(M) with

the range of cardinality at most 2. Clearly, X1(M) ⊆ X1(M).

In [50] it was shown that a subsemiring S of End1(M) containing the set X1(M)

is congruence-simple if and only if for every a ∈ S there is e ∈ X1(M) such that

e ≤ a.

We have generalized this result in [65] by assuming that S contains, in comparison

to [50], only the set X1(M) that is in general substantially smaller than X1(M).

Theorem 4.2.3. ([65]) Let M be a semilattice with a greatest element oM and

|M | ≥ 2. Let S be a subsemiring of End1(M) such that X1(M) ⊆ S. Then S has a

bi-absorbing element and

(i) the following two conditions are equivalent:

(α) S is congruence-simple,

(β) for every a ∈ S there are e ∈ X1(M) and b ∈ S such that eb ≤ a.

(ii) the following two conditions are equivalent:

(γ) S is congruence-simple and for all w ∈ M \ {oM} and a ∈ S the set

A = {x ∈ M | ax ≤ w} is upwards bounded in M \ {oM} (provided that

A is non-empty),

(δ) for every a ∈ S there is e ∈ X1(M) such that e ≤ a.
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[27] V. Flaška, T. Kepka, J. Šaroch, Bi-ideal-simple semirings, Comment. Math.

Univ. Carolinae 46(3) (2005), 391–397.

[28] S. Fomin, A. Zelevinsky, Cluster algebras IV: Coefficients, Compositio Math.

143 (2007), 112–164.

[29] M. Friedberg, Homomorphisms of divisible semigroups, Math. Z. 123 (1971),

215–218.

[30] A. Gathmann, Tropical algebraic geometry, Jahresber. Deutsch. Math. Verein.

108(1) (2006), 3–32.

[31] S. Gaubert, MAX PLUS, Methods and applications of (max,+) linear algebra,

in: R. Reischuk, M. Morvan (Eds.), STACS 97, Lecture Notes in Comput. Sci.

1200, Springer, 1997, pp. 261–282.

[32] K. G lazek, A Guide to the Literature on Semirings and their Applications in

Mathematics and Information Sciences: With Complete Bibliography, Kluwer

Academic Publishers, Dordrecht, 2002.

[33] J. S. Golan, The Theory of Semirings, with Applications in Mathematics and

Theoretical Computer Science, Pitman Monogr. Surv. Pure Appl. Math. 54,

Longman Scientific and Tech., Essex, 1992.

[34] J. S. Golan, Power Algebras over Semirings: With Applications in Mathematics

and Computer Science, Math. Appl. 488, Kluwer Academic Publishers, Dor-

drecht, 1999.

[35] J. S. Golan, Semirings and their Applications, Kluwer Academic Publishers,

Dordrecht, 1999.

[36] J. S. Golan, Semirings and Affine Equations over Them: Theory and Applica-

tions, Math. Appl. 488, Kluwer Academic Publishers, Dordrecht, 2003.

[37] M. Gondran, M. Minoux, Graphs, Dioids and Semirings: New Models and

Algorithms, Oper. Res./Comput. Sci. Interfaces Ser. 41, Springer, 2008.

[38] P. A. Grillet, Semigroups: An Introduction to the Structure Theory, Monogr.

Textb. Pure Appl. Math. 193, Marcel Dekker, New York, 1995.

[39] V. S. Guba, A finitely generated complete group, Izv. Akad. Nauk SSSR, Ser.

Mat. 50(5) (1986), 883–924 (in Russian) (English translation: Math. USSR

Izv. 29(2) (1987), 233–277).

27



[40] S. M. Gusein-Zade, I. Luengo, A. Melle-Hernández, Power structure over the

Grothendieck ring of varieties and generating series of Hilbert schemes of points,

Michigan Math. J. 54(2) (2006), 353–359.

[41] F. Halter-Koch, Ideal Systems: An Introduction to Multiplicative Ideal Theory,

Monogr. Textb. Pure Appl. Math. 211, Marcel Dekker, Inc., New York, 1998.

[42] U. Hebisch, H. J. Weinert, Semirings: Algebraic Theory and Applications in

Computer Science, Ser. Algebra 5, World Scientific, Singapore, 1998.
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[66] T. Kepka, J. Kortelainen, P. Němec, Simple semirings with zero, J. Alg. Appl.

15(3) (2016), 1650047, 9 pp.

[67] V. N. Kolokoltsov, V. P. Maslov, Idempotent Analysis and Its Applications,

Math. Appl. 401, Springer, 1997.

[68] V. M. Kopytov, N. Ya. Medvedev, The Theory of Lattice-Ordered Groups, Math.

Appl. 307, Springer, 1994.
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ABSTRACT. We present a series of open questions about finitely generated commutative semirings
with divisible additive semigroup. In this context we show that a finitely generated additively di-
visible commutative semiring is idempotent, provided that it is torsion. In the particular case of a
one-generated additively divisible semiring without unit, such a semiring must contain an ideal of
idempotent elements.
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It is well known that a commutative field is finite provided that it is a finitely generated ring.
Consequently, no finitely generated commutative ring (whether unitary or not) contains a copy
of the field Q of rational numbers. On the other hand, it seems to be an open problem whether
a finitely generated (commutative) semiring S can contain a copy of the semiring (parasemifield)
Q+ of positive rationals. Anyway, if S were such a (unitary) semiring with 1S = 1Q+ , then the
additive semigroup S(+) should be divisible. So far, all known examples of finitely generated
additively divisible commutative semirings are additively idempotent. Hence a natural question
arises, whether a finitely generated (commutative) semiring with the divisible additive part has to
be additively idempotent (see 1.1(A)).

Analogous questions were studied for semigroups. According to [9: 2.5(iii)], there is a finitely
generated non-commutative semigroup with a divisible element that is not idempotent. Moreover,
there exists infinite but finitely generated divisible (non-commutative) group (see [12] and [19]).
(Uniquely) divisible semigroups were studied in [7, 20] and as topological semigroups, especially
the compact case, in [3–6, 8, 10, 11, 13] and recently in [2]. The property of additive divisibility in
compact topological semiring was investigated in [17].

The present short note initiates a study of additively divisible commutative semirings together
with a series of open questions about the finitely generated cases (see 1.1).

1. Conjectures

Throughout the rest of the paper, all algebraic structures involved (as semigroups, semirings,
groups and rings) are assumed to be commutative, but, possibly, without additively and/or mul-
tiplicatively neutral elements. Consequently, a semiring is a non-empty set equipped with two
commutative and associative binary operations, an addition and a multiplication, such that the
multiplication distributes over the addition. A semiring S is called a ring iff the additive semigroup
of S is a group and S is called a parasemifield iff the multiplicative semigroup of S is a non-trivial
group. We denote by 1S ∈ S the fact that S has a multiplicative unit 1S (in the opposite case we
write 1S �∈ S).

2010 Mathemat i c s Sub j e c t C l a s s i f i c a t i on: Primary 12K10, 16Y60, 20M14.
Keyword s: commutative semiring, divisible semigroup, idempotent, torsion.
The second author was supported by the project LC 505 of Eduard Čech’s Center for Algebra and Geometry.
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We will use the usual notation: N for the semiring of positive integers and Q+ for the parasemi-
field of positive rationals.

Let A(+) be a semigroup. An element a ∈ A is called divisible (uniquely divisible, resp.) iff for
every n ∈ N there exists b ∈ A (a unique, resp.) such that a = nb. A semigroup is called divisible
(uniquely divisible, resp.) if every its element is divisible (uniquely divisible, resp.). Clearly, A
is divisible iff A = nA for every n ∈ N. The class of divisible semigroups is closed under taking
homomorphic images and cartesian products and contains all divisible groups and all semilattices
(i.e., idempotent semigroups).

Let S be a semiring. For an element a ∈ S denote ord(a) := card({ka | k ∈ N}) ∈ N ∪ {∞}
the order of a. For a subset ∅ �= X ⊆ S put 〈X〉 the subsemiring of S generated by X . A
semiring is called additively divisible (additively uniquely divisible, resp.) iff its additive part is
a divisible semigroup (uniquely divisible semigroup, resp.). A commutative semigroup M(+) is
called an S-semimodule iff there is a semiring homomorphisms ϕ : S → End(M(+)). In the case
when 1S ∈ S and ϕ(1S) = idS , the S-semimodule M is called unitary. Let D(S) denote the
semiring extending S where a multiplicative unit is added freely. Now S can naturally be treated
as a unitary D(S)-semimodule.

Examples 1�
(i) The semiring Q+ is additively (uniquely) divisible.
The zero-multiplication ring defined on the Prüfer group Zp∞ is both additively divisible and

additively torsion. Of course, the ring is neither additively idempotent nor finitely generated. The
(semi)group Zp∞(+) is not uniquely divisible.

Consider a non-trivial semilattice L. Then the product L×Zp∞ is a torsion divisible semigroup
that is neither a semilattice nor a group.

(ii) Let R be a (non-zero) finitely generated ring (not necessary with unit). Then R has at least
one maximal ideal I and the factor-ring R/I is a finitely generated simple ring. However, any such
a ring is finite and consequently, R is not additively divisible.

��������	�
 1.1� Consider the following statements:

(A) Every finitely generated additively divisible semiring is additively idempotent.

(A1) Every finitely generated additively uniquely divisible semiring is additively idempotent.

(B) No finitely generated semiring contains a copy of Q+.

(B1) No finitely generated semiring with a unit element contains a copy of Q+ sharing the unit.

(B2) Every finitely generated additively divisible semiring with a unit is additively idempotent.

(C) Every parasemifield, that is finitely generated as a semiring, is additively idempotent.

(C1) Every infinite finitely generated ideal-simple semiring is additively idempotent. (A semirings
is called ideal-simple iff every its proper ideal is trivial. For further details see [1].)

�	���

�
�� 1.1� (A) ⇐⇒ (A1) =⇒ (B) ⇐⇒ (B1) ⇐⇒ (B2) =⇒ (C) ⇐⇒ (C1).

The proof of 1.1 follows in the last section 5. The conjecture (C) (with the equivalent ver-
sion (C1)) was stated in [15] and was confirmed for the one-generated case in [16] and for the
two-generated case in [14]. The other conjectures are supported by further study in this paper
(especially by 3.1, 3.2, 3.2.3, 4.2, 4.1 and 2).

2. Preliminaries

����� 2.1� Let ∅ �= X be a subset of a semiring such that m = sup{ord(a) | a ∈ X} ∈ N. Then
sup{ord(b) | b ∈ 〈X〉} < ∞. Moreover, there is r ∈ N such that 2rb = rb for every b ∈ 〈X〉.
P r o o f. For every a ∈ X there are k, t ∈ N such that ka = (k+t)a and k+t ≤ m+1. Furthermore,
2�a = �a for some � ∈ N, � ≤ m +1. Setting r = (m + 1)!, we get 2ra = ra for every a ∈ X . Hence
ord(b) ≤ 2r − 1 for every b ∈ 〈X〉. �
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����� 2.2� Let S be a semiring. Let a, b ∈ S be such that ka = la + b for some k, l ∈ N, k �= l.
If ord(b) is finite, then ord(a) is so.

P r o o f. There are m, n ∈ N such that m < n and mb = nb. Then nka = nla + nb = nla + mb =
(n − m)la + m(la + b) = (n − m)la + mka = ((n − m)l + mk)a. Since k �= l, we see that
(n − m)k �= (n − m)l and nk �= (n − m)l + mk. Consequently, ord(a) is finite. �
����� 2.3� Let S be a semiring. If w ∈ S, a, b, c ∈ D(S)w and m ∈ N are such that ma = mb
and mc = w, then a = b.

P r o o f. For every d ∈ D(S)w, there is αd ∈ D(S) with d = αdw. Now, a = αaw = αamc =
αcαamw = αcma = αcmb = αcαbmw = αbmc = αbw = b. �
Remark 1� Let S be a semiring and x, v ∈ S be such that x = 2x + v. Put ωx = x + v. Then ωx

is an idempotent, x = x + ωx and the set {b ∈ S | x = x + b} is a subsemigroup of S(+) with ωx

as an (uniquely determined) absorbing element.

3. Additively divisible semirings

����	�� 3.1� ([9: 2.5(i)]) A divisible element in a finitely generated commutative semigroup is
idempotent. In particular, a commutative semigroup is finitely generated and divisible if and only
if it is a finite semilattice.

�	���

�
�� 3.1.1� The following are equivalent for a commutative semiring S:

(i) S is additively idempotent.

(ii) S is additively divisible and bounded (i.e. sup{ord(a) | a ∈ S} < ∞).

(iii) S is additively uniquely divisible and torsion.

P r o o f. First, (i) =⇒ (ii) and (i) =⇒ (iii) are easy.
(ii) =⇒ (i): By 2.1 there exists n ∈ N such that 2na = na for every a ∈ S. Since S is divisible,

we have a = nb, and so 2a = 2nb = nb = a.
(iii) =⇒ (i): Since S is torsion, for every a ∈ S there is k ∈ N such that 2ka = ka. Now, S is

additively uniquely divisible, hence k(2a) = ka and 2a = a. �
����	�� 3.2� A finitely generated additively divisible semiring S is additively idempotent, pro-
vided that it is torsion.

P r o o f. Follows immediately from 2.1 and 3.1.1. �
To verify the following two statements is an easy exercise.

�	���

�
�� 3.2.1� A semiring S is uniquely additively divisible if and only if it is a unitary
Q+-semimodule. In this case the structure of the Q+-semimodule is unique and provides a structure
of the Q+-semialgebra (i.e. qa · b = a · qb for all q ∈ Q+ and a, b ∈ S).

�	���

�
�� 3.2.2� Let S be an additively divisible semiring with a unit 1S ∈ S. Then S is
additively uniquely divisible and either S is additively idempotent or it contains a subsemiring Q
such that Q ∼= Q+ and 1S = 1Q.

�	���

�
�� 3.2.3� Let S be a non-trivial additively divisible semiring. Then S is not finitely
generated, provided that it is additively cancellative.

P r o o f. The difference ring R = S − S of S is additively divisible, and hence it is not finitely
generated by 1(ii). Then S is not finitely generated either. �

On a semiring S define a relation σS = {(a, b) ∈ S × S | (∃m ∈ N)[ma = mb]}. Clearly, σS is a
congruence of S and σS/σS

= id. The following assertion is easy to verify (by 3.1.1).
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�	���

�
�� 3.2.4�
(i) A semiring S is torsion if and only if the factor-semiring S/σS is torsion.
(ii) Let S be an additively divisible semiring. Then the factor-semiring S/σS is additively

uniquely divisible. If, moreover, S is torsion, then σS is just the smallest congruence of S such
that the corresponding factor-semiring is additively idempotent.

4. One-generated additively divisible semirings

In this section, let S be an additively divisible semiring generated by a single element w ∈ S.
Further, let x be a variable and F (x) denotes the free commutative semiring with the basis {x}
(i.e. F (x) consists of just all non-zero polynomials over x with non-negative integer coefficients
and with zero constant terms).

�	���

�
�� 4.1� The semiring S is additively uniquely divisible.

P r o o f. Follows from 2.3. �
�	���

�
�� 4.2� The semiring S is additively idempotent, provided that ord(wm) is finite for
some m ∈ N.

P r o o f. Let n ∈ N be the smallest number with ord(wn) finite. If n = 1, then the result follows
from 3.2, and so we assume, for contrary, that n ≥ 2. Since S(+) is divisible, there are v ∈ S,
k ∈ N ∪ {0} and a polynomial f(x) ∈ F (x) ∪ {0} such that w = 2v and v = kw + wf(w).
Hence wn−1 = 2kwn−1 + 2wn−1f(w). By our assumption, 2wn−1f(w) is of finite order. If k = 0,
then clearly ord(wn−1) is finite, and if k ≥ 1, then ord(wn−1) is finite as well, by 2.2, the final
contradiction. �
�	���

�
�� 4.3�

(i) If u ∈ S is such that w = wu, then u = 1S.

(ii) 1S ∈ S (i.e. S is unitary) if and only if S2 = S. In this case there exists w−1 in S and
Sn = Sm for all n, m ∈ N (here Sk = 〈{a1 . . . ak | ai ∈ S}〉 for k ∈ N).

P r o o f.
(i) Let w = wu. Since S = D(S)w, for every a ∈ S there is αa ∈ D(S) such that a = αaw.

Hence a = αaw = αawu = au for every a ∈ S. Thus u = 1S.
(ii) Let S2 = S. Then w ∈ S = S2 and there is a non-zero polynomial f(x) ∈ F (x) such that

w = wf(w). By (i), f(w) = 1S . Now, since 1S ∈ S = S2, we have, similarly, that 1S = wv for
some v ∈ S. Hence w−1 = v ∈ S. The rest is obvious. �
����� 4.1� Let k ∈ N, k ≥ 2 and u ∈ S ∪ {0} be such that w = kw + u. Then there exists
v ∈ S ∪ {0} such that a = 2a + va for every a ∈ S.

P r o o f. Let u = mw + wf(w), where m ∈ N ∪ {0} and f(x) ∈ F (x) ∪ {0}. If f(x) = 0, then
ord(w) is finite, S is idempotent by 3.2 and we can put v = 0.

Hence assume that f(x) �= 0. Put n = m+k and b = f(w) ∈ S. We have w = nw+wb. Adding
(n−2)w to both sides of this equality, we get (n−1)w = 2(n−1)w+wb. Since w is a generator and
S is additively divisible, we have b = (n − 1)v for some v ∈ S. For every a ∈ S there is αa ∈ D(S)
such that a = (n− 1)αaw. Hence a = αa(n− 1)w = αa(2(n− 1)w +(n− 1)wv) = 2a+av for every
a ∈ S. �
����	�� 4.1� If 1S /∈ S, then there exists v ∈ S ∪ {0} such that {a + va | a ∈ S} is an ideal in
S consisting of idempotent elements.

P r o o f. Since S is divisible, there is f ∈ F (x) such that w = 2f(w). By 4.3(ii), we get that
f(x) = kx + g(x) for some k ∈ N, k ≥ 2 and g ∈ F (x) ∪ {0}. Now, by 4.1, there is v ∈ S ∪ {0}
such that a = 2a + va for every a ∈ S. Finally, a + va is idempotent for every a ∈ S by 1. �
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Surprisingly, the assumption of not having a unit allows to prove more in 4.1. Such a situation is
not too common. To illustrate some other cases and techniques that support the Conjecture 1.1(A)
see the Examples 2.

Examples 2�
(i) Since S is additively divisible, there are polynomials fn(x) ∈ F (x), for n ∈ N, such that

w = nfn(w). If the degrees of the polynomials fn are bounded by a common constant, we get that
S is additively idempotent, by 3.1.

(ii) Let n, m, k, l ∈ N be such that nl−1 �= mk−1 and suppose that w = nwk and w = mwl. Then
S has a unit and is additively idempotent. Indeed, nmkwkl = n(mwl)k = nwk = w = mwl =
m(nwk)l = mnlwkl. Since nmk �= mnl, the element wkl is of finite order and S is additively
idempotent by 4.2.

(iii) Let w = 2(w +w2) and w = 3(w+w3). Then S is additively idempotent again. To show it,
add first these two equalities to obtain 2w = 5w + 2w2 + 3w3. Now, since w2 = 2w2 + 2w3 we can
substitute in 2w = 5w+(2w2 +2w3)+w3 = 5w+w2 +w3. Hence 4w = 10w+(2w2 +2w3) and by
the same substitution we get 4w = 10w+w2. Finally, 8w = 20w+2w2 = 18w+(2w+2w2) = 19w
and w is of finite order. Thus S is additively idempotent by 4.2.

5. Conclusion

P r o o f o f 1.1. First, it is clear that (A) =⇒ (A1), (B) =⇒ (B1) and (A) =⇒ (B2). Furthermore,
(C) ⇐⇒ (C1) by [15: 5.1]. Now, assume that (A1) is true and let S be a finitely generated
additively divisible semiring. By 3.2.4(ii), S/σS is additively uniquely divisible and, of course, this
semiring inherits the property of being finitely generated. By (A1), the semiring S/σS is additively
idempotent, and hence the semiring S is additively torsion by 3.2.4(i). Finally, S is additively
idempotent by 3.1.1. We have shown that (A1) =⇒ (A) and consequently, (A) ⇐⇒ (A1).

Next, let (B1) be true and let S be a finitely generated semiring containing a subsemiring
Q ∼= Q+. Put P = S · 1Q. Then P is an ideal of S, 1Q = 1P , Q ⊆ P and the map s �→ s1Q is a
homomorphism of S onto P . Thus P is a finitely generated semiring and this is a contradiction
with (B1). We have shown that (B1) =⇒ (B) and consequently, (B) ⇐⇒ (B1).

The implication (B2) =⇒ (B1) is easy, since every semiring S with a unit element 1S that
contains a subsemiring Q ∼= Q+ with 1S = 1Q+ is additively divisible (for a ∈ S and m ∈ N choose
b = (m1S)−1a ∈ S and get a = mb).

The implication (B) =⇒ (B2) follows immediately from 3.2.2.
We have shown that (B) =⇒ (B2) =⇒ (B1) ⇐⇒ (B).
Finally, the implication (B2) =⇒ (C) follows from the fact that every parasemifield S is addi-

tively divisible, since the prime parasemifield of S containing 1S is isomorphic either to Q+ or to
the trivial semiring. �
Remark 2� Let us modify the assertion of 1.1 by omitting the statement (C1) and, for a fixed
n ∈ N, substituting “finitely generated” by “n-generated” in the statements of 1.1. Notice that in
this case the proof of 1.1 works as well.

Remark 3� Note that using the Birkhoff’s theorem we can consider an equivalent version of the
conjecture (A):

(A’) Every finitely generated subdirectly irreducible additively divisible semiring is additively
idempotent.

Of course, it would be sufficient if such a semiring was finite. Unfortunately, this is not true.
Take for instance the tropical semiring – the set of integers Z equipped with a ⊕ b = min{a, b} as
addition and a � b = a + b as multiplication for a, b ∈ Z (this semiring is two-generated and has
just two congruences). Nevertheless, it is an open question whether also one-generated subdirectly
irreducible additively divisible semiring can be infinite.
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Finally, Mal’cev [18] proved that every finitely generated commutative semigroup is residually
finite (i.e. it is a subdirect product of finite semigroups). Notice, that also the additive part of
a finitely generated free additively idempotent semiring is a residually finite semigroup. If this is
true also for every finitely generated additively divisible semiring, we get a nice positive answer to
the conjecture (A).
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1. Introduction

Commutative semirings became widely used in different parts of pure and applied

mathematics (for an extensive overview and introduction to the theory see [6, 7, 9]).

An important milestone in the study of their basic properties was the classification

of simple semirings [4] (for a more recent result in non-commutative semirings

see [17]). This research further motivated a series of quite strong conjectures stated

in [13] and claiming that every finitely generated additively divisible semiring (pos-

sibly with unit) is additively idempotent. With the additional assumption that the

multiplicative part is a group, these conjectures have been confirmed for the at

most two-generated case in [10, 12]. First steps toward the general cases have been

∗Corresponding author.
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made in [13]. Equivalent expressions of these problems in terms of free commutative

semirings are as follows.

Conjecture 1.1. Let k ∈ N and {fi,n | n ∈ N & i = 1, . . . , k} ⊆ N[x1, . . . , xk] be a

set of polynomials that have zero constant terms. The system of relations

xi ≡ n · fi,n(x1, . . . , xk) where n ∈ N, i = 1, . . . , k

implies relations xi ≡ 2 · xi for all i = 1, . . . , k by using only addition and multipli-

cation in N[x1, . . . , xk].

Conjecture 1.2. Let k ∈ N and {fn | n ∈ N} ⊆ N[x1, . . . , xk] be a set of polyno-

mials. The system of relations

1 ≡ n · fn(x1, . . . , xk) where n ∈ N

implies relation 1 ≡ 2 by using only addition and multiplication in N[x1, . . . , xk].

This formulation suggests to approach these problems from a computational

point of view (for rewriting techniques in semirings see e.g. [1, 14]). In this paper

we use some types of rewriting in the free semiring N[x] that will help us to under-

stand better the structure of one-generated semirings in the context of numerical

semigroups. We give affirmative answers for the one-generated case of both Con-

jectures 1.1 and 1.2. Surprisingly, in the cases where the generator is not invertible,

the proof is easier, since the system of relations describing the additive divisibility is

more restricted. In the second part of our paper we show that every at most count-

able commutative semigroup is contained in the additive part of some one-generated

semiring.

We believe that our approach will be useful for further study (not only of semir-

ings) and its detailed description may bring suggestions how to attack both of the

conjectures for cases with more generators. Therefore we bring full proofs of all the

auxiliary statements needed.

The main idea of proving the Conjectures 1 and 2 for the one-generated case is

the following: To show idempotency of a semiring S it is enough to check that a

generator w ∈ S is torsion (Theorem 5.1). This is easy (Proposition 5.1), if there is

some common bound of the degree for infinitely many polynomials fn ∈ N[x] such

that 1S = n · fn(w). Fortunately, we can almost always reduce the degree of such

polynomials using a particular rewriting algorithm (Lemma 4.4).

2. Preliminaries

Throughout this paper, a semiring S will be a non-empty set equipped with two

commutative and associative binary operations, an addition and a multiplication,

such that the multiplication distributes over the addition. Due to the more tra-

ditional notion of a semiring in computational mathematics, we will assume (in

contrast to papers [4, 10, 11, 13]) that there is a multiplicatively neutral element

in S (denoted as 1S), unless we stress that this assumption is omitted.
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We use the usual notation: N for the semiring of positive integers, N0 for the

semiring of non-negative integers, Z for the ring of integers and Q for the ring of

rational numbers.

For a set of variables X we denote N0[X ] the semiring of all polynomi-

als with non-negative integer coefficients over the variables X . Further, we set

N[X ] := N0[X ]\{0} the subsemiring of N0[X ] consisting of all nonzero polynomials.

The latter semiring N[X ] is a free object with basis X in the category of all com-

mutative semirings with units and with homomorphisms preserving these units. In

this sense we say that a semiring S is generated by a subset {w1, . . . , wn} ⊆ S iff

S = {f(w1, . . . , wn) | f ∈ N[x1, . . . , xn]}.

For a semiring (S, +, ·) with additively neutral element 0 let 〈D〉+ denote the

submonoid of (S, +) generated by the set D ⊆ S.

We will always consider the natural pre-order ≤S on the semiring S defined as

a ≤S b ⇔ a = b or (∃ c ∈ S) a + c = b.

This pre-order is compatible with multiplication and addition and depends on the

choice of the semiring (e.g. 2 	≤N 1 in (N, +, ·) but 2 ≤Z 1 in (Z, +, ·)). The usual

order in Z will be denoted as ≤.

The following notion establishes the connection between semirings and sub-

monoids of (N0, +).

Definition 2.1. Let S be a semiring. For a ∈ S denote

Πa(S) := {k ∈ N0 | ak ≤S 1S}
the set of all powers of a that are contained in 1S (with respect to S), and

Pola := {h ∈ N[x] | h(a) = 1S}
the set of all polynomials expressing 1S via the element a ∈ S. We will omit the

reference to S in Πa(S) and write only Πa if there is no confusion.

For f =
∑

i aix
i ∈ N0[x] put π(f) := {k ∈ N0 | xk ≤N0[x] f} the set of all powers

of x that are contained in f . If 0 	= f we denote ldeg(f) := min(π(f)) the least

power of x appearing in f and lc(f) := adeg(f) the leading coefficient of f .

Proposition 2.1. Let S be a semiring, a ∈ S. Then Πa is a submonoid of (N0, +).

Proof. Clearly, 0 ∈ Πa. Let k, � ∈ Πa. Then 1S ≥S ak and 1S ≥S a�. Hence

1S ≥S ak = 1S · ak ≥S a� · ak = ak+� and k + � ∈ Πa.

Proposition 2.2. Let S be a semiring, a ∈S. Let g ∈Pola and f1, f2 ∈ N0[x]. Then

(i) 1 ∈ Pola.

(ii) f1 + f2 ∈ Pola ⇔ f1g + f2 ∈ Pola.

(iii) 1 + f2 ∈ Pola ⇔ 1 + f1 + f2 ∈ Pola, if 1 + f1 ∈ Pola.

In particular, Pola is a submonoid of (N0[x], ·) and
⋃

f∈Pola
π(f) ⊆ Πa.

Moreover, if S is generated by a then Πa =
⋃

f∈Pola
π(f).
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Proof. Conditions (i) and (ii) follow immediately from the definition. To show (iii),

let 1 + f1 ∈ Pola. By (ii), 1 + f2 ∈ Pola ⇔ 1 · (1 + f1) + f2 ∈ Pola. The rest is easy.

Remark 2.1. In the sequel we will need the following assertions that are either

well known or are easy to verify.

(1) Every submonoid A of (N0, +) is finitely generated and there is n ∈ N0 such

that d · (n + N0) ⊆ A ⊆ d · N0, where d = gcd(A) ∈ N0 (see e.g. [15]).

(2) In every idempotent semiring the natural pre-order is an order (see e.g. [8]).

(3) Let S be a semiring generated by w ∈ S and gcd(Πw(S)) = d > 0. Then the

relation ≡S,d on N[x], defined as

f(x) ≡S,d g(x) ⇔ f(wd) = g(wd) for every f, g ∈ N[x]+

is a semiring congruence on N[x]. For S := N[x]/≡S,d
and w := x/≡S,d

∈ S, the

following conditions hold:

• f(w) = g(w) ⇔ f(wd) = g(wd) for every f, g ∈ N[x],

• Polw(S) = {h(x) ∈ N[x] | h(xd) ∈ Polw(S)},

• Πw(S) = d · Πw(S),

• gcd(Πw(S)) = 1.

(4) Let T be a semiring (not necessarily with unit) and let w ∈ T . Then the relation

≡ on N[x], defined as

f(x) ≡ g(x) ⇔ wf(w) = wg(w) for every f, g ∈ N[x],

is a semiring congruence on N[x]. The semiring T̃ := N[x]/≡ has a unit and

is generated by w̃ := x/≡ ∈ T̃ . For every f, g ∈ N[x], the following conditions

hold:

f(w̃) = g(w̃) ⇔ wf(w) = wg(w).

(5) Let S be a semiring and a = a + b for some a, b ∈ S. Then a = a + nb for every

n ∈ N.

(6) Let S be a semiring generated by w ∈ S. Then:

• 1S ∈ S + S ⇔ (∃f ∈ Polw) f(1) ≥ 2.

• w is invertible ⇔ (∃f ∈ Polw) ldeg(f) ≥ 1 (see [13]).

3. Numerical Semigroups and Rewriting in the Free Semiring N[x]

In this section we introduce such types of rewriting, which help us later to derive

the main theorems. As a consequence we naturally obtain an interesting interplay

between submonoids of (N0, +) and polynomials from N[x] in the sense of “gener-

ating polynomials” (see Remark 3.2).

Let us now state the main types of rewriting.
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Definition 3.1. Let r =
∑

k∈N0
λkxk, s =

∑
k∈N0

µkxk ∈ N[x] (with λk, µk ∈ N0)

and r′, r′′, s′, h, f, g ∈ N[x] be polynomials and d ∈ N0 be a non-negative number.

We define the following types of rewriting:

(Ia)

r
d;h−−→ r′

if r′ = λdx
dh + (r − λdx

d) and r′ 	= r.

(Ib)

(r, s)
d;h−−→ (r′, s′)

if r′ = λdx
dh + (r − λdx

d), s′ = µdx
dh + (s − µdx

d) and (r′, s′) 	= (r, s).

(II)

r −−−→
(f,g)

r′′

if

• lc(f) | lc(r),

• deg(g) < deg(f) ≤ deg(r),

• r ≥N[x]
lc(r)
lc(f)x

δf,

• r′′ = (r − lc(r)
lc(f)x

δf) + lc(r)
lc(f)x

δg,

where δ = deg(r) − deg(f) ∈ N0.

Remark 3.1. Under the conditions of Definition 3.1, we always have deg(r′′) <

deg(r) in (II). If a ∈ S is such that h(a) = 1S then r′(a) = r(a) in (Ia), and if

a ∈ S is such that f(a) = g(a) then r′′(a) = r(a) in (II). This is important since

the rewriting will be used mainly for polynomials from Pola.

The main purpose of type (II) is decreasing the degree of a rewritten polyno-

mial. This is done in a similar way as in the Buchberger algorithm. In contrast

to it, types (Ia) and (Ib) generally increase the degrees. They are motivated by a

demand to add new monomials into the given polynomial (as in Proposition 3.3

and consequently in Lemma 4.2) and to “blow up” its coefficients (as in Theo-

rem 3.1). Finally, the crucial application is a tandem of types (Ia) and (II) in

Lemma 4.4.

Adding new monomials (and also their eliminating) illustrates Fig. 1 where

polynomial h substitutes exponent b0 appearing in π(f) by a new set of exponents

b0 + {a0, . . . , an} that becomes be part of π(f ′). This happens since ldeg(h) ≥ 1.

In the case when ldeg(h) = 0, the exponent b0 remains in π(f ′).
To study the behavior of rewriting (Ia) and (Ib) we introduce the notion of

derived sequences. A link between these sequences for a couple of polynomials and

a single polynomial provides Proposition 3.1.
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00 b0 b1 b2 b3 b4 bm

+a0

+a1

+an

Fig. 1. Rewriting of type (Ia): f
b0;h−−−→ f ′ where π(f) = {b0, . . . , bm}, π(h) = {a0, . . . , an} and

ldeg(h) ≥ 1.

Definition 3.2. Let f, g, h ∈ N[x] be polynomials and let deg(h) > 0.

A sequence {(fn, gn, dn) | n ∈ N0} ⊆ N[x] × N[x] × N0 defined recursively as

• f0 = f , g0 = g and d0 = min{ldeg(f), ldeg(g)},

• (fn, gn)
dn;h−−−→ (fn+1, gn+1) and dn+1 = min{i ∈ π(fn+1) ∪ π(gn+1) | i > dn} for

n ∈ N0

will be called the sequence derived from (f, g) by h.

In the case when f = g we (obviously) may use a shorter notation {(fn, dn) | n ∈
N0} ⊆ N[x] × N0 and call it the sequence derived from f by h.

Notice that since deg(h) > 0 in Definition 3.2, both derived sequences are well

defined.

Proposition 3.1. Let r, s, h ∈ N[x] and deg(h) > 0. Let {(rn, sn, dn) | n ∈ N0} be

the sequence derived from (r, s) by h. Then {(rn + sn, dn) | n ∈ N0} is the sequence

derived from r + s by h.

Moreover, the set M = {n ∈ N0 | rn 	= rn+1} is infinite. If M is listed as a

strictly increasing sequence {nk}k∈N0 , then {(rnk
, dnk

) | k ∈ N0} is the sequence

derived from r by h.

Proof. Proof of the first claim goes easily by induction. The sequence {dn}n∈N0

is strictly increasing. Since deg(h) > 0, we can, by construction of the derived

sequence, immediately prove by induction that for every n ∈ N0 there are i ∈ π(rn)

and j ∈ π(sn) such that i, j ≥ dn. This implies that the set M = {n ∈ N0 | rn+1 	=
rn} is infinite. Suppose now that we have a strictly increasing integer sequence

{nk}k∈N0 ⊆ N0 such that M = {nk | k ∈ N0}.

By construction of the derived sequence, we clearly have that rnk

dnk
;h−−−−→ r1+nk

=

rnk+1
for every k ∈ N0.

To complete our proof we need to show that dn0 = ldeg(rn0 ) and dnk+1
=

min{i ∈ π(rnk+1
) | i > dnk

} for every k ∈ N0. To do this at once, set d−1 = −1,
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n−1 = 0 and ck = min{i ∈ π(rnk
) | i > dnk−1

} for k ∈ N0. Then c0 = ldeg(rn0 ) and

we are going to prove that dnk
= ck for every k ∈ N0. If nk = 0 for some k ∈ N0 we

clearly have k = 0 and dn0 = d0 = ldeg(r0) = ldeg(rn0), since r0 	= r1 in this case.

For the rest of the proof assume therefore for the given k, that nk > 0.

Since rnk
	= r1+nk

, we obtain that dnk
∈ π(rnk

) and therefore dnk
≥ ck. From

the monotonicity of the sequence {dn}n∈N0 there is m ∈ {nk−1+1, nk−1+2, . . . , nk}
such that dm−1 < ck ≤ dm. Since rm = rnk

, we have ck ∈ π(rnk
) = π(rm) and

therefore ck ≥ dm by the definition of dm. Hence dm = ck ∈ π(rnk
) = π(rm).

This implies rm 	= rm+1 and hence we get nk = m by the choice of nk. Thus

ck = dm = dnk
and we are done.

Now, let h =
∑n

i=0 λix
ai ∈ N[x] be a polynomial and λ0, . . . , λn > 0. It is useful

to notice that the polynomials in the sequence derived from 1 by h imitate the way

how the submonoid Π = 〈π(h)〉+ of (N0, +) is constructed from the generating set

π(h) = {a0, . . . , an}. Indeed, every element of Π appears (at least once) in a node

of the tree in Fig. 2. The edges of the tree labeled with “ + ai” represent adding

the value ai by moving down in the tree to one level lower.

The following lemma describes basic properties of the derived sequences. The

proof is straightforward by an inductive argument.

Lemma 3.1. Let f, h ∈ N[x], Π = 〈π(h)〉+ and N = deg(h) > 0. Let {(fn, dn) | n ∈
N0} be the sequence derived from f by h. Then for every n ∈ N0 we have

(1) dn ∈ π(fn),

(2) ldeg(fn) =
{ldeg(f) if ldeg(h) = 0,

dn if ldeg(h) ≥ 1,

(3) deg(fn+1) = max{deg(f), dn + N},

(4) (π(fn)\{dn}) ∪ {dn + N} ⊆ π(fn+1),

(5) {d0, . . . , dn} ⊆ π(fn) and fn ≤N[x] fn+1, if ldeg(h) = 0.

Proposition 3.2. Let f, h ∈ N[x] and Π = 〈π(h)〉+. Let {(fn, dn) | n ∈ N0} be the

sequence derived from f by h. Then

π(f) + Π = {dn | n ∈ N0}.

+a0

+a0

+an

+a1

+a1

+an

0

a0 + a0

a0 an

a0 + a1

a1

a0 + an

Fig. 2. The tree diagram of a monoid (〈a0, . . . , an〉+,+).
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Proof. First, observe that π(fm)\π(fn) ⊆ dn+1 + N0 if m > n. This follows easily

by induction using A\C ⊆ (A\B) ∪ (B\C) for arbitrary sets A, B, C.

Now, we have Π1 := {dm | m ∈ N0} ⊆ ⋃
n∈N0

π(fn) ⊆ Π2 := π(f) + Π. To show

that Π2 ⊆ Π1, assume the contrary. Let a := min(Π2\Π1). Clearly, a > 0.

Since a ∈ Π2, we have a = b + k, where either b = 0 and 0 	= k ∈ π(f) or b ∈ Π2

and 0 	= k ∈ π(h). In the first case we have a = k ∈ π(f) = π(f0). In the second

one we obtain b ∈ Π1, since b = a − k < a, and therefore there is m0 ∈ N0 such

that b = dm0 and a = b + k ∈ π(fm0+1) by construction of fm0+1. Since a /∈ Π1, we

get inductively, by Lemma 3.1(4), that a ∈ π(fm) for almost all m ∈ N0.

Now, there is m1 ∈ N0 such that dm1 < a ≤ dm1+1. Since a /∈ Π1, we have

a 	= dm1+1 and a /∈ π(fm1), by the definition of dm1+1. Finally, we can choose

m2 > m1 such that a ∈ π(fm2)\π(fm1). By our observation, we get a ≥ dm1+1, a

contradiction.

In the case of numerical semigroups, polynomials in the derived sequence

behave asymptotically quite simple properties — their monomials cover an interval

within the semigroup and the appropriate coefficients increase above any lim-

its (see Proposition 3.3 and Theorem 3.1). This observation is important for

further applications in our paper — the main rewriting method for decreasing the

degree of a polynomial (4.4) and dealing with the case of an invertible generator

(Theorem 4.1).

Recall that a subsemigroup Π of the semigroup (N0, +) is called numerical if

N0\Π is a finite set (or equivalently, if gcd(Π) = 1). Numerical semigroups appear

in several branches of mathematics such as algebraic geometry or number theory.

For more details see [3, 5, 15].

Proposition 3.3. Let f, h ∈ N[x] be such that Π = 〈π(h)〉+ is a numerical semi-

group. Let N = deg(h) and let {(fn, dn) | n ∈ N0} be the sequence derived from f

by h.

Then there is n0 ∈ N such that for every n ∈ N0, n ≥ n0 we have

π(fn) =

{
(π(f) + Π) ∩ {k ∈ N0 | k ≤ deg(fn)} if ldeg(h) = 0,

dn + {0, 1, . . . , N − 1} if ldeg(h) ≥ 1,

deg(fn) = dn + N − 1 = deg(fn+1) − 1 and dn = dn−1 + 1.

Proof. By Remark 2.1(1) there is k1 ∈ N such that k1 + N0 ⊆ π(f) + Π and

deg(f) ≤ k1. By Proposition 3.2, there is n1 ∈ N such that dn1 = k1 and dn+1 =

dn + 1 for every n ≥ n1.

First, we show by induction that for every i ∈ {0, . . . , N − 1}
dn1 + {i, N, N + 1, . . . , N + i − 1} ⊆ π(fi+n1 ).

For i = 0 this is obvious and for the induction step and i + 1 < N it follows from

Lemma 3.1(1) and Lemma 3.1(4) and the fact that dk+n1 = k +dn1 for k ∈ N0. For

i = N − 1 we therefore obtain dN−1+n1 + {0, 1, . . . , N − 1} ⊆ π(fN−1+n1).
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Now, set n0 = N − 1 + n1 and let n ≥ n0. Similarly as before we get

dn + {0, 1, . . . , N − 1} ⊆ π(fn).

If ldeg(h) ≥ 1 we obtain π(fn) = dn + {0, 1, . . . , N − 1} by Lemma 3.1(1) and (2).

In the remaining case, when ldeg(h) = 0, we have {d0, . . . , dn} ⊆ π(fn), by

Lemma 3.1(5). By Proposition 3.2, we further get (π(f) + Π) ∩ {k ∈ N | k ≤
deg(fn)} ⊆ {di | i ∈ N0 & di ≤ deg(fn)} ⊆ {d0, . . . , dn} ∪ {k ∈ N | dn ≤ k ≤
dn + N − 1} ⊆ π(fn). The equality π(fn) = (π(f) + Π) ∩ {k ∈ N0 | k ≤ deg(fn)}
now follows immediately.

Definition 3.3. For n ∈ N0 put εn := 1 + x + x2 + · · · + xn ∈ N[x].

Theorem 3.1. Let h ∈ N[x] be such that Π = 〈π(h)〉+ is a numerical semigroup,

N = deg(h), ldeg(h) ≥ 1 and h(1) ≥ 2. Let r, s ∈ N[x] and {(rn, sn, dn) | n ∈ N0} be

the sequence derived from (r, s) by h.

Then for every K > 0 there is nK ∈ N such that

rn, sn ≥N[x] K · xdnεN−1

and

π(rn) = π(sn) = dn + {0, 1, . . . , N − 1}
for every n ∈ N, n ≥ nK .

Proof. We prove our assertion for K = 2m, m ∈ N0 by induction on m.

First, let m = 0. By Proposition 3.1, there is a sequence {pk}k∈N0 ⊆ N0 such that

the sequence {(rpk
, dpk

) | k ∈ N0} is derived from r by h. By Proposition 3.3, there

is k0 such that π(rpk
) = dpk

+{0, 1, . . . , N −1} and dpk
= dpk−1

+1 for every k ≥ k0.

Since the sequence {dn}n∈N0 is strictly increasing, we obtain that there is n′ ∈ N
such that π(rn) = dn +{0, 1, . . . , N −1} for every n ≥ n′. By a symmetric argument

for s, we get that there is n1 ∈ N such that π(rn) = π(sn) = dn + {0, 1, . . . , N − 1}
for every n ≥ n1.

Assume now that our assertion holds for K = 2m. Since h(1) ≥ 2, we get,

by the first part, that there is n′
1 ∈ N such that π(rn) = dn + {0, 1, . . . , N − 1}

for every n ≥ n′
1 and rn′

1
= f + g for some f, g ∈ N[x]. Clearly, the sequence

{(rn′
1+k, dn′

1+k) | k ∈ N0} is derived from rn′
1

by h. By Proposition 3.1, there is a

sequence {(fk, gk, ek) | k ∈ N0} derived from (f, g) by h such that ek = dn′
1+k and

rn′
1+k = fk + gk for every k ∈ N0. By our induction assumption there is kK ∈ N

such that fk, gk ≥N[x] K · xekεN−1 and π(fk) = π(gk) = ek + {0, 1, . . . , N − 1}
for every k ∈ N, k ≥ kK . Hence for every n ≥ n′

2K := n′
1 + kK we get that

rn = fn−n′
1

+ gn−n′
1

≥N[x] 2K · xdnεN−1 and π(rn) = dn + {0, 1, . . . , N − 1}. By

a symmetric argument we get the same property for the second polynomial s and

our proof is done.

Remark 3.2. Definitions 3.1 and 3.2 can be extended to polynomials from R+
0 [x].

Let f = λ1x
a1 + · · · λnxan ∈ R+

0 [x] where a1, . . . , an ∈ N and λ1, . . . , λn > 0
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and Π = 〈a1, . . . , an〉+ be the submonoid of (N0, +). Fixing the generating set

{a1, . . . , an}, for a ∈ Π let Comba = {(k1, . . . , kn) ∈ (N0)
n | a =

∑n
i=1 kiai} denote

all the possible combinations of {a1, . . . , an} expressing a and put

Λa =
∑

(k1,...,kn)∈Comba

λk1
1 · · ·λkn

n .

Now, let {(fn, dn) | n ∈ N0} be the sequence derived from 1 by 1 + f . One can

show that within the power-series semiring R+
0 [[x]] we have

lim
n→∞

fn =
∑

a∈Π

Λaxa.

Moreover, the sequence derived from 1 by f is of a similar form {(f̃n, dn) | n ∈
N0} and the coefficient of the least monomial appearing in f̃n (i.e. of the monomial

xdn) is equal to Λdn for every n ∈ N0 and all elements of Π are listed in this way,

i.e. Π = {dn | n ∈ N0}, by Proposition 3.2.

4. Applications of Rewriting for One-Generated Semirings

Through this section, let S always be a semiring generated by w ∈ S, i.e. S =

{f(w) | f ∈ N[x]}. Our main aim here is to show that “most” of the elements of

the form (k · 1S)−1, where k ∈ N, are contained in some “restricted area” (see

Lemma 4.2).

We achieve this by decreasing the degree of the appropriate polynomial expres-

sions of these elements. Since in semirings we cannot use subtraction, we “blow

up” coefficients of the polynomial using rewriting of type (Ia) first and then we use

rewriting of type (II) to decrease the degree (see Lemma 4.4).

For this purpose we need a key property of S, namely that 1S ≥S 2 · 1S . This

property can be easily derived when ldeg(f) = 0 for every f ∈ Polw (i.e. w is not

invertible, by Remark 2.1(6)), but in the opposite case, when there is an inverse

to w, this property is not obvious at all. Therefore we have to guarantee it by

Theorem 4.1, which provides even a much stronger information. Namely, it gives

a full characterization of the case when the generator w of S is invertible and the

canonical pre-order merges all elements.

First, in Lemma 4.1 we concentrate properties of Polw into a single polynomial.

Lemma 4.1. Let 1S ∈ S + S. Then there is g ∈ Polw such that gcd(π(g)) =

gcd(Πw) and g(1) ≥ 2. Moreover:

(1) If there is f1 ∈ Polw such that ldeg(f1) ≥ 1, then g can be chosen with

ldeg(g) ≥ 1.

(2) If there is 1 	= f2 ∈ Polw such that ldeg(f2) = 0, then g can be chosen with

ldeg(g) = 0. If, in addition, 1S ≥S 2 · 1S, then g can be chosen such that

Πw = 〈π(g)〉+ and g ≥N[x] 2.
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Proof. By Remark 2.1(6), there is f ∈ Polw such that f(1) ≥ 2. We can assume

that f has at least one coefficient larger than 1, i.e. f = 2xk + r0 for some k ∈ N0

and r0 ∈ N0[x] (otherwise we take f2 ∈ Polw). Since Πw is a semigroup, there are

a, b ∈ Πw and h1, h2 ∈ Polw such that d = a − b, h1 ≥N[x] xa and h2 ≥N[x] xb. Put

g0 = xkh1 + xkh2 + r0. Clearly, g0(1) ≥ 2, g0 ≥N[x] xkh1 + xkh2 ≥N[x] xa+k + xb+k

and g0 ∈ Polw, by Proposition 2.2. Since a + k, b + k ∈ π(g0) and d = gcd(Πw) ≤
gcd(π(g0)) ≤ gcd(a + k, b + k) = gcd(a + k, (a + k) − (b + k)) ≤ d, we have

gcd(π(g0)) = d.

(i) Now, let f1 ∈ Polw and ldeg(f1) ≥ 1. Put g1 = f1g0. Obviously, g1(1) ≥ 2,

ldeg(g1) ≥ 1 and g1 ∈ Polw, by Proposition 2.2. By construction of g0, we have

a + n, b + n ∈ π(g1) for some n ∈ N0. Since g1 ∈ Polw, we get d = gcd(Πw) ≤
gcd(π(g1)) ≤ gcd(a+n, b+n) = gcd(a+n, (a+n)−(b+n)) ≤ d similarly as before.

Thus gcd(π(g1)) = d.

(ii) If f2 = 1 + s ∈ Polw where s ∈ N[x] then, by Proposition 2.2, we have

g2 = 1 · g0 + s ∈ Polw, gcd(π(g2)) = d, ldeg(g2) = 0 and g2(1) ≥ 2, again.

Assume now that 1S ≥S 2 · 1S . By Remark 2.1(1), Πw is generated by

a1, . . . , ak ∈ N0. Hence 1S ≥S wai for every i = 1, . . . , k. Since 1S ≥S 2 ·1S, we have

1S ≥S n ·1S for every n ∈ N. Thus 1S ≥S 2 ·1S +
∑k

i=1 1S ≥S 2 ·1S +
∑k

i=1 wai and

there is g3 ∈ Polw such that {a1, . . . , ak} ⊆ π(g3), g3 ≥N[x] 2 and Πw = 〈π(g3)〉+.

The following lemma roughly says that if 1S ≥S 2 · 1S, then Polw has “enough

polynomials with large coefficients” (or that “every polynomial covered by Πw can

be covered by some polynomial from Polw”).

Lemma 4.2. Let gcd(Πw) = 1 and 1S ≥S 2 · 1S. Then there is n0 ∈ N such that

for every r ∈ N[x] and n ∈ N with

n ≥ max{deg(r), n0} and π(r) ⊆ Πw

there is h ∈ Polw such that

deg(h) = n and h ≥N[x] r + 1.

Proof. By Lemma 4.1(2), there is s ∈ N[x] such that s ≥N[x] 2, s(w) = 1S and

Πw = 〈π(s)〉+. Let {(sm, dm) | m ∈ N0} be the sequence derived from 1 by s. By

Proposition 3.3 and Lemma 3.1(5), there is n1 ∈ N such that for every m ∈ N,

m ≥ n1 is sm ∈ Polw, π(sm) = Πw ∩ {0, 1, . . . , deg(sm)}, sm ≥N[x] s1 ≥N[x] 2 and

deg(sm+1) = deg(sm) + 1.

Put n0 = deg(sn1) and let r ∈ N[x] and n ∈ N be such that n ≥ max{deg(r), n0}
and π(r) ⊆ Πw. Then there are m ∈ N and t ∈ N[x] such that deg(sm) = n and

sm = 2+ t. Let K be the maximum of all coefficients of the polynomial r +1. Since

π(r) ⊆ Πw ∩ {0, 1, . . . , deg(sm)} = π(sm), we have that r + 1 ≤N[x] 1 + K(1 + t) ∈
N[x]. By Proposition 2.2(iii), h = 1 + K(1 + t) ∈ Polw is the desired polynomial.
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In Lemma 4.3 we find a “universal” couple (f, g) for rewriting of the type (II).

Lemma 4.3. Let gcd(Πw) = 1. Then there are f, g ∈ N[x] such that

(1) deg(g) < deg(f),

(2) g(w) = f(w),

(3) n + π(g), n + π(f) ⊆ Πw for every n ∈ N0,

(4) lc(f) | lc(h) for every h ∈ Polw such that deg(h) > 0.

Proof. Since gcd(Πw) = 1, the set Pol+w = {h ∈ Polw|deg(h) > 0} is non-empty.

Let d = gcd{lc(h) | h ∈ Pol+w}. Then there are r1, . . . , rn ∈ Pol+w and s1, . . . , sm ∈
Pol+w such that d = d+ − d− where d+ =

∑n
i=1 lc(ri) and d− =

∑m
j=1 lc(sj).

By Remark 2.1(1), there is n0 ∈ N such that n0 + N0 ⊆ Πw. Hence we have

k1, . . . , kn ∈ n0 + N0 and �1, . . . , �m ∈ n0 + N0 such that deg(xkiri) = deg(x�jsj)

for all i and j.

Now, set f1 =
∑n

i=1 xkiri, g1 =
∑n

i=1 xki , f2 =
∑m

j=1 x�isi and g2 =
∑m

j=1 x�j .

Then lc(f1) = d+, lc(f2) = d− and m := deg(f1) = deg(f2). Since deg(ri) ≥ 1,

deg(sj) ≥ 1, 1S = ri(w) and 1S = sj(w) for all i and j, we have deg(fp) > deg(gp)

and gp(w) = fp(w) for p = 1, 2. Further, f1 = d+xm + h1 and f2 = d−xm + h2, for

some h1, h2 ∈ N0[x] such that deg(h1) < m, deg(h2) < m.

Finally, set f = dxm + g2 + h1 and g = g1 + h2. Then

g(w) = g1(w) + h2(w) = f1(w) + h2(w) = d+wm + h1(w) + h2(w)

= dwm + (d−wn + h2(w)) + h1(w)

= dwm + f2(w) + h1(w)

= dwm + g2(w) + h1(w) = f(w).

Obviously, (1), (2), (3) and (4) are true.

Finally, Lemma 4.4 provides a method how the degree of a certain polynomial

expression can be decreased. However, the coefficients in the resulting polynomial

are increased on the other hand.

Lemma 4.4. Let gcd(Πw) = 1 and 1S ≥S 2 · 1S.

Let f, g ∈ N[x] be as in Lemma 4.3 and n0 be as in Lemma 4.2. Set N =

max{n0, deg(f)} ∈ N. Then for every r ∈ N[x] and k ∈ N fulfilling

1S = k · r(w), gcd(k, lc(f)) = 1, r ≥N[x] 1 and deg(r) > N

there are h ∈ Polw and s, t ∈ N[x] such that

r
0;h−−→ s −−−→

(f,g)
t

and deg(r) = deg(s) > deg(t), t ≥N[x] 1, r(w) = s(w) = t(w).
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Proof. Set n1 = deg(f) ≥ 1 and c = lc(f). Let us now have r ∈ N[x] and k ∈ N
such that 1S = k · r(w), gcd(k, c) = 1, r ≥N[x] 1 and deg(r) > N . Put c′ = lc(r). By

the choice of f , we have c | kc′. Thus c′ = cd for some d ∈ N, since gcd(c, k) = 1.

For n = deg(r) we have n > N ≥ n1 and therefore, by Lemma 4.3(3), xn−n1f =

c · xn + f1 for some f1 ∈ N[x] such that deg(f1) ≤ n − 1 and π(f1) ⊆ Πw. Since

n > N ≥ n0, there is, by Lemma 4.2, h ∈ Polw such that 1 + d · f1 ≤N[x] h and

deg(h) = n − 1.

By the rewriting rule (Ia), there is s ∈ N[x] such that r
0;h−−→ s and deg(s) = n,

lc(s) = c′ and s ≥N[x] h. Hence s ≥N[x] c′xn and s ≥N[x] h ≥N[x] d · f1 + 1.

Therefore we get s ≥N[x] c′xn + d · f1 + 1 = dxn−n1f + 1. By the rewriting rule

(II), there is t ∈ N[x] such that s −−−→
(f,g)

t ≥N[x] 1, deg(t) < deg(s) = deg(r) and

t(w) = s(w) = r(w).

Definition 4.1. We say that a semiring S has a loop if there are a, b ∈ S such that

a = a + b.

Theorem 4.1. Let w be invertible in S. Then the following conditions are

equivalent:

(1) a ≥S b for all a, b ∈ S.

(2) 1S ∈ S + S, gcd(Πw) = 1 and S has a loop.

Proof. (1) ⇒ (2): Apply (1) on a = 1S and b = 1S + w.

(ii) ⇒ (i): Let a, b ∈ S and f, g ∈ N[x] be polynomials such that a = f(w) and

b = g(w).

By Remark 2.1(2) and (6) and Lemma 4.1(1) there is h ∈ N[x] such that

ldeg(h) ≥ 1, gcd(π(h)) = 1, h(1) ≥ 2 and h(w) = 1S. Put N = deg(h).

Since S has a loop, there are r, s ∈ N[x] such that r(w) = r(w)+s(w). Applying

Theorem 3.1 on the couple (r, s), we get that there are m ∈ N and r̃, s̃ ∈ N[x] such

that s̃ ≥N[x] xmεN−1, π(r̃) = π(s̃) = m+{0, 1, . . . , N −1} and r̃(w) = r(w), s̃(w) =

s(w). Hence, by Remark 2.1(5), we have r̃(w) = r̃(w) + �s̃(w) ≥S � · wmεN−1(w)

for every � ∈ N. Setting K as the maximum of all coefficients of the polynomial r̃

we have K · xmεN−1 ≥N[x] r̃.

Further, applying Theorem 3.1 on the couple (f, g), there are n ∈ N and f̃ , g̃ ∈
N[x] such that n ≥ m, f̃ ≥N[x] KxnεN−1, π(f̃) = π(g̃) = n + {0, 1, . . . , N − 1} and

f̃(w) = f(w) = a, g̃(w) = g(w) = b. Setting L as the maximum of all coefficients

of the polynomial g̃, we have L · xnεN−1 ≥N[x] g̃.

Finally, we obtain

a = f̃(w) ≥S K · wnεN−1(w) ≥S wn−mr̃(w) ≥S L · wnεN−1(w) ≥S g̃(w) = b

and we are done.
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In the context of the Theorem 4.1 let us note that the canonical pre-order can

reach two extremes in semirings — either it merges everything (e.g. rings) or it is

an order, in the so-called dioids [8] (e.g. idempotent semirings).

Corollary 4.1. Let 1S ∈ S + S, gcd(Πw) = 1 and let S have a loop. Let k ∈ N.

If k · 1S is invertible in S, then 1S ≥S k · 1S.

Proof. Let k ·1S be invertible and r ∈ N[x] be such that r(w) = (k ·1S)−1. Clearly,

it is enough to show that r(w) ≥S 1S. If w is not invertible, then ldeg(r) = 0, by

Remark 2.1(6). Thus r ≥N[x] 1 and r(w) ≥S 1S. If w is invertible, then r(w) ≥S 1S,

by Theorem 4.1.

Theorem 4.2. Let gcd(Πw) ∈ {0, 1} and let S have a loop. Then there are c ∈ N
and N ∈ N such that

(k · 1S)−1 ∈ N0 · 1S + N0 · w + · · · + N0 · wN

for every k ∈ N, with k · 1S invertible and gcd(k, c) = 1.

Proof. Let k ∈ N and a ∈ S be such that 1S = (k · 1S) · a = k · a.

First, assume that 1S /∈ S + S. Then Polw ⊆ {xn | n ∈ N0}, by Remark 2.1(6).

Thus we obviously have k = 1 and (k · 1S)−1 = a = 1S . Hence we can set c = 1 and

N = 0.

Now, if gcd(Πw) = 0 then Polw ⊆ {�x0 | � ∈ N}. Therefore (k ·1S)−1 = a ∈ N ·1S

and we can set c = 1 and N = 0 again.

Finally, suppose that 1S ∈ S + S and gcd(Πw) = 1. Let N and f be as in

Lemma 4.4. Set c = lc(f). Now, let k ∈ N be such that gcd(k, c) = 1. By Corol-

lary 4.1, we have 1S ≥S k · 1S , i.e. a = (k · 1S)−1 ≥S 1S. Therefore there is r ∈ N[x]

such that a = r(w) and r ≥N[x] 1. Our assertion now follows immediately by using

Lemma 4.4 repeatedly.

5. One-Generated Divisible Semirings are Idempotent

In this section we finally confirm both Conjectures 1.1 and 1.2 for the case of one

generator.

Let (A, +) be a semigroup and ∅ 	= M ⊆ N be a set. An element a ∈ A is called

M -divisible iff for every n ∈ M there is b ∈ A such that a = b + · · · + b︸ ︷︷ ︸
n-times

.

A semiring (S, +, ·) is called additively divisible iff every element of the additive

semigroup (S, +) is N-divisible. A semiring (S, +, ·) is called additively idempotent

iff a + a = a for every a ∈ S.

Proposition 5.1. Let (A, +) be a finitely generated commutative semigroup. Let

M ⊆ N be an infinite set and {vm ∈ A | m ∈ M} be a subset of A.
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Then there are � ∈ N, m1, . . . , m� ∈ M and c1, . . . , c�, d1, . . . , d� ∈ N such that

�∑

i=1

cimi · vmi =

�∑

i=1

dimi · vmi and

�∑

i=1

ci 	=
�∑

i=1

di.

In particular, if a ∈ A is M -divisible then a is torsion.

Proof. The first part of our assertion is enough to prove for finitely generated free

commutative semigroups, i.e. for A = Nk
0\{0}, k ∈ N and 0 = (0, . . . , 0) ∈ Nk

0 .

Let W be the affine subspace of Qk generated by the set {mvm | m ∈ M} and

let u · v denote the standard scalar product of the vectors u, v ∈ Qk. We show

that 0 ∈ W . Assume the contrary. Then W 	= Qk and there are 0 	= u0 ∈ Zk and

0 	= d0 ∈ Z such that u0 · w = d0 for every w ∈ W . Hence u0 · (mvm) = d0 and

m | d0 for every m ∈ M . Since M is infinite, we have d0 = 0, a contradiction.

Now, since 0 ∈ W , there are � ∈ N, m1, . . . , m� ∈ M and e, c1, . . . , c�,

d1, . . . , d� ∈ N such that
∑�

i=1
ci−di

e · mivmi = 0 and
∑�

i=1
ci−di

e = 1. Hence∑�
i=1 cimi · vmi =

∑�
i=1 dimi · vmi and

∑�
i=1 ci 	= ∑�

i=1 di.

Finally, if a ∈ A is M -divisible then for every m ∈ M there is um ∈ A such

that a = mum. Hence, by our previous part, there are � ∈ N, m1, . . . , m� ∈ M

and c1, . . . , c�, d1, . . . , d� ∈ N such that c =
∑�

i=1 ci 	= ∑�
i=1 di = d and

c · a =
∑�

i=1 cia =
∑�

i=1 cimiumi =
∑�

i=1 dimiumi =
∑�

i=1 dia = d · a. Thus a is

torsion.

Theorem 5.1 ([13, 3.3]). A finitely generated additively divisible semiring S is

additively idempotent, provided that it is torsion.

Theorem 5.2. Every one-generated additively divisible semiring is additively idem-

potent. Moreover, if the generator is invertible then the semiring is finite.

Proof. Let S be an additively divisible semiring generated by w ∈ S.

First, we show that S has a loop. The relation ≡ on S, defined as a ≡ b if and

only if a + z = b + z for some z ∈ S, is a semiring congruence of S and S̃ = S/≡
is again a finitely generated commutative semiring that is, moreover, additively

cancellative. Hence the Grothendieck ring G(S) of S, defined as the difference ring

of S̃ (i.e. G(S) = S̃ − S̃), is a finitely generated commutative ring and S̃ is a

subsemiring of G(S). Since G(S) is additively divisible and finitely generated as

well, it must be a trivial ring. Hence 1S ≡ 1S +1S and therefore there is z ∈ S such

that 1S + z = 1S + (1S + z). Thus S has a loop.

Now, let us assume that gcd(Πw) ∈ {0, 1} and let c ∈ N and N ∈ N be as in

Theorem 4.2. Set P = {p ∈ P | gcd(p, c) = 1} and let A be a subsemigroup of (S, +)

generated by {1S, w, . . . , wN}. By the divisibility of S and Theorem 4.2, for every

p ∈ P we have (p · 1S)−1 ∈ A, i.e. there is ap ∈ A such that 1S = p · ap. Hence 1S is

a P -divisible element of the finitely generated subsemigroup A. By Proposition 5.1,

1S is torsion. Thus S is additively idempotent, by Theorem 5.1.
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Consider now, in addition, for a while that w is invertible. By Remark 2.1(6) we

have gcd(Πw) > 0, hence gcd(Πw) = 1. Since 1S = 1S +1S , we get, by Theorem 4.1,

that the natural pre-order ≤S is trivial. On the other hand ≤S has to be an order,

by Remark 2.1(2). Thus S is a trivial semiring.

To complete our proof assume now that gcd(Πw) = d > 0. Let S = N[x]/≡S,d

and w = x/≡S,d
∈ S, where the relation ≡S,d is defined in Remark 2.1(3). Then

S is a semiring generated by w and gcd(Πw(S)) = 1, by Remark 2.1(3). Since S

is additively divisible, S is additively divisible as well. Thus, by the previous part

of the proof, 1S = 1S + 1S (and w = 1S in case that w is invertible). Therefore

1S = 1S +1S (and wd = 1S if w is invertible), by Remark 2.1(3), and S is additively

idempotent (and finite if w is invertible), which concludes our proof.

Corollary 5.1. Let S be a semiring (not necessary with unit) and w ∈ S be such

that S = {f(w) | f ∈ xN[x]} (i.e. S is generated by w in a more general sense). If

S is additively divisible, then it is also additively idempotent.

Proof. Follows immediately from Remark 2.1(4) and Theorem 5.2.

6. Embedding of Semigroups into the Additive Part of Semirings

In this part we show that additive semigroups of finitely generated semirings are

more colorful than those of rings, in the sense that every at most countable com-

mutative semigroup is contained in the additive part of some finitely generated

semiring (see Theorem 6.1 and Corollary 6.1). For this purpose we use a notion of

strongly affine set, which preserves congruences of the additive part of a semiring

(see Proposition 6.1).

Through this section let always {x1, x2, . . .} and {y1, y2, . . .} be mutually disjoint

sets of pair-wise distinct variables. For n ∈ N put Fn := N0[x1, . . . , xn].

To simplify our notation, we set a few auxiliary notions.

Definition 6.1. Let n ∈ N. For α = (i1, . . . , in) ∈ Nn
0 set xα = xi1

1 . . . xin
n and

|α| =
∑n

k=1 ik. For f ∈ Fn set

Dx(f) = max{|α||α ∈ Nn
0 & xα ≤Fn f}

the (upper) graded degree of f and

dx(f) = min{|α||α ∈ Nn
0 & xα ≤Fn f}

the lower graded degree of f , if f 	= 0, otherwise put Dx(f) = −∞ and dx(f) = ∞.

A set ∅ 	= U ⊆ Fn will be called strongly affine ⇔ for every m ∈ N and

f1, . . . , fm ∈ U is every polynomial Φ ∈ Fn[y1, . . . , ym], such that Φ(f1, . . . , fm) ∈
〈U〉+, of the form Φ(y1, . . . , ym) = g +

∑m
i=1 kiyi for some k1, . . . , km ∈ N0 and

g ∈ 〈U〉+ (i.e. Φ ∈ 〈U ∪ {y1, . . . , yn}〉+).
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Remark 6.1. It is easy to check that the following are equivalent for ∅ 	= U ⊆ Fn,

n ∈ N:

(1) For every m ∈ N, all pair-wise distinct f1, . . . , fm ∈ U and every polynomial

Φ ∈ Fn[y1, . . . , ym] such that Φ(f1, . . . , fm) ∈ 〈U〉+ is Φ ∈ 〈U ∪ {y1, . . . , yn}〉+.

(2) U is strongly affine.

(3) 〈U〉+\{0} is strongly affine.

A strongly affine set allows to find an embedding of the additive semigroups.

Proposition 6.1. Let n ∈ N, U ⊆ N[x1, . . . , xn] be a strongly affine set and G =

〈U〉+\{0}.
Then ρ ∩ (G × G) = ρ for every semigroup congruence ρ of G, where ρ is the

semiring congruence of N[x1, . . . , xn] generated by ρ.

In particular, (G/ρ, +) is a subsemigroup of (N[x1, . . . , xn]/ρ, +).

Proof. First, by Remark 6.1, G is also strongly affine.

Let ρ be a semigroup congruence of G. Clearly, ρ ∩ (G × G) ⊇ ρ. To show the

opposite inclusion we only need to prove the implication

(g, h ∈ G& (g, h) ∈ ρ) ⇒ (g, h) ∈ ρ

for the couples (g, h) of the form g = Φ(f1, . . . , fm) and h = Φ(f̃1, . . . , f̃m), where

m ∈ N, Φ ∈ Fn[y1, . . . , ym] and (fi, f̃i) ∈ ρ for every i = 1, . . . , m.

Having now such a couple, we get, by assumption, that Φ = g0 +
∑m

i=1 kiyi for

some ki ∈ N0 and g0 ∈ G. Hence g = g0 +
∑m

i=1 kifi, h = g0 +
∑m

i=1 kif̃i and

(g, h) ∈ ρ, since ρ is a semigroup congruence on G.

Proposition 6.2. Let n ∈ N.

(1) Let ∅ 	= V ⊆ U ⊆ Fn. If U is strongly affine, then V is strongly affine and

0 /∈ V .

(2) The set {f} is strongly affine for every 0 	= f ∈ Fn.

(3) The set {x1, . . . , xn} is strongly affine.

Proof. Follows easily using Remark 6.1.

Lemma 6.1. Let n, k0 ∈ N0,

A = {f ∈ Fn | Dx(f) ≤ k0}

and

B = {x3k

1 ∈ Fn | k0 + 1 ≤ k ∈ N0}.

Set H = 〈A ∪ B〉+.
If f ∈ H\⋃j∈N0

Nxj
1, 0 	= α ∈ Nn

0 and there is h ∈ H such that xαf ≤Fn h then

xαf ∈ A.
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Proof. Assume, for contrary that Dx(xαf) > k0 for some f ∈ H\⋃j∈N0
Nxj

1 and

0 	= α ∈ Nn
0 . Then, since xαf + g ∈ H for some g ∈ Fn, there is m ∈ N such that

α = (m, 0, . . . , 0) ∈ Nn
0 and f contains a monomial xi

1, for some i ∈ N0, such that

m + i = 3k where k0 + 1 ≤ k ∈ N. By the definition of H , we either have i ≤ k0
or i = 3p for some k0 + 1 ≤ p ∈ N. In the first case we get i ≤ k0 < 3k0 ≤ 3k−1

and in the second case we get 3p = i = 3k − m < 3k and p < k. Thus, we always

have i ≤ 3k−1 and therefore m = 3k − i ≥ 3k − 3k−1 > 3k−1 ≥ 3k0 > k0. Hence

dx(xαf) = dx(xα) + dx(f) ≥ dx(xα) = m > k0. It follows that xαf ∈ 〈B〉+. By the

definition of B and by the choice of f , f must now contain at least one another

monomial xj
1, with i 	= j ∈ N0. Since xαf ∈ 〈B〉+, we get that m + j = 3� for some

k0 + 1 ≤ � ∈ N. Consequently, as before, j ≤ 3�−1.

Finally, we may assume, without loss of generality, that i < j. Then k ≤ � − 1

and 3�−1 ≥ j − i = 3� − 3k ≥ 3� − 3�−1 > 3�−1, a contradiction.

The following assertion provides a sufficient condition when a strongly affine

set with restricted graded degree can be extended to an infinite strongly affine

set.

Proposition 6.3. Let n ∈ N and K ⊆ Fn be such that

(1) k0 = sup{Dx(f) | f ∈ K} < ∞,

(2) K is strongly affine,

(3) K ∩ (
⋃

j∈N0
Nxj

1) = ∅.

Set M = {x3k0+1

1 + x3k

1 ∈ Fn | k0 + 1 < k ∈ N}. Then K ∪ M is strongly affine.

Moreover, if K is a basis of the free commutative semigroup 〈K〉+\{0}, then

K ∪ M is a basis of the free commutative semigroup 〈K ∪ M〉+\{0}.

Proof. We divide the proof into four steps. Set G = 〈K ∪M〉+\{0}. For 0 ≤ m0 ≤
m ∈ N let there be f1, . . . , fm0 ∈ K, fm0+1, . . . , fm ∈ M and Φ ∈ Fn[y1, . . . , ym]

such that Φ(f1, . . . , fm) ∈ G.

(1) Assume first, for contrary, that there is i ∈ {m0 + 1, . . . , m} such that

the polynomial Φ (considered as an element of the semiring R[yi], where R =

Fn[y1, . . . , yi−1, yi+1, . . . , ym]) is either of degree higher than 1 in yi or that the

coefficient from R at yi is different from a non-negative integer.

Then xαfi ≤Fn Φ(f1, . . . , fm) ∈ G for some 0 	= α ∈ Nn
0 . By Lemma 6.1, we

have Dx(fi) ≤ Dx(xα) + Dx(fi) = Dx(xαfi) ≤ k0, contradicting fi ∈ M .

(2) Now, by part (1), there are polynomials g ∈ Fn, Ψ1 ∈ Fn[y1, . . . , ym0 ] and

Ψ2 ∈ 〈ym0+1, . . . , ym〉+ such that Ψ1 has a zero constant term and Φ(y1, . . . , ym) =

Ψ1(y1, . . . , ym0) + Ψ2(ym0+1, . . . , ym) + g.

Assuming further, for contrary, that Dx(Ψ1(f1, . . . , fm0)) > k0, there are

0 	= β ∈ Nn
0 and j ∈ {1, . . . , m0} such that xβfj ≤Fn Ψ1(f1, . . . , fm0) ≤Fn

Φ(f1, . . . , fm) ∈ G and Dx(xβfj) > k0. By Lemma 6.1, we get again Dx(xβfj) ≤ k0,

a contradiction.
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Hence Dx(Ψ1(f1, . . . , fm0)) ≤ k0.

(3) Obviously, there are g1, g2 ∈ Fn such that g = g1 + g2, Dx(g1) ≤ k0 and

dx(g2) > k0. Set Φ1(y1, . . . , ym0) = Ψ1(y1, . . . , ym0) + g1 and Φ2(ym0+1, . . . , ym) =

Ψ2(ym0+1, . . . , ym) + g2. By (2) we have Dx(Φ1(f1, . . . , fm0)) ≤ k0 and further

is dx(Φ2(fm0+1, . . . , fm)) > k0. Hence we get that Φ1(f1, . . . , fm0) ∈ 〈K〉+ and

Φ2(fm0+1, . . . , fm) ∈ 〈M〉+.

Now, the set K is strongly affine and therefore Φ1 ∈ 〈K ∪ {y1, . . . , ym0}〉+.

(4) Finally, assume that g2 	= 0. Both Φ2(fm0+1, . . . , fm) and Ψ2(fm0+1, . . . , fm)

belong to 〈M〉+ ⊆ Fn. Hence there are k ∈ N, �1, . . . , �k ∈ Z and pair-wise dif-

ferent e1, . . . , ek ∈ M such that g2 = Φ2(fm0+1, . . . , fm) − Ψ2(fm0+1, . . . , fm) =∑k
p=1 �pep ∈ Z[x1, . . . , xn]. But g2 ∈ Fn = N[x1, . . . , xn] and Dx(ep) 	= Dx(eq) for

all p 	= q. Therefore �p ≥ 0 for all p = 1, . . . , k and g2 ∈ 〈M〉+.

We conclude with Φ(y1, . . . , ym) = Φ1(y1, . . . , ym0)+Φ2(ym0+1, . . . , ym) ∈ 〈K ∪
M ∪ {y1, . . . , ym}〉+.

The rest is easy.

Finally, we show that not only every countable semigroup A can be embedded

into the additive part of some finitely generated semiring S, but also that it can be

done in a way that a given element of A may be mapped almost arbitrarily to S

(resp. that A may contain almost all generators of S).

Theorem 6.1. Let (A, +) be an at most countable commutative semigroup, n ∈
N, a1, . . . , an ∈ A and f ∈ N[x1, . . . , xn].

If either n ≥ 2 or f contains at least two different monomials, then there is a

commutative semiring S generated by a set {w1, . . . , wn} ⊆ S such that (A, +) is a

subsemigroup of (S, +) and f(w1, . . . , wn) = a1.

Moreover, if n ≥ 2 and f = x1 then S can be chosen such that wi = ai for every

i = 1, . . . , n − 1.

Proof. First observe, that having an infinite strongly affine set L = {f1, f2, . . .} ⊆
N0[x1, . . . , xn], such that L is a basis of the free commutative semigroup G =

〈L〉+\{0}, there is an epimorphism ϕ : (G, +) → (A, +) such that ϕ(fi) = ai

for every i ∈ {1, . . . , n}. Set ρ = kerϕ and let ρ be the semiring congru-

ence of N[x1, . . . , xn] generated by ρ. Then, by Theorem 6.1, there is an embed-

ding ν : (A, +) ∼= (G/ρ, +) ↪→ (N[x1, . . . , xn]/ρ, +) such that ν(ai) = fi/ρ =

fi(x1/ρ, . . . , xn/ρ) for every i = 1, . . . , n.

Now it remains to find a suitable set L. Put k0 = Dx(f).

For n = 1 and f that contains at least two different monomials set L = {f} ∪
{x3k0+1

1 + x3k

1 | k0 + 1 < k ∈ N}.

If n ≥ 2 and f 	= x1 then f /∈ ⋃
j∈N0

Nxj
i0

for some i0 ∈ {1, . . . , n}. In this case

we set L = {f} ∪ {x3k0+1

i0
+ x3k

i0
| k0 + 1 < k ∈ N}.

Finally, for n ≥ 2 and f = x1 we set L = {x1, . . . , xn−1}∪{x3k0+1

n +x3k

n | k0+1 <

k ∈ N}.
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Now, by Propositions 6.2 and 6.3, L is strongly affine and our proof is done.

Let us still point out the following important fact.

Corollary 6.1. Every at most countable commutative semigroup is contained in

the additive part of some one-generated semiring.

In view of Corollary 6.1, we may ask whether there is a single common one-

generated semiring containing all such semigroups. This question is equivalent to

an existence of a countable commutative semigroup that contains every at most

countable commutative semigroup. Considering the case of groups only, there is

such a group, namely the sum of countably many copies of the divisible group

Q ⊕ (Q/Z), but in the case of semigroups a positive answer seems to be unlikely.

Note that, according to [16], it is possible to reduce this problem to the case of

divisible semigroups.

In the context of the Conjecture 1.1 it is now clear that in a semiring S generated

by {w1, . . . , wk} ⊆ S a system of equations

a = n · fn(w1, . . . , wk), n ∈ N

where a ∈ S and {fn ∈ N[x1, . . . , xk] | n ∈ N} is generally not enough to provide

idempotency of a general element a ∈ S, even in the case when this element is

torsion (simply choose the Prüfer group A = Zp∞ and use Theorem 6.1). This is

a substantial difference to the case of finitely generated commutative rings where

there are no additively divisible elements except zero.

7. Further Questions

In this paper we have shown that a list of relations 1 ≡ nfn(x) where fn(x) ∈ N[x],

n ∈ N implies 1 ≡ 2 in N[x]. Although we have used a computational approach, our

result is not purely algorithmic. Therefore the following questions are of interest.

Question 7.1. Let ∅ 	= M ⊆ N[x] be a set and let ≡ be a semiring congruence

of N[x] generated by the set {1} × M . Is there some rewriting system that decides

whether f(x) ≡ 1 for given f(x) ∈ N[x]?

Question 7.2. Having (a free commutative semiring) F = N[x1, . . . , xn] and a

congruence ≡ on F generated by a subset of F × F , is there a rewriting system

that decides whether f ≡ g for given polynomials f, g ∈ F?

In the context of Question 7.1, let us still provide description of the semiring-

congruence class that contains the unit.

Proposition 7.1. The following conditions are equivalent for ∅ 	= M ⊆ F =

N0[x1, . . . , xk]:

(1) M = {f ∈ F | f ≡ 1} where ≡ is a semiring congruence on F generated by the

set {1} × M .

(2) 1 ∈ M and (∀ f1, f2 ∈ F )(∀ g ∈ M) f1 + f2 ∈ M ⇔ f1g + f2 ∈ M .
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Proof. The implication (1)⇒(2) is easy. For the opposite direction we clearly have

M ⊆ {f ∈ F | f ≡ 1} =: M̃ . We show inductively that a ∈ M̃ belongs to M based

on the number of couples from {1} × M that we need to connect a and 1 within

the congruence ≡. Let b ∈ M be connected with a by (1, g) ∈ {1}× M . Then there

are f1, f2 ∈ F such that either a = f1 + f2 and b = f1g + f2 or that a = f1g + f2
and b = f1 + f2. In both cases a ∈ M and we are done.

Based on the computational approach, it seems that the following generalization

of Conjecture 1.1 might be true.

Conjecture 7.1. Let S be a finitely generated commutative semiring and M be

a finitely generated S-semimodule. If the semigroup M is divisible, then M is

idempotent.

This conjecture is also a natural generalization of the following fact: Every

finitely generated commutative semigroup (i.e. a finitely generated N-semimodule)

that is divisible, is also idempotent. For the proof see e.g. [2].

Remark 7.1. Note that, according to Theorem 5.2, the Conjecture 7.1 holds

when both S and M are one-generated. Indeed, let m ∈ M be a generator of

the S-semimodule M . We can assume without loss of generality that M is unitary

as an S-semimodule (otherwise we add a unit to S freely). For a, b ∈ S set a ≡ b

if and only if am = bm. Clearly, ≡ is a congruence of the semiring S and S/≡ is

additively divisible, since M is so. By Theorem 5.2, S/≡ is additively idempotent.

Hence m = 1Sm = 2 · 1Sm = 2m and the semigroup M is idempotent as well.
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Abstract It is conjectured that (additive) divisibility is equivalent to (additive) idem-
potency in a finitely generated commutative semiring S. In this paper we extend this
conjecture to weaker forms of these properties—torsion and almost-divisibility (an
element a ∈ S is called almost-divisible in S if there is b ∈ N · a such that b is
divisible in S by infinitely many primes). We show that a one-generated semiring is
almost-divisible if and only if it is torsion. In the case of a free commutative semiring
F(X) we characterize those elements f ∈ F(X) such that for every epimorphism π

of F(X) torsion and almost-divisibility of π( f ) are equivalent in π(F(X)).

Keywords Commutative semiring · Divisible semigroup · Idempotent · Torsion

1 Introduction

Throughout the paper we assume that all algebraic structures (semigroups, monoids,
semirings, groups and rings) are commutative.

In the theory of abelian groups, divisibility is one of the key notions [2–4], since
injective modules are just all divisible groups. While a non-trivial divisible group can
not be finitely generated, an abelian group A which is divisible with respect to some
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294 M. Korbelář

integer k ≥ 2 might be non-trivial and finitely generated. Such a group A has to be
finite and, therefore, divisible with respect to infinitely many prime numbers.

Similarly, a finitely generated ring R with divisible additive group (R,+) has to
be trivial, but there are non-trivial rings—e.g. the polynomial ring Z2[x]—which are
finitely generated and the additive group (R,+) is divisible only with respect to almost
all prime numbers. Moreover, such a ring R always has to be torsion.

Ourmain intention is to generalize similar notions to semirings. In [9] it was conjec-
tured that a finitely generated semiringwith divisible additive part has to be idempotent
(see 2.1 for all the necessary definitions). This hypothesis was motivated by the clas-
sification of simple semirings in [1] and was confirmed for the one-generated case in
[10]. Under the additional assumption that the multiplicative part of the semiring is a
group, this was proved for the at most two-generated case in [6] and [7].

In this paperwe introduce the notion of almost-divisibility (see 2.1),which produces
the following diagram:

idempotency �⇒ divisibility
⇓ ⇓

torsion �⇒ almost-divisibility.

Wewill study these properties in the frame of additive semigroups of finitely generated
semirings. To the author’s best knowledge, this is the first work on an equivalence
between torsion and some sort of divisibility (even in the case of rings).

Additive parts of even one-generated semirings behave very wildly in general, as
they may contain an arbitrary countable (commutative) semigroup, e.g. (Q,+) or the
Prüfer group Zp∞ (see [10] for the detailed construction). On the other hand, additive
groups of finitely generated rings are much more restricted (e.g. the only divisible
subgroups they may contain are trivial).

Despite this contrast between rings and semirings, we find, surprisingly, for both
structures similar theorems characterizing torsion elements via almost-divisibility
(Theorems 4.4 and 5.1). This description is made in terms of free semirings and
is of a “point-wise” nature. However, such an analogy turns out to be valid for special
elements in one-generated semirings only (Theorem 5.2). Therefore we suggest a new
conjecture of “global” character for finitely generated semirings (Conjecture 5.4):

Every almost-divisible finitely generated semiring has to be torsion.

This new hypothesis seems to be more plausible and extends naturally the result
obtained in [10]. We confirm it for the one-generated case as well (Theorem 5.5).

Finally, let us point out that we substantially simplify the approach in [10], which
uses rewriting of polynomials and the proof there is very long and technical. Simplicity
of the main part of the proof in this paper (Theorem 4.4; the key Lemmas 4.1 and 4.3)
is based on a special choice of a partial semigroup in Definition 2.1. To prove our
assertions we use Laurent polynomials which help us to deal with the case when it is
not possible to factor out common monomials from polynomial expressions on both
sides of equalities. Such an approach consequently allows to involve naturally the
methods from ring theory and results on finitely generated semigroups to prove our
main goal on semirings.
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2 Preliminaries

By a (commutative) semiring we mean a non-empty set equipped with two commu-
tative and associative binary operations, an addition and a multiplication, such that
the multiplication distributes over the addition. No constants, like additively and/or
multiplicatively neutral elements, will be required and since all the investigated prop-
erties of semirings will be related to the additive semigroup only, we will usually omit
the word additively which would stress this fact (e.g. we say “divisible” instead of
“additively divisible”).

We will use the usual notation: N (N0, resp.) for the semiring of positive (non-
negative, resp.) integers, Z for the ring of integers, Z− for the set of negative integers
and Q for the ring of rational numbers.

Definition 2.1 Let (A,+) be a commutative semigroup. For an element a ∈ A and
k ∈ N let k · a = a + · · · + a be the k-fold sum of a. Set N · a = {� · a| � ∈ N}.

Let ∅ 	= M ⊆ N. An element a ∈ A is called

• torsion ⇔ |N · a| < ∞.
• idempotent ⇔ a + a = a.
• M-divisible (in A) ⇔ (∀n ∈ M)(∃c ∈ A) a = n · c.
• divisible (in A) ⇔ a is N-divisible (in A).
• almost-divisible (in A) ⇔ there is b ∈ N · a such that b is P-divisible (in A) for
some infinite set of prime numbers P .

In the case of a semiring (S,+, ·) we use the same notions for an element a ∈ S
with respect to the semigroup (S,+). Consequently, we assign such a notion to the
semiring S itself if and only if every element of S is so.

Further, for n ≥ 1, we denote by F(x1, . . . , xn) the free commutative semiring
with the basis {x1, . . . , xn} (i.e., F(x1, . . . , xn) consists of all non-zero polynomials
over variables {x1, . . . , xn} which have non-negative integer coefficients and do not
contain a constant term).

For a semiring (S,+, ·) we always consider the natural pre-order ≤S on S defined
as

a ≤S b ⇔ a = b or (∃c ∈ S) a + c = b

fora, b ∈ S. This pre-order is compatiblewithmultiplication and addition and depends
on the choice of the semiring (e.g. 2 �N 1 in (N,+, ·) but 2 ≤Z 1 in (Z,+, ·)).

In the sequel we will work with partial subsemigroups of (Z,+) (a set ∅ 	= A ⊆ Z
is a partial subsemigroup of (Z,+) if there is a relation D ⊆ A × A such that for
every (a, b) ∈ D we have a + b ∈ A, see [5]). For the sake of completeness we will
prove a basic property of a special type of such partial semigroups.

Theorem 2.2 (i) Every subsemigroup A of (N0,+) is finitely generated and there is
n ∈ N0 such that d · (n + N0) ⊆ A ⊆ d · N0, where d = gcd(A) ∈ N0.

(ii) Let A be a partial subsemigroup of (Z,+) such that for every α, β ∈ A we have
α + β ∈ A if α ≥ 0.
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If A ∩ Z− 	= ∅ 	= A ∩ N then either A = d · Z or A = d · (n0 + N0) for some
n0 ∈ Z−, where d = gcd(A) ∈ N0.

Proof (i) See [12, Chap. 1, Sect. 2].
(ii) Let d+ = min(A∩N) > 0 and d− = −max(A∩Z−) > 0. Then d++(−d−) ∈

A and −d− < −d− + d+ < d+. Hence d− = d+(= d0) and {−d0, 0, d0} ⊆ A.
Let a ∈ A ∩ N. Then there are k, r ∈ N0 with 0 ≤ r < d0 such that a = d0k + r .

Now, by iteration argument, 0 ≤ a + i(−d0) ∈ A for every i = 1, . . . , k. Thus
0 ≤ r = a − kd0 ∈ A and, consequently, r = 0 by the choice of d+. Hence
A ∩ N = d0 · N.

Let−b ∈ A∩Z−. Then there are �, s ∈ N0 with 0 ≤ s < d0 such that b = d0�+ s.
Hence 0 ≤ d0 − s = d0(� + 1) + (−b) ∈ A and, consequently, s = 0 by the choice
of d+. Thus b = d0� and −d0i = d0(� − i) + (−b) ∈ A for every i = 1, . . . , �.

Therefore d0 = gcd(A) and either A = d0 · Z or A = d0 · (n0 + N0) for some
n0 ∈ Z−. ��

The following definition is crucial for our next steps.

Definition 2.3 Let S be a commutative semiring. For w ∈ S and k, n ∈ N, put

k�w,n(S) := {α ∈ Z| n + α > 0 & k · wn+α ≤S k · wn}.

This is a generalization of the submonoid �w(S) = {α ∈ N0| wα ≤S 1S} of
(N0,+) introduced in [10].

Proposition 2.4 Let S be a commutative semiring, w ∈ S and n, k ∈ N. Let A =
k�w,n(S). Then (A,+) is a partial submonoid of (Z,+) such that for every α, β ∈ A
we have α + β ∈ A if α ≥ 0.

If A ∩ N 	= ∅, then there is n0 ∈ Z such that d · (n0 + N0) ⊆ A ⊆ d · Z, where
d = gcd(A) ∈ N. If, moreover, A ∩ Z− 	= ∅ then n0 ∈ Z can be chosen such that
A = d · (n0 + N0).

Proof Let α, β ∈ A and α ≥ 0. Then k ·wn+α ≤S k ·wn and k ·wn+β ≤S k ·wn . Since
α ≥ 0,wehave k·wn+α+β ≤S k·wn+α and therefore k·wn+α+β ≤S k·wn+α ≤S k·wn .
Thus α + β ∈ A. The rest follows immediately from 2.2. ��

3 Torsion and divisibility in rings and semigroups

First, we derive auxiliary results for finitely generated semigroups and show that
almost-divisibility is the right notion that is equivalent to torsion in finitely generated
rings.

Lemma 3.1 [10, Proposition 5.1] Let (A,+) be a finitely generated commutative
semigroup. Let M ⊆ N be an infinite set and {vm |m ∈ M} ⊆ A. Then there are � ∈ N,
m1, . . . ,m� ∈ M and c1, j , . . . , c�, j ∈ N, j = 0, 1 such that

∑�
i=1 ci,0mi · vmi =∑�

i=1 ci,1mi · vmi and
∑�

i=1 ci,0 	= ∑�
i=1 ci,1.
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Proposition 3.2 Let (A,+) be a commutative monoid, B ⊆ A be a finitely generated
submonoid, T be the submonoid of all torsion elements of A.

Let u ∈ A and let M ⊆ N be an infinite set, {vm |m ∈ M} ⊆ B and {tm |m ∈ M} ⊆
T be such that u = mvm + tm for every m ∈ M. Then u is torsion.

Proof By 3.1, there are � ∈ N,m1, . . . ,m� ∈ M and c1, j , . . . , c�, j ∈ N, j = 0, 1 such
that v = ∑�

i=1 ci,0mi ·vmi = ∑�
i=1 ci,1mi ·vmi and c0 = ∑�

i=1 ci,0 	= ∑�
i=1 ci,1 = c1.

Set s j = ∑�
i=1 ci, jmi · tmi ∈ T for j = 0, 1. Then c j · u = ∑�

i=1 ci, j u =∑�
i=1 ci, j (mivmi + tmi ) = v + s j . Since s0, s1 ∈ T , there is a common k ∈ N such

that ks0 = 2ks0 and ks1 = 2ks1.
Now, (kc0+kc1) ·u = kv+ks0+kv+ks1 = (2kv+2ks0)+ks1 = 2kc0 ·u+ks1.

Finally, multiplying this equation by two, we get

2k(c0 + c1) · u = 4kc0 · u + 2ks1 = 2kc0 · u + (2kc0 · u + ks1)

= 2kc0 · u + (kc0 + kc1) · u = k(3c0 + c1) · u.

Hence u is torsion since 2k(c0 + c1) 	= k(3c0 + c1). ��
As an immediate consequence we obtain:

Theorem 3.3 Let (A,+) be a finitely generated commutative semigroup. The follow-
ing are equivalent for a ∈ A:

(i) a is torsion.
(ii) k · a is M-divisible for some infinite set M ⊆ N and some k ∈ N.

Notice that if A is a finitely generated semigroup such that A = k · A for some
k ≥ 2, then A is M-divisible for M = {kn| n ∈ N} and therefore torsion and finite by
3.3.

Rings now offer further equivalent descriptions of torsion compared to semigroups.

Theorem 3.4 [8, 5.2] Let R be a finitely generated commutative ring with unity and
let M be a finitely generated unitary R-module such that pM = M for infinitely many
prime numbers p. Then there is n ∈ N such that nM = 0.

Theorem 3.5 Let R be a finitely generated commutative ring. The following are equiv-
alent for a ∈ R:

(i) a is torsion.
(ii) a is P-divisible for some infinite set of prime numbers P ⊆ P.
(iii) k · a is divisible for some k ∈ N.
(iv) a is almost-divisible.

Proof The implications (i)⇒(iii) and (iii)⇒(iv) are easy.
(i)⇒(ii): Let a be torsion. Then there is k ∈ N such that ka = 0. Set P = {p ∈

P| gcd(p, k) = 1}. For p ∈ P there are i, j ∈ Z such that 1 = ik + j p, hence
a = ika + j pa = p · ja. Thus a is P-divisible.

(ii)⇒(i): We show that the set I = {x ∈ R| x is P-divisible} is a torsion group.
Clearly, I is a non-zero ideal of R. The set M = {b ∈ R| (∃n ∈ N) nb ∈ I } is also an
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ideal of R and I ⊆ M . Since R is noetherian, M/I is a finitely generated R-module.
Further, the group (M/I,+) is torsion and for a set of generators of M/I we therefore
have a common n0 ∈ N such that n0 · M/I = 0.

Now, the set P̃ = {p ∈ P| gcd(n0, p) = 1} is infinite. We show that M ⊆ pM for
every p ∈ P̃ . Let b ∈ M and p ∈ P̃ . Then there are k, � ∈ Z such that 1 = kn0 + �p.
Hence b = k(n0b) + p(�b). Since n0b ∈ I , there is c ∈ R such that pc = n0b ∈ I .
Therefore c ∈ M and we have b = p(kc + �b) ∈ pM .

Finally, we have obtained that pM = M for every p ∈ P̃ . Clearly, M is a finitely
generated unitary R̃-module with respect to some finitely generated commutative ring
R̃ with unit. Hence M is a torsion group, by 3.4, as well as I .

(iv)⇒(i): Let b = ka be P-divisible for some infinite set of prime numbers P ⊆ P
and some k ∈ N. Thus b is torsion, by the previously proved implication (ii)⇒(i).
Hence a is torsion. ��

4 Torsion and almost-divisibility in one-generated semirings

First, let us recall the notion of theGrothendieck ring G(S) of a commutative semiring
(S,+, ·). It is constructed as follows (see e.g. [11]):

On the set S̃ = S × S we define operations ⊕ and � by

(a, b) ⊕ (a′, b′) = (a + a′, b + b′) and (a, b) � (a′, b′) = (aa′ + bb′, ab′ + a′b)

and a relation ≈ by

(a, b) ≈ (a′, b′) ⇔ (∃t ∈ S) a + b′ + t = a′ + b + t

for every a, a′, b, b′ ∈ S. Now ≈ is a congruence on the semiring (S̃,⊕,�) and
G(S) = S̃/≈ is a ring. We also have a semiring homomorphism S → G(S), defined
by a �→ (2a, a)/≈ for a ∈ S.

We are now going to generalize Theorem 3.5 from rings to one-generated semirings
(see 4.4). The key-point are the properties of k�w,n(S) formulated in Proposition 2.4.

Lemma 4.1 Let S be a commutative semiring generated by w ∈ S. Let n, k ∈ N be
such that k · wn is P-divisible in S for some infinite set of prime numbers P ⊆ P and
k�w,n(S) ∩ N 	= ∅.

Then there is a polynomial f ∈ F(z) and k1, k2, �0 ∈ N such that k1 	= k2 and
k1wd�0 + f (wd) = k2wd�0 + f (wd), where d = gcd

(
k�w,n(S)

)
.

Proof Let L(z)denote the semiringof all non-zeroLaurent polynomials over a variable
z with non-negative integer coefficients and consider the free semiring F(z) to be
contained naturally in L(z). Clearly, L(z) is generated by {z, z−1}. Set a relation ≡
on L = L(z) as follows:

For g(z), h(z) ∈ L we put g ≡ h if and only if there is � ∈ N such that
g(z)z�, h(z)z� ∈ F(z) and g(wd)wd� = h(wd)wd�. It is easy to check that ≡ is
a semiring congruence on L .
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By 2.4, k�w,n(S) ⊆ d ·Z. Since k ·wn is P-divisible in S, for every p ∈ P there is
f p(z) ∈ L such that f p(zd)zn ∈ F(z) and k ·wn = p · f p(wd)wn . Hence k ≡ p · f p(z)
and k · 1/≡ is a P-divisible element in the finitely generated semiring L/≡. Let u ∈
G(L/≡) correspond to 1/≡ ∈ L/≡ in the finitely generated Grothendieck ringG(L/≡).
Then the element k ·u ∈ G(L/≡) is P-divisible. By 3.5, u is torsion and therefore, by
the Grothedieck construction, there is a Laurent polynomial f0(z) ∈ L and k1, k2 ∈ N,
k1 	= k2 such that k1 + f0(z) ≡ k2 + f0(z). According to the definition of ≡, there is
�0 ∈ N such that f0(z)z�0 ∈ F(z) and k1wd�0+ f0(wd)wd�0 = k2wd�0+ f0(wd)wd�0 .
Now, set f (z) = f0(z)z�0 and we are done. ��
Remark 4.2 Let S be a commutative semiring generated by w ∈ S and let n ∈ N.

(i) Let k ∈ N. If f ∈ F(x) is such that {β ∈ Z| xβ+n is contained in f (x)} ⊆
k�w,n(S) then there is � ∈ N such that k · f (w) ≤S k� · wn .

(ii) Set a relation ∼w,n on (S,+) such that a ∼w,n b if and only if there is j ∈ N
such that a + jwn = b + jwn . It is easy to check that ∼w,n is a congruence on the
semigroup (S,+).

Lemma 4.3 Let n, k ∈ N and S be a commutative semiring generated by w ∈ S
such that k�w,n(S) ∩ N 	= ∅. Further, let π : (S,+) → (S/∼w,n ,+) be the natural
semigroup epimorphism (see 4.2(i i)).

If k ·wn is P-divisible in S for some infinite set of prime numbers P ⊆ P, then there
is m0 ∈ N such that the element π(wα+n) is torsion in π(S) for every α ∈ k�w,n(S),
α ≥ m0.

Proof Set d = gcd
(
k�w,n(S)

)
. By 4.1, there is a polynomial f ∈ F(z) and

k1, k2, �0 ∈ N such that k1 	= k2 and k1wd�0 + f (wd) = k2wd�0 + f (wd). Fur-
ther, by 2.4, there is j0 ∈ N such that d · ( j0 + N0) ⊆ k�w,n(S). Set m0 = d( j0 + �0)

and let f be of the form f (z) = ∑
i≥0 ai z

i , where ai ∈ N0.
Now, let α ∈ k�w,n(S) ⊆ d · Z be such that α ≥ m0. Then α = d j for some

j ≥ j0 + �0 and for every i ∈ N0 we therefore have α + d(i − �0) = d( j − �0 + i) ∈
d · ( j0 + N0) ⊆ k�w,n(S). Set g(z) = f (zd)zα−d�0+n = ∑

i≥0 ai z
α+d(i−�0)+n ∈

F(z). Obviously, we have {β ∈ Z| zβ+n is contained in g(z)} ⊆ k�w,n(S) and hence,
by 4.2(i), there is � ∈ N such that

k · f (wd)wα−d�0+n = k · g(w) ≤S k� · wn .

Therefore there is u ∈ S such that u + k · f (wd)wα−d�0+n = k(� + 1) · wn .
Finally,multiplying the equality k1wd�0+ f (wd) = k2wd�0+ f (wd) by the element

k · wα−d�0+n and then adding the element u to both sides we get

kk1w
α+n + k(� + 1) · wn = kk2w

α+n + k(� + 1) · wn

where kk1 	= kk2. Therefore π(wα+n) is a torsion element of the semigroup π(S) =
S/∼w,n for every α ∈ k�w,n(S) such that α ≥ m0. ��

The semiring version of Theorem 3.5 now reads as follows:
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Theorem 4.4 Let S be a semiring generated by w ∈ S. The following are equivalent
for an element v ∈ ⋃

n∈N Nwn:

(i) v is torsion.
(ii) k · v is divisible for some k ∈ N.
(iii) v is almost-divisible.

Proof The implications (i)⇒(ii) and (ii)⇒(iii) are obvious.
(iii)⇒(i): Let v = c · wn for some c ∈ N and n ∈ N. Let k ∈ N be such that k · v is

P-divisible for some infinite set of prime numbers P ⊆ P.
First, assume that kc�w,n(S) ∩ N = ∅. In this case k · cwn is a P-divisible element

of a subsemigroup A of (S,+) which is generated by the elements w,w2, . . . , wn .
Hence v = cwn is torsion, by 3.3.

Now, let kc�w,n(S) ∩ N 	= ∅ and let π : (S,+) → (S/∼w,n ,+) be the natural
semigroup epimorphism [see 4.2 (ii)]. By 4.3, there is m0 ∈ N such that for every
α ∈ kc�w,n(S), α ≥ m0 is π(wα+n) a torsion element of π(S).

Further, let A be the monoid obtained from π(S) (i.e., we adjoin a unit element
0 to π(S) if there is none). Let B be the submonoid of A generated by the finite
set {π(wα+n)| α ∈ kc�w,n(S) & α < m0}. Similarly, let C be the submonoid of A
generated by the set {π(wα+n)| α ∈ kc�w,n(S) & α ≥ m0}. Clearly, B is finitely
generated and C is torsion. Since kc · wn is P-divisible, for every p ∈ P there are
rp ∈ B and sp ∈ C such that kc · π(wn) = p(rp + sp). Therefore, by 3.2, kc · π(wn)

is a torsion element of π(S). Thus there are j, k1, k2 ∈ N such that k1 	= k2 and
k1kc · wn + j · wn = k2kc · wn + j · wn . Hence wn and v = c · wn are torsion
elements. ��

5 Conclusion and further questions

Compared to rings, Theorem 4.4 provides information about a quite special kind of
elements in one-generated semirings only. But as Theorem 5.2 shows, it is not possible
to expect such a description in full generality (i.e., for other kinds of elements or for
cases of several generators).

Before we formulate the main result, let us recall a theorem from [10] (here
F(x1, . . . , xn) is a free commutative semiring with basis {x1, . . . , xn}):
Theorem 5.1 [10, Theorem 6.1] Let (A,+) be an at most countable commutative
semigroup, n ∈ N, a ∈ A and f ∈ F(x1, . . . , xn).

If either n ≥ 2 or f contains at least two different monomials, then there is a
commutative semiring S generated by a set {w1, . . . , wn} ⊆ S such that (A,+) is a
subsemigroup of (S,+) and f (w1, . . . , wn) = a.

Now, we can summarize our results as follows:

Theorem 5.2 Let n ∈ N. The following are equivalent for f ∈ F(x1, . . . , xn):

(i) For every semiring S and every semiring epimorphism ϕ : F(x1, . . . , xn) → S,
the element ϕ( f ) is torsion if and only if it is almost-divisible in S.

(ii) n = 1 and f = k · xm1 for some k,m ∈ N.

123



Torsion and divisibility in finitely generated commutative... 301

Proof (i)⇒(ii): Let n ≥ 2 or let f contain at least two different monomials.
Choose some a ∈ Q+. By 5.1, there is a semiring S and a semiring epimor-
phism ϕ : F(x1, . . . , xn) → S such that (Q+,+) is a subsemigroup of (S,+) and
ϕ( f ) = a ∈ S. Since �a ∈ Q+ is divisible and torsion-free for every � ∈ N, we get
that ϕ( f ) is almost-divisible but not torsion.

(ii)⇒(i): Follows immediately from 4.4. ��
Remark 5.3 (i) In view of Theorem 3.3 (4.4, resp.) it seems to be likely that if an
element is divisible by infinitely many numbers (primes, resp.), then not only it is
torsion, but it should generate a finite group.

(ii) Assume now that, for a semigroup A and a given element a ∈ A, the following
conditions hold:

• The set Fa = {x ∈ A| (∃n ∈ N) a = nx} of all possible fractions of a in A is
contained in some finitely generated subsemigroup of A.

• The element a is divisible in A by an infinite set of integers.

Under these assumptions, a is torsion, by Theorem 3.3.
On the other hand, in a semiring S generated by w ∈ S, divisibility of an element

a ∈ ⋃
n∈N Nwn ⊆ S by infinitely many primes forces torsion as well (see Theorem

4.4). Therefore it is natural to ask whether or not this is caused by some restrictions
on the set Fa for such an element a ∈ S.

In particular, we ask whether, for a ∈ ⋃
n∈N Nwn ⊆ S, the set Fa is contained in

some finitely generated subsemigroup of (S,+) (or whether at least a “substantial”
part of Fa has this property).

Finally, by Theorem 5.2, torsion and almost-divisibility are not generally equivalent
for a single element in a finitely generated semiring. However, when we consider all
elements at the same time, the situation may be different and the following might be
true:

Conjecture 5.4 For a finitely generated commutative semiring S, the following are
equivalent:

• Every element of S is torsion.
• Every element of S is almost-divisible.

This conjecture is now confirmed for the one-generated case, by 4.4:

Theorem 5.5 Every one-generated almost-divisible semiring is torsion.
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29835P. Also, I would like to express my thanks to Jan Šaroch (Department of Algebra, Charles University
in Prague) for his valuable suggestions and comments.

References
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Let (S,+, ·) be a semiring generated by one element. Let us denote this element by
w ∈ S and let g(x) ∈ x · N[x] be a polynomial. It has been proved that if g(x) contains
at least two different monomials, then the elements of the form g(w) may possibly be
contained in any countable commutative semigroup. In particular, divisibility of such
elements does not imply their torsion. Let, on the other hand, g(x) consist of a single
monomial (i.e. g(x) = kxn, where k, n ∈ N). We show that in this case, the divisibility
of g(w) by infinitely many primes implies that g(w) generates a group within (S,+).
Further, an element a ∈ S is called an m-fraction of an element z ∈ S if m ∈ N and
z = m · a. We prove that “almost every” m-fraction of wn can be expressed as f(w) for
some polynomial f ∈ x · N[x] of degree at most n.

Keywords: Commutative semiring; divisible semigroup; idempotent; inverse semigroup.

Mathematics Subject Classification: 16Y60, 20M14, 20M18, 13C12

In this paper, a (commutative) semiring (S, +, ·) is a non-empty set equipped with

two commutative and associative binary operations, an addition and a multiplica-

tion, such that the multiplication distributes over the addition. We denote by 〈D〉+
the subsemigroup of (S, +) generated by a non-empty subset D of S. In particular,

for a ∈ S we have 〈a〉+ = {a, 2a, · · ·}.

Let M be a non-empty subset of positive integers N. We say that an element

a ∈ S is

• torsion ⇔ 〈a〉+ is finite,

• M -divisible (in S) ⇔ for every m ∈ M there is b ∈ S such that a = m · b,

• divisible (in S) ⇔ a is N-divisible (in S),

• almost divisible (in S) ⇔ there is an element b ∈ 〈a〉+ that is P -divisible (in S)

for some infinite set P of prime numbers.
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We assign such notions to the entire semiring S when every element of S is so. We

adopt all the semiring notions to a commutative semigroup, too.

As an analogy to an mth root of an element for m ∈ N, we say that an element

a ∈ S is an m-fraction of an element z ∈ S if z = m · a. Finally, let us denote by
(

X

M

)

S

= {a ∈ S | (∃x ∈ X)(∃m ∈ M) x = ma}

the set of all M -fractions of a non-empty subset X in a commutative semiring S,

where M is a non-empty subset of positive integers.

One-generated semirings may possibly contain any countable commutative semi-

group (A, +) in their additive semigroups [8]. Moreover, let f(x) ∈ x · N[x] be a

polynomial containing at least two different monomials and let a ∈ A. Then there

is a semiring S generated by w ∈ S such that (A, +) is a subsemigroup of (S, +)

and a = f(w) [8, Theorem 6.1]. In particular, divisibility of such elements does not

imply their torsion.

The only terms in the free semiring x · N[x] that cannot be mapped arbitrarily

in this way are the polynomials f(x) = kxn, where k, n ∈ N. In this paper, we

investigate their properties related to the divisibility in more detail. The first steps

were made in [7], where it was shown that the almost divisibility implies the torsion

of elements kwn.

Theorem A ([7, Theorem 3.4]). Let S be a semiring generated by w ∈ S. Then

for every z ∈ ⋃
n∈N〈wn〉+ the following conditions are equivalent:

(i) the semigroup 〈z〉+ is finite,

(ii) z is almost divisible in S.

In [7], it was also conjectured that in a finitely generated commutative semiring

the almost divisibility of all elements shall imply their torsion. A particular version

of this conjecture can be stated as follows:

Conjecture I. Let S be a finitely generated commutative semiring. Then the fol-

lowing conditions are equivalent :

(i) For every element z ∈ S the semigroup 〈z〉+ is a group.

(ii) Every element z ∈ S is P -divisible in S by for some infinite set P of primes.

Note that the condition (i) in Conjecture I can be expressed in a form that

the semigroup (S, +) is Clifford and torsion. Let us recall that a semigroup is

Clifford if it is completely regular and inverse (see e.g. the monograph by Grillet [3]).

Inverse semigroups possessing 2-divisibility were also recently studied by Araújo and

Kinyon [1]. It should also be observed that in a weaker form of Conjecture I, the first

condition of the equivalence is replaced with idempotency and the second condition

is replaced with N-divisibility. Thus, this note can be viewed as a contribution to

the study of idempotent semirings at large (see e.g. [5, 6] and [9]).
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The validity of Conjecture I can easily be inferred from the validity of the original

hypothesis (there is a common bound on all orders of all elements). However, as

it was noticed above, such a conjecture requires that all elements share a given

property (the divisibility by infinitely many prime numbers). In this paper, we

investigate the case when only a single element has this property. In particular, we

are going to establish the following result:

Theorem 0.1. Let S be a semiring generated by w ∈ S. Then for all z ∈⋃
n∈N〈wn〉+ the following two conditions are equivalent :

(i) the semigroup 〈z〉+ is a group,

(ii) z is P -divisible in S for some infinite set P of primes.

In particular, for all z ∈ ⋃
n∈N〈wn〉+ the following two conditions are equivalent:

(iii) z is idempotent,

(iv) z is divisible in S.

Theorem 0.1 is a particular case of Theorem A. It confirms the natural expecta-

tion that if P -divisibility is related to an element z itself (and not only to some of its

multiples) then the cyclic semigroup 〈z〉+ becomes a group. It is also an extension

of the following theorem by Clark, Holland and Székely [2]:

Theorem B ([2, Theorem 2.5(i)]). Every divisible element in a finitely gener-

ated commutative semigroup is idempotent.

However, the proof of Theorem 0.1 is not as straightforward as it may seem. The

main problem is the case when for the given k, n ∈ N there are polynomials fm(x)

of arbitrary large degrees such that kwn = m · fm(w) and when the polynomials

fm also contain some monomials of degrees less than n.

Further, we also generalize another theorem that is originally formulated in [2].

Theorem C ([2, Theorem 2.7]). If (A, +) is a residually finite semigroup then

every divisible element of A is idempotent.

Our generalization reads as follows:

Theorem 0.2. Let (A, +) be a residually finite semigroup and z ∈ A. Then the

following two conditions are equivalent :

(i) the semigroup 〈z〉+ is a group,

(ii) z is M -divisible in A for some infinite set M of positive integers.

In particular, this is also true if A is a finitely generated commutative semigroup

(such a semigroup is residually finite by a well-known theorem of Mal’cev [10]).
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To continue, in [8], it was proved that there are restrictions on the set of fractions

of a generator of a semiring. The result was as follows:

Theorem D ([8, Theorem 4.2]). Let S be a semiring generated by w ∈ S and

let S have a unity 1S. Then there are k ∈ N and i ∈ N such that
( w

M

)
S

⊆ 〈w, w2, . . . , wi〉+,

where M = {m ∈ N | gcd(m, k) = 1}.
We extend and improve on this result to all powers of the generator w ∈ S in

the following way.

Theorem 0.3. Let S be a semiring generated by w ∈ S. For every n ∈ N there is

k ∈ N such that (
wn

M

)

S

⊆ 〈w, w2, . . . , wn〉+,

where M = {m ∈ N | gcd(m, k) = 1}. In particular,
(

w
M

)
S

⊆ 〈w〉+.
This result shows that fractions of elements wn are surprisingly restricted in the

sense that almost every fraction of wn can be expressed as f(w) for some polynomial

f ∈ x ·N[x] of degree at most n. Here, the expression almost every means that there

is a finite set of primes P and the given statement is true for every number that

is not divisible by any prime from P . Exercising some more effort, it can be shown

that in Theorem 0.3 there is a universal k ∈ N for all n ∈ N.

Finally, we provide a far stronger version of Theorem 0.3 in the case of commu-

tative rings:

Theorem 0.4. Let R be a finitely generated commutative ring and G be a finitely

generated subgroup of (R, +). Then there is k ∈ N such that
(

G
M

)
R

⊆ G, where

M = {m ∈ N | gcd(m, k) = 1}.

Remark 0.5. (i) Note (Results 1.1(i)) that if z ∈ S is M -divisible (in S), M is

infinite and
(

z
M

)
S

is contained in a finitely generated subsemigroup of (S, +), then

z is torsion. Therefore, Theorem A follows from Theorem 0.3 in the special case

when z = wn. In this case, we obtain henceforth a better insight into the structure

of such a semiring.

(ii) Unlike Theorem 0.1, Theorem 0.3 cannot be extended to all elements of

the set
⋃

n∈N〈wn〉+. Indeed, consider a semiring (S, +, ·) with a multiplicatively

absorbing element 0 such that the semigroup (S\{0}, ·) is isomorphic to (N, +).

Let w ∈ S\{0} be the (unique) generator of this semigroup. Let us define the

additive operation by setting a + b = 0 for all a, b ∈ S. Clearly, S is a semiring

generated by w. For every non-empty set M of N\{1} and for all n, k ∈ N, k ≥ 2 we

obtain z := kwn = 0 and
(

z
M

)
S

= S. Hence,
(

z
M

)
S

is not contained in any finitely

generated semigroup of (S, +). Therefore, there is no upper bound on the degrees

of polynomials expressing elements from the set
(

z
M

)
S
.
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(iii) In Theorem 0.3, we do not require
(

wn

M

)
S

⊆ 〈wn〉+ for n ≥ 2. Indeed,

assume a semiring (S, +, ·) with a multiplicatively absorbing element 0 such that

the semigroup (S, ·) has a presentation
〈
w | wn+1 = 0

〉
. The additive operation is

defined by setting a + b = wn for all a, b ∈ S\{0} and c + 0 = 0 + c = c for every

c ∈ S. Clearly, S is a finite semiring generated by the element w and for every

non-empty subset M of N\{1}, we obtain
(

wn

M

)
S

= S and 〈wn〉+ = {wn}. Hence(
wn

M

)
S

�⊆ 〈wn〉+.

1. Proofs

In this section, let S always denote a semiring. Let us consider the natural pre-order

≤S on S defined for a, b ∈ S in the following manner: a ≤S b if and only if a = b or

a + c = b for some c ∈ S. We also view S naturally as a unitary D(S)-semimodule,

where D(S) is the semiring extending S with a multiplicative unit added freely. For

an element a ∈ S, let ord(a) denote the order of a (i.e. ord(a) is the cardinality of

the semigroup 〈a〉+).

Results 1.1. We shall use the following results (here Z denotes the set of all

integers):

(i) [7, Theorem 2.3] In a finitely generated commutative semigroup A, an element

a ∈ A is torsion provided that there is b ∈ 〈a〉+ and an infinite set M ⊆ N
such that b is M -divisible in A.

(ii) [5, Lemma 2.3] Let z ∈ S and m ∈ N be such that the set
(

z
m

)
D(S)z

is non-

empty. If u, v ∈ D(S)z and mu = mv, then u = v.

(iii) [7, Theorem 1.2] For w ∈ S and n, k ∈ N the set

kΠw,n(S) := {� ∈ Z | n + � > 0 & k · wn+� ≤S k · wn}

is of the form kΠw,n(S) = {d · n0, d · (n0 + 1), . . . , −d, 0, d, . . .} for some n0 <

0 < d provided that kΠw,n(S) contains at least one positive and at least one

negative integer.

(iv) [4, Theorem 5.1] Let R be a finitely generated commutative ring. Then there

are a finite subset of primes P and a free commutative subgroup F of the

additive group (R, +) such that R/F is a P -group.

To prove the Theorems 0.1 and 0.3, we will need a few lemmas. In the beginning,

let us recall that for an element a ∈ S the semigroup 〈a〉+ is a group if and only if

there is k ∈ N such that a = a + ka.

Lemma 1.2. Let (A, +) be a semigroup and let a, b, c, z ∈ A and j, k, �, m ∈ N.

(i) If a = a + c, then a = a + nc for every n ∈ N. If, moreover, b ≥A a, then

b = b + nc.

(ii) If m ≥ j and ja = (j + k)a, then ma = (1 + k)ma.
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(iii) If b ≥A

(
k ·ord(kz)

)
·z, then there is � ∈ N such that b = b+ �kz. In particular,

if m ≥ k · ord(kz) then, mz = (1 + �k)mz.

(iv) If a = c + z and z = ma, then for every i ≥ 0 is a = (
∑i

j=0 mj)c + miz.

(v) If gcd(k, m) = 1, then there is i0 ∈ N such that mi0 ≡ 1 (mod k) and therefore∑i0k
j=0 mj ≡ k

∑i0
j=0 mj ≡ 0 (mod k).

Proof. The items (i) and (iv) follow easily by induction and (v) is well known.

To prove (ii), use (i) for ma ≥A ja and ja = ja + ka.

It remains to show (iii). Since the order of kz is finite, there are j′, � ∈ N such

that j′(kz) = j′(kz) + �(kz) and j′ ≤ ord(kz). Therefore, we have

b ≥A (k · ord(kz)) · z ≥A j′kz.

Now, it remains to use the item (i) in a suitable way. Finally, the particular case,

when we assume m ≥ k ·ord(kz), follows from the inequality mz ≥A (k ·ord(kz)) ·z
with help of the item (i), again.

Lemma 1.3. Let (A, +) be a semigroup. Let z ∈ A be a torsion element and

a ∈ ( z
N\{1} )A be such that a ≥A z. Then both 〈z〉+ and 〈a〉+ are groups.

Proof. By our assumption, there is m ≥ 2 such that z = ma. By Lemma 1.2(iv),

we have a ≥A mnz for every n ∈ N. Now, there is n0 ∈ N such that mn0 ≥ ord(z),

hence a ≥A mn0z ≥A ord(z) · z. By Lemma 1.2(iii), there is � ∈ N such that

a = a + �z = a + �ma. This implies that 〈a〉+ and 〈z〉+ are groups.

Lemma 1.4. Let z ∈ S be torsion. If the set ( z
N\{1} )D(S)z is non-empty then 〈z〉+

is a group and ( z
N )D(S)z ⊆ 〈z〉+.

Proof. Let a ∈ D(S)z and m ≥ 2 be such that z = ma. Since z is torsion, there

is n0 ∈ N such that mn0 ≥ ord(z). By Lemma 1.2(iii), there is � ∈ N such that

mn0z = (1 + �)mn0z. Using Results 1.1(ii) repeatedly, we obtain z = (1 + �)z.

Therefore 〈z〉+ is a cyclic group.

Now, let us show that for N := ord(z), we have gcd(m, N) = 1. Suppose, on

the contrary, that gcd(m, N) = d > 1. Set j := N
d , k := m

d and u := ka. Since

u ∈ D(S)z, we can multiply the equality z = (1 + N)z by a suitable element

from D(S) and obtain u = (1 + N)u. From z = ma = dka = du it follows that

u = u + jdu = u + jz. As z ≥S u, we obtain z = (1 + j)z, by Lemma 1.2(i). This

is a contradiction with the order N of the group G := 〈z〉+.

Finally, since G is a cyclic group of order N and gcd(m, N) = 1, there is b ∈ G ⊆
D(S)z such that z = mb. According the uniqueness in Results 1.1(ii), we obtain

a = b ∈ G = 〈z〉+. Therefore
(

z
N
)
D(S)z

⊆ 〈z〉+.

Lemma 1.5. Let z ∈ S. If k, m ∈ N are such that the set (kz
m )D(S)z is non-empty

and m
k ≥ ord(kz), then 〈kz〉+ is a group.

1850071-6
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Proof. There is an element a ∈ D(S)z such that kz = ma. Since m ≥ k · ord(kz),

by Lemma 1.2(iii), there is � ∈ N such that mz = (1 + �k)mz. By multiplying this

equality by a suitable element from D(S)z, we obtain ma = (1 + �k)ma as well. As

kz = ma, it is therefore seen that 〈kz〉+ is a group.

Lemma 1.6. Let w ∈ S, k, n ∈ N and let kΠw,n(S) contain some negative integer.

If a ∈ (kwn

N )S and if i ∈ N, i ≥ n are such that a ≥S kwi, then a ≥S kwn.

Proof. The set K := {i′ ∈ N | i′ ≥ n & a ≥S kwi′} is non-empty. Put i0 := min(K).

Assume on the contrary, that i0 > n. Since kwn = ma ≥S a ≥S kwi0 , the set
kΠw,n(S) contains a positive integer i0 − n. Therefore, by Results 1.1(iii), for the

least positive element d of kΠw,n(S) it holds that −d ∈ kΠw,n(S). By the choice

of d, we obtain i0 − n ≥ d. Since −d ∈ kΠw,n(S), it follows that kwn ≥S kwn−d.

Multiplying this inequality by wi0−n, we obtain

a ≥S kwi0 = wi0−n · kwn ≥S wi0−n · kwn−d = kwi0−d.

Moreover, n ≤ i0 − d and therefore the element i0 − d belongs to K. This is a

contradiction with the choice of i0.

We have shown that min(K) = n. Thus a ≥S kwn.

Now, let us prove the theorems of this paper. We start with the proof of Theo-

rem 0.2.

Proof of Theorem 0.2. The implication (i)⇒ (ii) is easy. To prove the implication

(ii)⇒ (i), let us first assume that A is finite. Since M is infinite, there are m1, m2 ∈
M , m1 < m2 and a ∈ A such that m1a = z = m2a. By Lemma 1.2(ii), we have

m1a = (1 + �)m1a, where � = m2 − m1 > 0. Since z = m1a, we see that 〈z〉+ a

group.

Let us prove the general case. Since A is residually finite, we can assume that

A is a subsemigroup of
∏

i∈I Ai, where I is a set and for every i ∈ I, Ai are finite

commutative semigroups. Let z = {zi}i∈I ∈ A, where zi ∈ Ai for every i ∈ I, be

M -divisible for an infinite set M ⊆ N. Consequently, for every i ∈ I the element zi

is also M -divisible in Ai and, by the first part of the proof, zi generates a group.

By Results 1.1(i), the element z is torsion. Hence, there are n, k ∈ N such that

nz = (n + k)z. It follows that nzi = (n + k)zi for every i ∈ I. Since zi generates a

group, we obtain zi = (k + 1)zi. Finally, z = {zi}i∈I = {(k + 1)zi}i∈I = (k + 1)z.

As a result, z generates a group.

Proof of Theorem 0.1. The implication (i)⇒ (ii) is obvious. To prove the impli-

cation (ii) ⇒ (i), choose k, n ∈ N and assume that there is an infinite set of primes

P , and for every p ∈ P there is ap ∈ S such that kwn = p · ap. By Theorem A, the

element kwn is torsion. Set

P1 := {p ∈ P | p ≥ k · ord(kwn) & (∃i ∈ N) i < n & ap ≥S wi}

1850071-7
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and

P2 := {p ∈ P | p ≥ k · ord(kwn) & (∃i ∈ N) i ≥ n & ap ≥S wi}.

Let us now distinguish the following three cases:

(i) Let P2 = ∅. Then the set P1 is infinite and kwn is a P1-divisible element in the

semigroup 〈w, w2, . . . , wn〉+. Hence, by Proposition 0.2, 〈kwn〉+ is a group.

(ii) Let P1 = ∅. Then the set P2 has to be non-empty. Let us choose a prime

p ∈ P2. Since p /∈ P1, we see that ap ∈ D(S)wn. Thus ap ∈ (kwn

p )D(S)wn and,

by Lemma 1.5, we obtain that 〈kwn〉+ is a group.

(iii) Finally, assume that both the sets P1 and P2 are non-empty. Choose p ∈ P1

and q ∈ P2.

First, let us show that there is an element a ∈ (kwn

q )S such that a ≥S kwn.

Since p ∈ P1, there is i0 ∈ N such that i0 < n and ap ≥S wi0 . Therefore kwn =

pap ≥S kap ≥S kwi0 and kΠw,n(S) contains a negative integer i0 − n.

We already know that the element kwn is torsion and from q ≥ k · ord(kwn),

by Lemma 1.2(iii), we have qwn = (1 + �k)qwn for some � ∈ N.

Further, since q ∈ P2, there is i ∈ N such that i ≥ n and aq ≥S wi. Therefore,

multiplying the previous equality by wi−n, we obtain qwi = qwi + q�kwi. Since

qaq ≥S qwi, it follows, by Lemma 1.2(i), that qaq = qaq + q�kwi. Now, simply set

a := aq + �kwi. Finally, we can apply Lemma 1.6 and obtain that a ≥S kwn.

We have found the desired element a. Now, by Lemma 1.3, 〈kwn〉+ is a group.

Now we prove the second equivalence. The implication (iii) ⇒ (iv) is obvious.

To prove the implication (iv) ⇒ (iii), let us assume that z := kwn is divisible in S.

By the first part of the proof, 〈z〉+ is a group. We are going to prove that z has to

be idempotent.

First, let us show that z is divisible within the semigroup 〈w, w2, . . . , wn〉+. Since

z generates a group, there is a neutral element o := Nz in the group 〈z〉+, where

N := ord(z). As z is divisible in S, for every � ∈ N there are b ∈ 〈w, w2, . . . , wn〉+
and α ∈ D(S) such that z = �kN(b + αwn).

We show that we can, in fact, always choose α to be equal to 1. Since αo is

idempotent, we have

z = �kNb + �α(Nkwn) = (�kN)b + �αo = (�kN)b + αo.

Further,

2z = 2(�kN)b + 2αo = (�kN)b + ((�kN)b + αo) = (�kN)b + z

and, using the inverse of the element z, we obtain

z = (�kN)b + o = (�kN)b + (�kN)wn = (�kN)(b + wn).

Hence, z is a divisible element in the semigroup 〈w, w2, . . . , wn〉+. Thus, by Theo-

rem B, the element z is idempotent.

1850071-8
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For the sake of simplicity, put Ck := {m ∈ N | gcd(m, k) = 1} for k ∈ N.

Proof of Theorem 0.3. First, consider that wn is not torsion. Then, by Theo-

rem A, there are only finitely many primes p1, . . . , pj that do not divide wn. We

can set k := p1 · · · pj and immediately obtain that (wn

Ck
)S = {wn}.

Now, assume that wn is torsion. In this case, set k := ord(wn). Let a ∈ S and

m ∈ N be such that gcd(m, k) = 1 and wn = ma. There are f, g ∈ x · N[x] such

that a = f(w)wn−1 + g(w) and deg(g) ≤ n − 1. Let us divide the rest of the proof

into three cases (i)–(iii). We will need the assumption that gcd(m, k) = 1 only in

the third case.

(i) If g = 0 then, by Lemma 1.4, a ∈ 〈wn〉+.

(ii) If f = 0, then a ∈ 〈w, w2, . . . , wn−1〉+.

(iii) Let g �= 0 and f �= 0. Then, by Lemma 1.6, a ≥S z := wn.

Therefore, by Lemma 1.3, both 〈z〉+ and 〈a〉+ are groups with a common addi-

tively neutral element o. Further, from a ≥S z = wn it follows that there are

b ∈ 〈w, w2, . . . , wn〉+ and α ∈ D(S) such that a = αz + b + z.

We are going to eliminate the component αz. Since z = (1 + k)z, we obtain

αz = αz + kαz. By Lemma 1.2(i), the inequality a = αz + b + z ≥S αz implies the

equality a = a + kαz. This yields o = o + kαz.

Now, we use the assumption gcd(m, k) = 1. By Lemma 1.2(v), there is i0 ∈ N
such that

∑i0k
j=0 mj = �·k for some � ∈ N. Applying Lemma 1.2(iv) on a = (αz+b)+z

and z = ma, we obtain that

a = o + a = o + (� · k(αz + b) + mi0kz) = (o + � · kαz) + �kb + mi0kz

= o + �kb + mi0kz = �kb + mi0kz ∈ 〈w, w2, . . . , wn〉+.

Summing this up, we have a ∈ 〈w, w2, . . . , wn〉+. Hence (wn

Ck
)S ⊆ 〈w, w2, . . . , wn〉+.

Proof of Theorem 0.4. Let us divide the proof into the torsion and torsion-free

cases.

(i) First, assume that G is torsion. Let T be the torsion part of (R, +). Since

R is noetherian, the ideal T of R is finitely generated and there is k ∈ N such that

kT = 0.

Now, let a ∈ ( G
Ck

)R and m ∈ Ck be such that ma ∈ G ⊆ T . Then a is a torsion

element. It follows that ka = 0 ∈ G. Since gcd(m, k) = 1, we obtain that a ∈ G.

Therefore ( G
Ck

)R ⊆ G.

(ii) Further, suppose that R is torsion-free. By Results 1.1(iv), there is a free

commutative group F ⊆ R and a finite set of primes P0 = {p1, . . . , p�} such that

R/F is a P0-group. Since G is a finitely generated group, there is i ∈ N such that

for n0 := (p1 · · · p�)
i, we have G1 := n0G ⊆ F .

The group G1 is also finitely generated and therefore there are free commutative

groups F1, F2 ⊆ F such that G1 ⊆ F1, the group F1 is finitely generated, the group

F1/G1 is finite and F = F1⊕F2. Thus, there is n1 ∈ N such that n1F1 ⊆ G1 = n0G.

1850071-9



March 14, 2018 9:18 WSPC/S0219-4988 171-JAA 1850071

M. Korbelář

Now, set k := n1 · p1 · · · p�. Let a ∈ ( G
Ck

)R and m ∈ Ck be such that ma ∈ G.

Set b := n0a ∈ R. Then mb = m(n0a) ∈ n0G = G1 ⊆ F1.

Further, since R/F is a P0-group, there is a suitable j ∈ N such that for m0 :=

(p1 · · · p�)
j , we have c := m0b ∈ F and mc = m0(mb) ∈ F1. As F1 is a direct

summand of F , we obtain that m0b = c ∈ F1, as well.

Finally, from m0b, mb ∈ F1 and gcd(m0, m) = 1 it follows that b ∈ F1. Therefore

n0(n1a) = n1b ∈ n1F1 ⊆ G1 = n0G. Since the group (R, +) is torsion-free, we can

infer that n1a ∈ G. Combining ma, n1a ∈ G and gcd(m, n1) = 1, we obtain that

a ∈ G. Therefore ( G
Ck

)R ⊆ G.

(iii) To end the reasoning up, we prove the general case. Let T be the ideal of all

torsion elements of R. Set H := G∩T . By (i), there is k1 ∈ N such that ( H
Ck1

)R ⊆ H .

Similarly, by (ii), there is k2 ∈ N such that ( (G+T )/T
Ck2

)R/T ⊆ (G + T )/T . Now, put

k := k1 · k2 and the rest follows easily by a standard argument.
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Abstract: We prove that a commutative parasemifield S is additively idempotent, provided that it is finitely
generated as a semiring. Consequently, every proper commutative semifield T that is finitely generated as a
semiring is either additively constant or additively idempotent. As part of the proof, we use the classification
of finitely generated lattice-ordered groups to prove that a certain monoid associated to the parasemifield S
has a distinguished geometrical property called prismality.
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1 Introduction
It is easy to see that the fieldℚ of rational numbers is not finitely generated as a ring.More generally, a folklore
theorem (perhaps due to Kaplansky) states that if a commutative ring is simple and finitely generated, then it
is finite. Of course, such rings are precisely the finite fields 𝔽q and the zero-multiplication rings ℤp of prime
order. This result can also be viewed as a classification of all finitely generated simple commutative rings.

Semirings often behave similar to rings (see, e.g., [14] for an overview). Thus, it is natural to ask whether
a similar result as above also holds in themore general setting of semirings. In this paper wewill not consider
the other natural generalization to non-commutative rings; in fact, all algebraic structures will be commu-
tative throughout the paper. Nevertheless, let us mention at least one of the latest results on simple non-
commutative rings [6].

Definition 1.1. Recall that by a (commutative) semiring wemean a non-empty set S equipped with two asso-
ciative and commutative operations (addition and multiplication), where the multiplication distributes over
the addition from both sides. A semiring S is a semifield if it contains a zero element 0 and the set S \ {0} is
a group with respect to the multiplication. In the case that the entire multiplicative part S( ⋅ ) is a group, the
semiring S is called a parasemifield. A semiring (a semifield, resp.) is called proper if it is not a ring. Finally,
a semiring S is additively idempotent if x + x = x for all x ∈ S and additively constant if the map S × S → S,
(x, y) 󳨃→ x + y, is constant.
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In mathematics, semirings and semifields are ubiquitous, which makes them one of the fundamental alge-
braic objects. The first mathematical structure one encounters, the set of natural numbersℕ, is a semiring.
Besides this obvious observation, semirings and semifields play an important role inmodernmathematics as
well as in a wide range of applications. Let us mention a few of them. Tropical geometry, which is essentially
algebraic geometry over additively idempotent semirings, is useful in studying piecewise linear functions in
optimization problems (see, e.g., [13, 16, 17] and the references therein). Tropical semirings are also used
in constructing cluster algebras [24] and appear in the process of so-called dequantization [27]. In number
theory, Connes and Consani [7, 8] were motivated by the goal of working over the “field of one element” [34]
(related to semirings) and extended this viewpoint further with a certain hope of proving Riemann hypoth-
esis. Their work was recently generalized by Leichtnam [26] to cover more general additively idempotent
semifields. An interesting direction is also the study of cryptography based on semirings, as developed by
Maze, Monico, Rosenthal, Zumbrägel, and others [28, 29, 38]. It could help in coping with some of the vul-
nerabilities of classical cryptography based onmodular arithmetic. Semirings are also important forweighted
automata in theoretical computer science [11]. Yet another class of applications arises thanks to the corre-
spondence between certain semifields, lattice-ordered groups, and MV-algebras. These provide useful tools
in multi-valued logic [1–3, 9, 10, 30, 31]. For further applications and references, see, e.g. [14, 15, 23].

In this paper we are interested in studying finitely generated simple semirings. Unfortunately, the sit-
uation quickly becomes more convoluted than in the case of rings. First of all, ideals in semirings do not
correspond to congruences, and so one has to distinguish between congruence- and ideal-simple semirings
(i.e., those that have only the trivial congruences, and those in which there are no proper ideals). Both of
these cases were (almost completely) classified by Bashir, Hurt, Jančařík and Kepka [12]. It has turned out
that there are semirings which are finitely generated, both congruence- and ideal-simple, and yet infinite –
for instance, the additively idempotent tropical semiringℤ(⊕, ⊙)with the semiring addition a ⊕ b = min(a, b)
andmultiplication a ⊙ b = a + b. On the other hand, every finite congruence- or ideal-simple proper semiring
is either additively constant or additively idempotent [12].

Hence,weneed tomodify the folklore theorem to alsodealwith these cases. For congruence-simple semir-
ings, this quite easily follows from the classificationusing [12, Corollary 14.3]: Every proper finitely generated
congruence-simple semiring is either additively constant or additively idempotent.

The main result of this paper is the proof of an analogous result for ideal-simple semirings.

Theorem 1.2. (a) Every parasemifield that is finitely generated as a semiring is additively idempotent.
(b) Every proper semifield that is finitely generated as a semiring is either additively constant or additively

idempotent.
(c) Every proper finitely generated ideal-simple semiring is either additively constant or additively idempotent.

This statement can be now understood as an extension of the folklore theorem referred in the beginning, i.e.,
that every (commutative) field that is finitely generated as a ring is finite. Of course, the greatest difference is
the existence of additively idempotent semifields.

Since every semifield is clearly ideal-simple, part (b) of the theorem follows immediately from (c). Also,
one can be slightly more precise in the additively constant case. This occurs if and only if there is a finitely
generated (multiplicative) abelian group G( ⋅ ) and the semiring is the semifield S := G ∪ {o}, where o is a new
element. Operations that extend themultiplication on G are defined by a + b = o and a ⋅ o = o for all a, b ∈ S.

Theorem 1.2 was at first formulated as a conjecture in [12] for the infinite cases. Our version is a slight
modification that considers proper semirings instead of infinite ones and that includes in this way also the
finite cases, whose properties were mentioned above. The equivalence of (a) and (c) was then established by
Ježek, Kala and Kepka [19, 21], and so it remained to prove (a). Initial steps in this direction were done by the
present authors andKepka [22], and continued togetherwith Ježek [18], where part (a) was proved in the case
of 2 generators. Note that there are no parasemifields that are 1-generated as semirings [22, Remark 4.22].

As we already mentioned, the goal of this paper is to prove Theorem 1.2 in general (by proving Theo-
rem 4.5) and to settle in this way a problem that remained open for more than fifteen years. The general idea
of the proof uses a suitable subsemiring QS of the parasemifield S and an associatedmonoid CX(S) ⊆ ℕn0 (see
Section 3 for the definitions). In the 2-generated case [18], the monoid CX(S)was simple enough to consider
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only elementary properties of the geometry to prove the theorem. However, in the general case the monoid
has a much more complicated shape, and so the situation is significantly harder.

One key ingredient in our proof comes from the classification of finitely generated lattice-ordered groups
(ℓ-groups) by Busaniche, Cabrer and Mundici [5]. There is a well-known term-equivalence between ℓ-groups
and additively idempotent parasemifields, and so Kala [20] has recently used their results to obtain a classi-
fication of additively idempotent parasemifields which are finitely generated as semirings (see Definition 3.3
below). The monoid CX(T) associated to each of these additively idempotent parasemifields T has a special
geometric property, prismality (introduced in Section 2). Now given a general parasemifield S that is finitely
generated as a semiring, we consider its largest factor-parasemifield that is additively idempotent. The asso-
ciated monoids of both these parasemifields are the same, and so we conclude that the monoid of S is also
prismal. This then gives us the crucial missing geometrical information that allows us to finish the proof of
Theorem 4.5 (and thus also of Theorem 1.2).

As in the case of rings, these results then imply a classification of all finitely generated ideal-simple semir-
ings. If such a semiring is, moreover, a parasemifield then it must be one from Definition 3.3. The extension
to general ideal-simple semirings is then a routine application of the classification theorems of [12, 19], and
so we do not state it explicitly here. Note that an analogous result was recently proved by Schneider and
Zumbrägel for simple compact (not necessarily commutative) semirings [33].

As for the organization of the paper, in the second section we introduce a property of submonoids of
(ℤn , +) called prismality and study its basic properties. In the third section we prove in Theorem 3.8 that
every monoid CX(S) associated to a finite set X, that generates a parasemifield S as a semiring, is prismal.
Finally, the fourth section uses this result to prove Theorem 4.5.

Let us conclude this introduction by pointing out that the ideas presented in this paper can probably
be generalized to the situation of additively divisible semirings. Another very interesting generalization of
our results and methods is to apply them to the Banach semifield setting of Leichtnam [26]. This should
(hopefully) allow us to generalize and extend his results (e.g., to remove Assumption 2) – we also plan to
study this in the (near) future.

2 Prismal monoids
In this section we define a property of submonoids of (ℤn , +) called prismality and study its behavior.

First, we need some definitions. Every vector space considered in this paper is assumed to be a real vector
space. A vector subspace V ⊆ ℝn is said to be defined overℚ if V has a basis that consists of vectors fromℚn.
Of course, this is equivalent to assuming that V has a basis of vectors fromℤn.

Let M be a subset of ℝn. By ⟨M⟩ we denote the vector subspace of ℝn generated by M, by Mℝn the usual
topological closure of M and by conv(M) the convex hull of M. Further, we denote by dim(M) the dimension
of the convex hull conv(M). Note that in the case when M is a cone or a monoid, this is the dimension of the
vector space ⟨M⟩.

By a cone K ⊆ ℝn we mean a convex set such that for every non-negative real number λ and every u ∈ K,
we have λu ∈ K. When working with a convex set A ⊆ ℝn, we will use the notion of the relative interior of A,
denoted as ri(A), that is defined as the interior of A with respect to the affine hull of A.

Definition 2.1. For a submonoid C of (ℤn , +) define its closure C as

C = ℤn ∩ conv(C)ℝn .

Further put
√C = {α ∈ ℤn | there exists k ∈ ℕ such that kα ∈ C}.

We say that a monoid C ⊆ ℤn is
∙ pure if√C = C,
∙ almost prismal if for every vector subspace V ofℝn, the monoid C ∩ V is finitely generated,
∙ prismal if it is pure and almost prismal.



1464 | V. Kala and M. Korbelář, Idempotence of finitely generated commutative semifields

Finitely generatedmonoids are often called affine (althoughwewill not use this terminology). As is clear from
the definition, almost prismal monoids are a generalization of affine monoids.

We will be interested in properties of prismal monoids, namely, whether they are closed under intersec-
tions, products and homomorphic images. The answer is “Yes!”, but the arguments are not entirely easy, and
one has to be a little careful, as for example Remark 2.6 shows.

Before we can prove the closedness in Theorems 2.5, 2.10 and 2.11, we will need some technical results
on cones andmonoids. These are essentially known, but not easily located in the literature, sowe also include
(most of) their proofs.

Proposition 2.2 ([32, Theorems 6.3 and 6.5]). Let K, L ⊆ ℝn be cones. Then
(i) ri(Kℝn ) = ri(K) and Kℝn = ri(K)ℝn ,
(ii) ri(K ∩ L) = ri(K) ∩ ri(L) if ⟨K⟩ = ⟨L⟩ = ⟨K ∩ L⟩.

Proposition 2.3. Let C,D ⊆ ℤn be pure monoids. Then
(i) ℤn ∩ conv(C) = C,
(ii) conv(C) ∩ conv(D) = conv(C ∩ conv(D)) = conv(C ∩D).

Proof. (i) Every α ∈ ℤn ∩ conv(C) is a convex linear combination of a finite affinely independent subset of C.
Hence, the coefficients in this combination have to be rational and, due to the convexity, also non-negative.
Thus, there is k ∈ ℕ such that kα ∈ C. Since C is pure, we obtain that α ∈ C. The other inclusion is obvious.

(ii) By (i), we see that C ∩ conv(D) = C ∩ (conv(D) ∩ ℤn) = C ∩D. Hence, it is enough to show that
conv(C) ∩ conv(D) = conv(C ∩D). This assertion holds if C andD are finitely generated (see [4]). For the gen-
eral case, let y ∈ conv(C) ∩ conv(D). Then y ∈ conv(C󸀠) ∩ conv(D󸀠) for some finitely generated submonoids
C󸀠 ⊆ C andD󸀠 ⊆ D. Hence, we have y ∈ conv(C󸀠 ∩D󸀠) ⊆ conv(C ∩D). The other inclusion is obvious.

Proposition 2.4. Let C,D ⊆ ℤn be pure monoids and V a vector subspace ofℝn. Then

(C ∩D) ∩ V = C ∩W ∩D ∩W ,

where W = ⟨C ∩D ∩ V⟩.

Proof. Set C󸀠 = C ∩W andD󸀠 = D ∩W. Then (C ∩D) ∩ V = C󸀠 ∩D󸀠. Hence, ⟨C󸀠 ∩D󸀠⟩ = W, and therefore we
also have ⟨C󸀠⟩ = W = ⟨D󸀠⟩. Put M = conv(C󸀠)ℝ

n
and N = conv(D󸀠)ℝ

n
. Then also ⟨M⟩ = ⟨N⟩ = ⟨M ∩ N⟩ = W.

By Proposition 2.2 and Proposition 2.3 (ii), we now obtain

ri(M ∩ N) = ri(M) ∩ ri(N) = ri(conv(C󸀠)ℝ
n
) ∩ ri(conv(D󸀠)ℝ

n
)

= ri(conv(C󸀠)) ∩ ri(conv(D󸀠)) = ri(conv(C󸀠) ∩ conv(D󸀠))
= ri(conv(C󸀠 ∩D󸀠)).

Therefore,

conv(C󸀠)ℝ
n
∩ conv(D󸀠)ℝ

n
= M ∩ N = M ∩ Nℝn = ri(M ∩ N)ℝn = ri(conv(C󸀠 ∩D󸀠))ℝ

n
= conv(C󸀠 ∩D󸀠)ℝ

n
.

Finally, we obtain the equality

C ∩W ∩D ∩W = ℤn ∩ conv(C ∩W)ℝn ∩ conv(D ∩W)ℝn = ℤn ∩ conv(C ∩D ∩ V)ℝn = (C ∩D) ∩ V .

Theorem 2.5. Almost prismal monoids are closed under intersections.

Proof. Let V be a vector subspace of ℝn and let C,D be almost prismal monoids. By Proposition 2.4,
(C ∩D) ∩W = C ∩W ∩D ∩W is a finitely generated monoid, as C ∩W andD ∩W are finitely generated. The
rest is clear.

Remark 2.6. Note that in general it need not be true that C ∩D = C ∩D (which is similar to the case of
a usual topological closure operator). An example is when m = 2, C = {(i, j) ∈ ℕ20 | i < j or i = j = 0} and
D = {(i, j) ∈ ℕ20 | i > j or i = j = 0}. Then C ∩D = {(0, 0)}, while C ∩D = {(k, k) | k ∈ ℕ0}. Note that in this
case,W = ⟨C ∩D⟩ = {(0, 0)} is 0-dimensional.
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Proposition 2.7. Let C ⊆ ℤn be a monoid. Then
(i) C is finitely generated if and only if√C is finitely generated,
(ii) C is almost prismal if and only if for every vector subspace V ⊆ ℝn defined over ℚ, the monoid C ∩ V is

finitely generated.

Proof. It follows easily from the fact that a monoid C󸀠 is finitely generated if and only if the cone conv(C󸀠) is
finitely generated (as a cone), see [4].

Lemma 2.8. Let V ⊆ ℝn be a vector subspace defined over ℚ and let ν : V → ℝn be a linear embedding such
that ν(V ∩ ℤn) ⊆ ℤn. Then√ν(V ∩ ℤn) = ν(V) ∩ ℤn.

Proof. Since V is defined over ℚ, there is a basis {u1, . . . , uk} ⊆ ℤn of V. Then {ν(u1), . . . , ν(uk)} ⊆ ℤn is a
basis of ν(V). For α ∈ ν(V) ∩ ℤn, there are integers ri ∈ ℤ, i = 1, . . . , k, and s ∈ ℕ such that α = ∑ki=1

ri
s ν(ui).

Hence, sα = ν(∑ki=1 ri ui) ∈ ν(V ∩ ℤn) and α ∈ √ν(V ∩ ℤn). The rest is obvious.

Proposition 2.9. Let C ⊆ ℤn be a monoid and V ⊆ ℝn be a vector subspace. If C is prismal, then the monoid
C ∩ V is prismal too.

Let C ⊆ V and let V be defined overℚ. If ν : V → ℝn is a linear embedding such that ν(V ∩ ℤn) ⊆ ℤn, then
the monoid C is almost prismal if and only if the monoid ν(C) is almost prismal.

Proof. The first claim is obvious. Let nowW be a vector subspace ofℝn. Set U = ν−1(W) ⊆ V. Then ν(C∩U) =
ν(C) ∩ ν(U) = ν(C) ∩W. By Lemma 2.8, we know that ν(V) ∩ ℤn = √ν(V ∩ ℤn). Hence, we have

ν(C) ∩W = ν(C ∩ U) = ℤn ∩ conv(ν(C ∩ U))ℝn

= ν(V) ∩ ℤn ∩ ν(conv(C ∩ U))ℝn

= √ν(V ∩ ℤn) ∩ ν(conv(C ∩ U)ℝn )

= √ν(V ∩ ℤn) ∩ √ν(conv(C ∩ U)ℝn )

= √ν(V ∩ ℤn ∩ conv(C ∩ U)ℝn )

= √ν(C ∩ U) = √ν(C ∩ ν−1(W)).

Now, the monoid ν(C) ∩W is finitely generated if and only if √ν(C ∩ ν−1(W)) is so. And this happens if
and only if the monoid C ∩ ν−1(W) is finitely generated, by Lemma 2.7 (i).

Therefore, ν(C) is almost prismal if and only if C is almost prismal.

Theorem 2.10. A cartesian product of prismal monoids is a prismal monoid.

Proof. LetCi beprismalmonoids inℤdi for i = 1, 2. Then themonoidC1 × C2 ⊆ ℤd1 × ℤd2 canbe expressed as
C1 × C2 = (C1 × ℤd2 ) ∩ (ℤd1 × C2). In view of Theorem2.5, it is therefore enough to prove thatC × ℤ is prismal
whenever C is prismal.

Let C ⊆ ℤn be a prismal monoid and let π : ℝn × ℝ → ℝn be the projection forgetting the last component.
Let V be a subspace ofℝn × ℝ. Due to Proposition 2.7(ii), we may consider that V is defined overℚ.

If ker(π) = ⟨(0, 0, . . . , 0, 1)⟩ ⊆ V, then V = W ⊕ ℝ for some subspaceW ofℝn × {0}. Therefore, we clearly
obtain V ∩ (C × ℤ) = (W ∩ C) × ℤ = (W ∩ C) × ℤ. Since C is prismal, (W ∩ C) is a finitely generated monoid
and the monoid V ∩ (C × ℤ) is finitely generated as well.

Let now ker(π) ∩ V = 0. Set C󸀠 = V ∩ (C × ℤ). By Proposition 2.9, the monoid C󸀠 is almost prismal if and
only if themonoid π(C󸀠) = π(V) ∩ π(C × ℤ) = π(V) ∩ C is almost prismal. From the assumptionweknow thatC
is almost prismal, hence π(V) ∩ C is so and, consequently,C󸀠 is prismal aswell. In particular,C󸀠 = V ∩ (C × ℤ)
is finitely generated.

Finally, we have verified the conditions of prismality and the monoid C × ℤ is therefore prismal.

Theorem 2.11. Let π : ℝn → ℝk be a linear epimorphism such that π(ℤn) ⊆ ℤk. If a monoid C ⊆ ℤk is almost
prismal, then the monoid (π|ℤn )−1(C) is almost prismal as well.
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Proof. First, assume that π is a canonical projection of the form π(ei) = ei for i = 1, . . . , k and π(ej) = 0 for
j = k + 1, . . . , n (where ei are the standard basis vectors). Then (π|ℤn )−1(C) = C × ℤn−k. By Theorem2.10, this
monoid is prismal, provided that C is prismal.

Further, let π be a scaling such that n = k and π(ei) = ki ⋅ ei for some 0 ̸= ki ∈ ℤ, i = 1, . . . , n. Clearly,
√π(ℤn) = ℤn. Set C̃ = (π|ℤn )−1(C). Using Proposition 2.7 (i) and Lemma 2.8, we obtain that the monoid C̃ is
almost prismal if and only if π(C̃) is almost prismal. This is equivalent to

√π(C̃) = √π((π|ℤn )−1(C)) = √C

being almost prismal, and that happens if and only if C is almost prismal. Since C is almost prismal, we have
proved that the monoid C̃ = (π|ℤn )−1(C) is almost prismal too.

Finally, in the general case, we can consider that π = ψ1 ∘ ν ∘ π̃ ∘ ψ2, where π̃ is a canonical projection,
ν a scaling and ψ1(ψ2, resp.) corresponds to an isomorphism of the group ℤk (ℤn, resp.). Now, combining
all the cases together, we obtain that from the prismality of C, it follows that (π|ℤn )−1(C) is almost prismal,
too.

Now we will be interested in establishing a decomposition of a prismal monoid into faces. Let K ⊆ ℝn be a
convex set. A non-empty subset A ⊆ K will be called a relatively open face of K if
∙ A is convex,
∙ ri(A) = A,
∙ for every line segment L ⊆ K such that ri(L) ∩ A ̸= 0, we have ri(L) ⊆ A.

Theorem 2.12. For every cone K in ℝn there is a (unique) decomposition K = {Ai | i ∈ I} of K into a disjoint
union of relatively open faces Ai of K, i.e., K = ⨆i∈I Ai.

Moreover, let A ∈ K and let x ∈ A and y ∈ K \ Aℝn . Then there is a relatively open face B ∈ K such that the
relative interior of the line segment conv({x, y}) lies in B and dim(B) > dim(A).

Proof. It is easy to verify that the following construction provides the desired decomposition. For every x ∈ K,
there is a unique vector spaceWx ofmaximal dimension such that x is a relatively inner point of the convex set
Wx ∩ K. Now, set a relation on K as x ∼ y if and only ifWx = Wy. This relation is an equivalence and the par-
tition sets are the desired relatively open faces of K. In particular, such a face A is of the form A = ri(Wx ∩ K),
where x ∈ A.

Finally, we are ready to prove the following result, which is the culmination of this section. The corollary es-
tablishes geometrical properties of prismalmonoids that will play a key role later in the proof of Theorem4.4.
Its proof will go by downwards induction on the dimension of the faceD, and so wewill need to be able to re-
late the properties of lower-dimensional faces to the higher-dimensional ones, as in part (iii) of the following
corollary.

Corollary 2.13. Let C ⊆ ℤn be a prismal monoid. Let K = conv(C) ⊆ ℝn and let K be the unique decomposition
of K into relatively open faces. For a relatively open face A ∈ K of K let A0 = A ∪ {0} be the cone arising from A.

Set D(C) := {A0 ∩ C | A ∈ K}. Then D(C) is a decomposition of C into pure monoids (i.e., D(C) = ⋃D∈D(C)D
and the union is “almost disjoint”:D ∩D󸀠 = {0} forD ̸= D󸀠) and for eachD ∈ D(C), the following hold:
(i) The monoidD is finitely generated.
(ii) If dim(D) = dim(C), thenD = C.
(iii) For all 0 ̸= α ∈ D and β ∈ C \D, there is E ∈ D(C) such that dim(E) > dim(D) and α + β ∈ E.
(iv) For all 0 ̸= α ∈ D and γ ∈ D, we have α + γ ∈ D.

Proof. By the definition of the decomposition, we haveD = A0 ∩ C, where A = ri(W ∩ K) for some vector sub-
spaceW ⊆ ℝn defined overℚ. Clearly,D is a pure monoid.

Further, we show thatD = W ∩ C = ℤn ∩ Aℝn . By the definition, we have

D = ℤn ∩ conv(A0 ∩ C)ℝ
n

and
W ∩ C = ℤn ∩ conv(W ∩ C)ℝn .
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Since W ⊆ ℝn is defined over ℚ, there is a pure monoid F ⊆ ℤn such that W = conv(F). Hence, by Proposi-
tion 2.3 (ii), we have

A = ri(W ∩ K) = ri(conv(F) ∩ conv(C)) = ri(conv(F ∩ C)).

Therefore, there is a pure monoid F󸀠 ⊆ ℤn such that A0 = A ∪ {0} = conv(F󸀠). Now, by Proposition 2.2 (i) and
Proposition 2.3 (ii) again, we obtain

conv(A0 ∩ C)ℝ
n
= A0 ∩ conv(C)ℝ

n
= Aℝn = ri(W ∩ K)ℝn = W ∩ Kℝn = conv(W ∩ C)ℝn .

It follows thatD = W ∩ C = ℤn ∩ Aℝn .
Now we can prove the claims of the statement.
(i) Since C is prismal,D = W ∩ C is a finitely generated monoid.
(ii) If dim(D) = dim(K), then D = A0 ∩ C, where A = ri(K) and W = ⟨C⟩. By the preliminary part of the

proof and by Proposition 2.2 (i), we haveD = ℤn ∩ Aℝn = ℤn ∩ Kℝn = C.
(iii) Let 0 ̸= α ∈ D and β ∈ C \D. SinceD = ℤn ∩ Aℝn , we have β ∈ K \ Aℝn . The rest follows immediately

from Theorem 2.12 and from the fact that C is pure.
(iv) First note that, by Proposition 2.3 (i), we have

D = C ∩ A0 = ℤn ∩ conv(C) ∩ A0 = ℤn ∩ A0.

Now, let 0 ̸= α ∈ D and γ ∈ D = ℤn ∩ Aℝn . Then α ∈ ri(A) = A is an inner point of a convex set A and γ ∈ Aℝn .
Since A0 is a cone, we therefore have α + γ ∈ A0 ∩ ℤn = D.

3 Every monoid associated to a finite tuple of semiring-generators
of a parasemifield is prismal

Let now S be a parasemifield.We use the canonical pre-order ≤S defined as a ≤S b if and only if a = b or there
exists c ∈ S such that a + c = b; it is in fact an order (see, e.g., [35, Section 2]). Note that it is preserved by
addition, multiplication and anti-preserved by inversion in S (i.e., a ≤S b implies a−1 ≥S b−1 for all a, b ∈ S).

Let A be the prime subparasemifield of S, i.e., the smallest (possibly trivial) parasemifield contained in S.
There are only two possibilities for A: either it is isomorphic to ℚ+, or it is trivial (i.e., it consists of a single
element).

Let us now introduce the set QS of all elements that are smaller than some element of A. As was already
noticed in [18, 22], using QS, one can define a monoid CX(S) which plays a key role in the proofs.

The set
QS := {a ∈ S | there exists q ∈ A such that a ≤S q}

is a subsemiring of S. Clearly, for every a, b ∈ S such that a + b ∈ QS, we have that a, b ∈ QS.
We say that an n-tuple X = (x1, . . . , xn), where xi ∈ S for i = 1, . . . , n, is a generating tuple of S (consid-

ered as a semiring) if
S = {f(x1, . . . , xn) | 0 ̸= f ∈ ℕ[T1, . . . , Tn]},

whereℕ[T1, . . . , Tn] is the semiring of polynomials over the variables T1, . . . , Tn with non-negative integer
coefficients.

Let X be such a generating tuple. For α = (a1, . . . , an) ∈ ℕn0, we put

xα := xa11 . . . xann

and we denote by
CX(S) := {α ∈ ℕn0 | x

α ∈ QS}

the corresponding monoid assigned to X and S.
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Obviously, CX(S) is a submonoid of (ℕn0 , +) and the semiring QS is generated by the set {xα | α ∈ CX(S)}.
The goal of this section is to study themonoid CX(S) and to show its prismality. The following two results

establish some basic geometrical information aboutCX(S). Theywere already used in [18, 22], butwe include
their short proofs for the sake of completeness.

Proposition 3.1 ([22, Lemma 4.6]). If a ∈ S and n ∈ ℕ are such that an ∈ QS, then a ∈ QS.

Proof. Let A be the prime parasemifield of S. If an ∈ QS, then, clearly, there are u ∈ S and q ∈ A such that
an + u = qn. Set w = qn−1 + qn−2a + ⋅ ⋅ ⋅ + qan−2 + an−1. Then we have

aw + u = qn−1a + qn−2a2 + ⋅ ⋅ ⋅ + qan−1 + an + u
= qn−1a + qn−2a2 + ⋅ ⋅ ⋅ + qan−1 + qn

= qw.

Now, a + uw−1 = q ∈ A, and therefore a ∈ QS.

Corollary 3.2. Let X = (x1, . . . , xn) be a generating tuple for a parasemifield S (as a semiring). Then the asso-
ciated monoid CX(S) is pure.

In order to show the prismality of CX(S), we need to first recall the classification of additively idempotent
parasemifields, finitely generated as semirings [20].

Definition 3.3. Let us recall the notion of a rooted tree and an ℓ-group (additively idempotent parasemifield,
resp.) that is associated to it (for an explicit description with more details, see [20, beginning of Section 4]).

First note that to each lattice-ordered commutative group (an ℓ-group for short) G(⊕, ∨, ∧) corresponds
an additively idempotent parasemifield G(∨, ⊕), and that to describe the infimum and supremum operations
∧, ∨ in an ℓ-group G, it suffices to describe the corresponding ordering ≤G.

A rooted tree (T, v0) is a (finite, non-oriented) connected graph T containing no cycles and having a spec-
ified vertex, the root v0.

Attach a copy of the group of integers ℤ = ℤw to each vertex w of T. The ℓ-group G(T, v0) associated to
(T, v0) is an additive group that arises as a direct product of these groups. It remains to describe the partial
order on G(T, v0). Let ew be the generator of the direct summandℤw. The ordering ≤G(T,v0) on G(T, v0) can be
expressed as follows.

Consider (T, v0) as a partially ordered set with the greatest element v0 where the ordering ⪯(T,v0) is given
by the graph T that is considered as a Hasse diagram oriented downwards.

First, assume that T is a chain. Then≤G(T,v0) is definedas the lexicographical ordering onG(T, v0) induced
by the linear ordering ⪯(T,v0) on T.

Now, consider the general case of a rooted tree. Then for a, b ∈ G(T, v0), set a ≤G(T,v0) b if and only if
a ≤G(T̃,v0) b for all possible extensions of T into a chain T̃ with the same underlying set of vertices.

By the well-known correspondence of ℓ-groups and commutative additively idempotent parasemifields,
G(T, v0) can be treated as an additively idempotent parasemifield and ≤G(T,v0) is the natural ordering on this
parasemifield (for example, see [36, 37]).

Proposition 3.4. Let (T, v0) be a rooted tree and S = G(T, v0) be the additively idempotent parasemifield cor-
responding to it. Let ew have the same meaning as in Definition 3.3 and let X be a tuple of canonical generators
of the parasemifield S considered as a semiring, i.e., X = (ew1 , −ew1 , . . . , ewn , −ewn ), where w1, . . . , wn are all
the pairwise different vertices of the graph T. Then the associated monoid CX(S) is prismal.

Proof. First, assume that the rooted tree is a chain. In this case, we see that S is a parasemifield corre-
sponding to an ℓ-group (ℤn , +) with the usual lexicographical ordering ≤lex. In this case the canonical tu-
ple is of the form X = (e1, −e1, . . . , en , −en), where ei ∈ ℤn are the usual vectors of the standard basis (i.e.,
e1 = (1, 0, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), etc.).

As the next step we show that the monoidDn = {α ∈ ℤn | α ≤lex 0} is prismal. Clearly, the monoidDn is
pure. Now, we proceed by induction on n ≥ 1. The case n = 1 is obvious. For the induction step, choose a vec-
tor subspaceW ofℝn. Due to Proposition 2.7 (ii), wemay consider thatW is defined overℚ. IfW ̸⊆ {0} × ℝn−1,
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thenDn ∩W = {(a1, . . . , an) ∈ W ∩ ℤn | a1 ≥ 0} and ifW ⊆ {0} × ℝn−1, thenDn ∩W = ({0} ×Dn−1) ∩W. The
induction step now follows easily and the monoidDn is therefore prismal.

Now,
CX(S) = {(a1, b1, . . . , an , bn) ∈ ℕ2n0 | (a1 − b1, . . . , an − bn) ∈ Dn}.

In other words, CX(S) = ℕ2n0 ∩ (π|ℤ2n )−1(Dn), where

π : ℝ2n → ℝn , π(a1, b1, . . . , an , bn) = (a1 − b1, . . . , an − bn).

By Theorems 2.5, 2.11 and Corollary 3.2, it follows that CX(S) is prismal.
In the case of a general rooted tree, we obtain by the definition of ≤G(T,v0) that

CX(G(T, v0)) = ⋂{CX(G(T̃, v0)) | T̃ extends T to a chain}.

The monoid CX(G(T, v0)) is therefore an intersection of prismal monoids (according to the first part of the
proof) and thus, by Theorem 2.5, CX(G(T, v0)) is prismal as well.

Theorem 3.5 ([20, Theorem 4.1]). Let S be an additively idempotent parasemifield, finitely generated as a
semiring. Then S is a (finite) product of parasemifields of the form G(Ti , vi), where (Ti , vi) are rooted trees and
G(Ti , vi) are associated additively idempotent parasemifields (or equivalently ℓ-groups).

Hence, we explicitly understand the structure of additively idempotent parasemifields and of the correspond-
ing monoids CX(S) (by Proposition 3.4). Given a general parasemifield, we will now show that its monoid is
in fact the same as the monoid of some additively idempotent parasemifield.

Proposition 3.6. Define a congruence ∼ on S by x ∼ y if and only if xy−1 ∈ QS and yx−1 ∈ QS for x, y ∈ S. Then
U = S/∼ is the largest factor-parasemifield of S that is additively idempotent.

If S is generated by a tuple X = (x1, . . . , xn) as a semiring, then U is generated as a semiring by the corre-
sponding tuple X󸀠 = (x󸀠1, . . . , x󸀠n), where x

󸀠
i = xi/∼ , and CX(S) = CX󸀠 (U).

Proof. First, we show that the relation ∼ is indeed a congruence of the parasemifield S. The only property
that does not seem to be obvious is that x ∼ y implies x + a ∼ y + a for every x, y, a ∈ S. Assume therefore that
x ∼ y. Then xy−1 ∈ QS and, consequently, there is q in the prime subparasemifieldA such that x ≤S qy.We can
assume without loss of generality that 1 ≤S q. Hence, x + a ≤S qy + a ≤S qy + qa = q(y + a) for every a ∈ S.
We obtain that (x + a)(y + a)−1 ∈ QS and similarly (y + a)(x + a)−1 ∈ QS. The relation ∼ is therefore indeed a
congruence.

Further, since x(2x)−1 = 2−1 ∈ QS and 2x(x)−1 = 2 ∈ QS, we have x ∼ 2x. Therefore, U = S/∼ is an addi-
tively idempotent parasemifield. It remains to prove maximality. Let φ : S → T be a parasemifield homomor-
phism such that T is additively idempotent. If we have x ∼ y, then, as before, we know that x ≤S qy for some
q ∈ A. Hence, φ(x) ≤T φ(q)φ(y) = φ(y) and, similarly, φ(y) ≤T φ(x). As the relation ≤T is an order in the ad-
ditively idempotent parasemifield T, we get that φ(x) = φ(y). This means that U = S/∼ is the largest factor-
parasemifield of S which is additively idempotent.

Finally, let S be generated by a tuple X = (x1, . . . , xn) as a semiring. Let π : S → U = S/∼ be the natural
epimorphism. Clearly, U is generated by the corresponding tuple X󸀠 = (x󸀠1, . . . , x󸀠n), where x

󸀠
i = π(xi). Since

U is additively idempotent, π(A) is the prime subparasemifield of U = π(S).
Let α ∈ CX(S). Then xα ∈ QS and therefore we have (x󸀠)α = π(xα) ∈ π(QS) ⊆ QU . We have obtained that

CX(S) ⊆ CX󸀠 (U).
Let, on the other hand, be α ∈ CX󸀠 (U). Then π(xα) = (x󸀠)α ≤U 1U = π(1S). Hence, there is b ∈ S such that

π(xα) + π(b) = π(1S). It follows that xα + b ∼ 1S and there is q ∈ A such that xα + b ≤ q ⋅ 1S = q. Thus, xα ∈ QS
and α ∈ CX󸀠 (U). We have shown that CX󸀠 (U) ⊆ CX(S).

Altogether we have proved that CX󸀠 (U) = CX(S).
Finally, it remains to deal with the dependence of CX(S) on the generating tuple X. We start with an easy
lemma.

Lemma 3.7. Let X = (x1, . . . , xn) be a generating tuple for S such that the monoid CX(S) is prismal. Then for
the generating tuple Y = (x1, . . . , xn , x1), the monoid CY (S) is prismal as well.



1470 | V. Kala and M. Korbelář, Idempotence of finitely generated commutative semifields

Proof. Clearly, α = (a1, . . . , an , an+1) ∈ CY (S) ⊆ ℝn+1 if and only if

xa11 x
a2
2 ⋅ ⋅ ⋅ x

an
n x

an+1
1 = x

a1+an+1
1 xa22 ⋅ ⋅ ⋅ x

an
n ∈ Q,

and this is equivalent to (a1 + an+1, a2, . . . , an) ∈ CX(S) ⊆ ℝn. Set π : ℝn+1 → ℝn as

π(a1, . . . , an+1) = (a1 + an+1, a2, . . . , an).

Then, by Theorems 2.5 and 2.11, CY (S) = ℕn+10 ∩ (π|ℤn+1 )−1(CX(S)) is prismal.

Now we are ready to prove everything together and to show the main result of this section.

Theorem 3.8. Let X = (x1, . . . , xn) be a generating tuple for a parasemifield S (as a semiring). Then the asso-
ciated monoid CX(S) is prismal.

Proof. First we show that if S is additively idempotent and finitely generated as a semiring, then there is a
tuple Y = (y1, . . . , yk) of length at least two (i.e., k ≥ 2) such that
∙ y1y2 = 1S,
∙ the tuple Y generates S by using only the multiplication,
∙ the associated monoid CY (S) is prismal.

First of all, assume that S = G(T, v) for some rooted tree (T, v). Then themonoid associated to the canoni-
cal generating tuple Y is prismal, byProposition3.4. Clearly, the tuple Y generates S using onlymultiplication
(the corresponding ℓ-group is generated by the tuple Y only as a semigroup without using the inverse and
infimum or supremum operations). In the case that S is trivial, we can set Y = (1S , 1S).

Now, if S is an arbitrary additively idempotent parasemifield, then S is a finite product of parasemi-
fields Si = G(Ti , vi), by Theorem 3.5. If Yi are the corresponding canonical generating tuple of Si and we
put Y = ∪iYi (i.e., the tuples are simply concatenated in some order), then Y generates Smultiplicatively and
CY (S) = ∏i CYi (Si). Since all the monoids CYi (Si) are prismal, the monoid CY (S) is prismal as well, by Theo-
rem 2.10.

Further, we proceed with the general case of a parasemifield S generated by the tuple X = (x1, . . . , xn) as
a semiring. By Corollary 3.2, the associated monoid CX(S) is pure. As in Proposition 3.6, let U be the largest
factor-parasemifield of S which is additively idempotent and let X󸀠 = (x󸀠1, . . . , x󸀠n) be the corresponding gen-
erating tuple of U. By Proposition 3.6, we know that CX(S) = CX󸀠 (U) ⊆ ℕn0.

By the previous part of the proof, there is a tuple Y = (y1, . . . , yk) ⊆ U that generates U multiplicatively,
y1y2 = 1U and CY (U) is prismal. The elements of X󸀠 may be expressed as monomials in Y, i.e., there is a k × n
matrix 𝔸 = (ai,j) with non-negative integer entries such that x󸀠j = ∏

k
i=1 y

ai,j
i for every j = 1, . . . , n. Clearly,

for α = (a1, . . . , an)T ∈ ℕn0, we have α ∈ CX󸀠 (U) if and only if 𝔸α ∈ CY (U). Let ν : ℝn → ℝk be a linear map
corresponding to the matrix𝔸. Clearly, CX󸀠 (U) = ν−1(CY (U)).

We can assume without loss of generality that ν is an embedding. If this is not the case, then some
column (let us say the j0-th column for j0 ∈ {1, . . . , n}) is linearly dependent on the other columns. Let
Y󸀠 be a generating tuple obtained from Y by doubling the element y1, i.e., Y󸀠 = (y1, . . . , yk , y1). Since
x󸀠j0 = (∏

k
i=1 y

ai,j
i ) ⋅ (y1y2), we can set

a󸀠i,j =

{{{{{{
{{{{{{
{

a2,j0 + 1 if i = 2 and j = j0,
1 if i = k + 1 and j = j0,
0 if i = k + 1 and j ̸= j0,
ai,j otherwise,

and the (k + 1) × n matrix 𝔸󸀠 = (a󸀠i,j) expresses elements from X󸀠 with the help of Y󸀠 in a similar manner as
before. The j0-th column of𝔸󸀠 is now independent on the others. We can repeat this process until we arrive
at a matrix with rank n.

Now, the linear map ν : ℝn → ℝk is an embedding and ν(ℤn) ⊆ ℤk. Therefore, by Proposition 2.9,
CX󸀠 (U) = ν−1(CY (U)) is prismal if and only if ν(CX󸀠 (U)) = CY (U) ∩ Im(ν) is prismal. Finally, since we know
that CY (U) is prismal, it follows that CX󸀠 (U)(= CX(S)) is prismal as well. Therefore, any monoid associated to
any tuple, that generates a parasemifield as a semiring, is prismal.
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4 Every parasemifield that is finitely generated as a semiring is
additively idempotent

For a semiring T, the Grothendieck ring G(T) is defined in the same way as the Grothendieck group is defined
for a (commutative) semigroup. Namely, on the set T̃ = T × T, we define the operations ⊕ and ⊙ as

(x, y) ⊕ (x󸀠, y󸀠) = (x + x󸀠, y + y󸀠),
(x, y) ⊙ (x󸀠, y󸀠) = (xx󸀠 + yy󸀠, xy󸀠 + x󸀠y),

and a relation ≈ as

(x, y) ≈ (x󸀠, y󸀠) ⇐⇒ there exists t ∈ T such that x + y󸀠 + t = x󸀠 + y + t

for every x, x󸀠, y, y󸀠 ∈ T. Now ≈ is a congruence on the semiring (T̃, ⊕, ⊙) and G(T) = T̃/≈. For an element
x ∈ T, denote by [x] the corresponding element in G(T), i.e., we have a semiring homomorphisms T → G(T),
defined as x 󳨃→ [x].

The motivation behind the definition of G(T) is that we would like to work with the difference ring T − T.
Unfortunately, if T is not additively cancellative, T − T is not well defined. To remedy this, one usually con-
siders the Grothendieck ring G(T) as defined above with the understanding that (x, y)/≈ ∈ G(T) should corre-
spond to the difference [x] − [y].

Finally, note that for an element u ∈ T, we have that [u] = 0 in G(T) if and only if z = u + z for some
element z ∈ T. We will use this easy observation several times in this section, especially in the proof of
Theorem 4.4.

Theorem 4.1. The parasemifield S is additively idempotent if and only if the Grothendieck ring G(QS) is trivial.

Proof. If S is additively idempotent, then QS is additively idempotent as well and therefore the Grothendieck
ring G(QS) has to be trivial.

For the opposite implication, assume that G(QS) is trivial. Then there is t ∈ QS such that t = 1 + t. By the
definition of QS, there are u ∈ A and s ∈ S such that t + s = u. Therefore, we obtain u = 1 + u. This is a non-
trivial equality within the prime subparasemifield A. It follows that A can not be isomorphic to ℚ+ (that is
additively cancellative) and, therefore, A is trivial. This means that S is additively idempotent.

Let X = (x1, . . . , xn) be a tuple that generates a parasemifield S as a semiring. Let M ⊆ ℕn0 be a subset.
Denote by SX(M) the additive subsemigroup of S(+) that is generated by the set {xα | α ∈M} – recall that
xα := xa11 ⋅ ⋅ ⋅ x

an
n if α = (a1, . . . , an).

Note that ifM is a submonoid ofℕn0(+), then SX(M) is a semiring.

Lemma 4.2. Let X = (x1, . . . , xn) be a tuple that generates a parasemifield S as a semiring. Let C = CX(S) and
D(C) be the decomposition of C into monoids as in Corollary 2.13.

Then for everyD ∈ D(C) and every 0 ̸= α ∈ D, the following hold:
(i) If u ∈ SX(C +D), then xαu ∈ SX(C) = QS.
(ii) If u ∈ QS = SX(C), then xαu ∈ SX(F), where

F = D ∪⋃{E ∈ D(C) | dim(E) > dim(D)}.

Proof. (i) The element u is a sum of elements of the form xγ+β, where γ ∈ D and β ∈ C. By Corollary 2.13 (iv),
we have α + γ ∈ D ⊆ C. Therefore, we obtain that xαu ∈ SX(C) = QS.

(ii) The element u is a sum of elements of the form xβ, where β ∈ C. Clearly, for β ∈ C ∩D, we have
α + β ∈ D ⊆ F and therefore xα+β ∈ SX(F). If β ∈ C \D, then, by Corollary 2.13 (iii), there is E ∈ D(C) such
that dim(E) > dim(D) and α + β ∈ E ⊆ F. Hence, xα+β ∈ SX(F).

Summing this up, we obtain that xαu ∈ SX(F).

For a ring R, letN(R) = {a ∈ R | there exists ℓ ∈ ℕ such that aℓ = 0} denote the nilradical of R.
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Remark 4.3. In a semiring T, an element a ∈ T is called additively divisible if for everym ∈ ℕ, there is bm ∈ T
such that a = m ⋅ bm.

Let us recall that in a finitely generated commutative ring R, any additively divisible element a ∈ R has
to be trivial (see, e.g., [25, Examples 1]).

Note that since the prime subparasemifield A of any parasemifield S is either trivial or isomorphic to
the positive rationals ℚ+, it is obvious that A is additively divisible. It follows that every parasemifield S is
additively divisible. Likewise, each subsemiring Q of S containing A is additively divisible; in particular, 1S
is additively divisible in QS.

Theorem 4.4. Let X = (x1, . . . , xn) be a tuple that generates a parasemifield S as a semiring. Then for every
0 ̸= α ∈ CX(S), the element [xα] is nilpotent in G(QS).

Proof. By Theorem 3.8, the monoid C := CX(S) is prismal. Let D(C) be the decomposition of C into monoids
as in Corollary 2.13. Every non-zero element α ∈ C belongs into precisely one monoidD ∈ D(C). That is why
we prove our assertion by the downward induction on the dimension of monoids D in D(C), i.e., from the
highest dimension n0 = dim(C) to the lowest one appearing in D(C).

We start with n0 = dim(C). Let D ∈ D(C) have the dimension n0. By Corollary 2.13 (i)–(ii), the monoid
D is finitely generated and C ⊆ D. It follows that the semiring Q󸀠 = SX(D) is finitely generated and 1S is an
additively divisible element in Q󸀠 (as discussed in Remark 4.3). The ring G(Q󸀠) has these properties as well
and therefore, by Remark 4.3, it must be trivial. Hence, z = 1S + z in Q󸀠 for some z ∈ Q󸀠.

Now, pick 0 ̸= α ∈ D. We have xαz = xα + xαz. By Lemma 4.2 (i), we obtain that xαz ∈ QS and therefore
[xα] = 0 in G(QS). In particular, [xα] is nilpotent in G(QS).

For the induction step, assume that for themonoidD ∈ D(C), we have that every element [xδ] is nilpotent
inG(QS)whenever thenon-zero exponent δ ∈ C lies in amonoid fromD(C)of abigger dimension thandim(D).
Let us still denote a few auxiliary structures.
∙ Denote by Q󸀠󸀠 = SX(C +D) the corresponding subsemiring of S.
∙ For an element u ∈ Q󸀠󸀠, we denote by JuK the corresponding element in G(Q󸀠󸀠) to distinguish it from the

notation of analogous elements [a] ∈ G(QS) with a ∈ QS.
∙ Denote by R = G(Q󸀠󸀠)/N(G(Q󸀠󸀠)) the quotient ring of G(Q󸀠󸀠) by its nilradical.
∙ Let π : G(Q󸀠󸀠) → R be the natural ring epimorphism.
∙ Let T be the subring of R generated by the set {π(JxβK) | β ∈ D}.
By Corollary 2.13 (i), the monoidD is finitely generated and therefore the ring T is finitely generated as well.

Now, pick 0 ̸= α ∈ D. Again, the element 1S is divisible in QS, by Remark 4.3. Therefore, we have a set of
equalities 1S = m ⋅ zm, m ∈ ℕ, where zm ∈ QS. It follows that xα = m ⋅ xαzm.

Further, let us show that π(JxαzmK) ∈ T. By Lemma 4.2 (ii), the element xαzm is a sum of elements of the
form xβ,where either β ∈ Dor β ∈ E for somemonoidE ∈ D(C) such that dim(E) > dim(D). In thefirst case,we
clearly have that π(JxβK) ∈ T. Let us therefore assume the latter case of β. Then, by the induction hypothesis,
[xβ] is a nilpotent element in G(QS). Since QS ⊆ Q󸀠󸀠, there is a natural ring homomorphism G(QS) → G(Q󸀠󸀠),
and it follows that JxβK is a nilpotent element in G(Q󸀠󸀠) as well. Therefore, π(JxβK) = 0 in R. In particular,
π(JxβK) = 0 ∈ T. Summing this up, we have proved that π(JxαzmK) ∈ T.

Finally, aswehave π(JxαzmK) ∈ T and π(JxαK) = m ⋅ π(JxαzmK) for everym ∈ ℕ, the element π(JxαK) ∈ T is
now additively divisible in the finitely generated ring T. By Remark 4.3, it follows that π(JxαK) = 0 in T and, of
course, the same is true in R = G(Q󸀠󸀠)/N(G(Q󸀠󸀠)). Hence, there is k ∈ ℕ such that JxkαK = 0 in G(Q󸀠󸀠). Therefore,
there is u ∈ Q󸀠󸀠 such that u = xkα + u. Multiplying this equality by xα, we obtain that xαu = x(k+1)α + xαu.
By Lemma 4.2 (i), it follows that xαu ∈ QS. This means that [x(k+1)α] = 0 in G(QS). In other words, [xα] is
nilpotent in G(QS).

This concludes our proof and, indeed, for every 0 ̸= α ∈ CX(S) the element [xα] is nilpotent in G(QS).

Theorem 4.5. Every parasemifield that is finitely generated as a semiring is additively idempotent.

Proof. We can assume without loss of generality that the unity 1S is one of the generators x1, . . . , xn, in
particular, x1 = 1S. By Theorem 4.4, the element x1 = 1S is nilpotent in G(QS). This implies that G(QS) is
trivial. By Theorem 4.1, the parasemifield S is additively idempotent.
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We have proved in this way Theorem 1.2 (a). As we explained in the introduction, the results of [19, 21] then
imply also parts (b) and (c) of the theorem.

Let us conclude by pointing out the following surprising corollary of our results.

Corollary 4.6. Let S be a parasemifield that is finitely generated as a semiring. Then S is finitely generated as
a multiplicative semigroup.

Proof. It follows immediately from Theorems 4.5, 3.5 and Proposition 3.4.
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Abstract
We study additively idempotent congruence-simple semirings with a bi-absorbing 
element. We characterize a subclass of these semirings in terms of semimodules of 
a special type (o-characteristic semimodules). We show that o-characteristic semi-
modules are uniquely determined. We also generalize a result by Ježek and Kepka 
on simple semirings of endomorphisms of semilattices.

Keywords  Simple semiring · Bi-absorbing · Semimodule · Idempotent · Semilattice

Simple semirings are the structural keystones of semirings. A complete classifica-
tion of commutative simple semirings was obtained in [1]. Finite simple semirings 
were classified in [6] with the exception of the case of additively idempotent semir-
ings with a bi-absorbing element.

In this paper we provide results on additively idempotent semirings with a bi-
absorbing element that will generalize the finite types studied in [6]. Our results 
will include also infinite cases. We give a characterization of a subclass of these 
semirings in terms of o-characteristic semimodules. Our main result (Theorem 2.2) 

Communicated by Laszlo Marki.

The second author was supported by the project CAAS CZ.02.1.01/0.0/0.0/16_019/0000778.

 *	 Miroslav Korbelář 
	 miroslav.korbelar@gmail.com

	 Tomáš Kepka 
	 kepka@karlin.mff.cuni.cz

	 Petr Němec 
	 nemec@tf.czu.cz

1	 Department of Algebra, Faculty of Mathematics and Physics, Charles University, Sokolovská 
83, 186 75 Prague 8, Czech Republic

2	 Department of Mathematics, Faculty of Electrical Engineering, Czech Technical University 
in Prague, Technická 2, 166 27 Prague 6, Czech Republic

3	 Department of Mathematics, Czech University of Life Sciences in Prague, Kamýcká 129, 
165 21 Suchdol, Prague 6, Czech Republic



407

1 3

Simple semirings with a bi‑absorbing element﻿	

will be an analogy of a similar characterization achieved for the case of additively 
idempotent semirings with a zero [7, Theorem 5.1]. We also provide a generaliza-
tion (Theorem 2.4) of a result on endomorphisms of semilattices [5, Theorem 2.2].

1 � Preliminaries

A semiring S = S(+, ⋅) is an algebraic structure equipped with two associative opera-
tions, where the addition is commutative and the multiplication distributes over the 
addition from both sides.

The semiring S is called (congruence-)simple if it has precisely two congruences. 
A (left) S-semimodule M = SM is a commutative semigroup M(+) together with a 
semiring homomorphism � ∶ S → End(M(+)) usually denoted as an action of S on 
M in the form sm ∶= �(s)(m) for all s ∈ S and m ∈ M . A semimodule SM is called 
faithful if � is injective (i.e., if for all a, b ∈ S , a ≠ b , there is at least one x ∈ M with 
ax ≠ bx ), simple if SM has precisely two (S-semimodule) congruences and minimal 
if |M| ≥ 2 and for every subsemimodule SN of SM such that |N| ≥ 2 is N = M . A 
non-empty subset I of S is a left ideal if SI ∪ (I + I) ⊆ I . A left ideal I is minimal if 
it is minimal as the S-semimodule (with the natural action of S). Right semimodules 
and ideals are defined analogously.

The semiring S is additively idempotent iff a + a = a for every a ∈ S . A subset K 
of S is called multiplicatively idempotent iff a2 = a for every a ∈ K.

In an (additive) semigroup A = A(+) , the notation 0A ∈ A will mean that A pos-
sesses a (unique) left and right neutral element 0A . Similarly, oA ∈ A will mean that 
A possesses a (unique) left and right absorbing element oA . The notation 0A ∉ A 
( oA ∉ A , resp.) then denotes the fact that A(+) has no such element.

If the semigroup A is idempotent (i.e., if it is a semilattice) we will always con-
sider the natural ordering a ≤ b defined as a + b = b for a, b ∈ A . In this case, 
0A ∈ A is the least and oA ∈ A is the greatest element in A. A subset K of A will be 
called downwards closed if the conditions a ∈ K , b ∈ S and b ≤ a imply that b ∈ K.

2 � Main results

Let S = S(+, ⋅) be a simple semiring with a bi-absorbing element oS ∈ S (i.e., 
oS + x = oS and x ⋅ oS = oS = oS ⋅ x for every x ∈ S ). Such semirings can be divided 
into three types (I), (II) and (III).

To see this, let us first consider the relation � on S defined as (a, b) ∈ � iff 
2a = 2b . It is a semiring congruence on S. Since S is simple, we have |S| ≥ 2 and 
either � = S × S or � = idS . If � = S × S then S is additively nil of index 2 (i.e., 
2 ⋅ S = {oS} ). According to the basic classification in [2, Theorem 2.1], we obtain 
that 

	 (I)	 either S + S = S and S is infinite, by [4, Corollary 8.3] (for an example see 
[3])
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	 (II)	 or S + S = {oS} and the multiplicative semigroup of S is congruence-simple 
(many natural examples are available).

		    On the other hand, let � = idS . As a + oS = oS = b + oS for all a, b ∈ S , the 
semiring S is not additively cancellative. According to the remaining case of 
the basic classification in [2, Theorem 2.1], we obtain that

	 (III)	 S is additively idempotent (for natural examples, see [2, 5, 6]).

A fruitful approach of how to study simple additively idempotent semirings is 
to view them as semirings of endomorphisms of their idempotent semimodules 
(semilattices) [5, 6]. The case when such an S-semimodule M possesses many 
endomorphisms coming from S is of special importance. In this paper we will 
deal with the following notion.

Definition 2.1  Let S be a non-trivial semiring and M be an (additively) idempotent 
(left) S-semimodule. We shall say that M is an o-characteristic semimodule if the 
following three conditions are satisfied:

•	 M is faithful (and therefore |M| ≥ 2 , as S is non-trivial);
•	 oM ∈ M and SoM = {oM};
•	 There is a mapping � ∶ M∗ ×M → S , where M∗ = M⧵{oM} , such that 

 for all (u, v) ∈ M∗ ×M and x ∈ M.

According to [6, the end of Section 6] one can prove that if a finite semiring S 
of type (III) possesses an idempotent irreducible S-semimodule M with a super-
fluous element (for the details, see [6]), then M is unique (up to isomorphism). It 
follows that such a semimodule is, in fact, o-characteristic.

In this paper we show that an o-characteristic semimodule is always unique 
(Theorem  3.9) and provide the following characterization (for the proof see 
Sect. 6).

Theorem 2.2  Let S be an additively idempotent semiring with a bi-absorbing ele-
ment oS and |S| ≥ 3 . Assume further that 0S ∈ S and oK ∈ K whenever K is a down-
wards closed subsemilattice of S(+) such that both the sets K and S⧵K are infinite. 
Then the following three conditions are equivalent:

	 (i)	 The semiring S is simple and has at least one minimal left ideal.
	 (ii)	 There is an o-characteristic semimodule M.
	 (iii)	 S is simple and there is a faithful minimal semimodule L.

Moreover, if these equivalent conditions are satisfied then:

𝜀(u, v)x =

{
oM if x ≰ u

v if x ≤ u



409

1 3

Simple semirings with a bi‑absorbing element﻿	

(a)	 Every (left) o-characteristic semimodule M is isomorphic to the multiplicatively 
idempotent minimal left ideal I = S ⋅ 0S of S. In particular, an o-characteristic 
semimodule M is unique up to isomorphism.

(b)	 Every minimal left ideal of S is o-characteristic. All these minimal left ideals are 
isomorphic as left S-semimodules.

Theorem 2.2 is analogous to Theorem 5.1 in [7] (see below), where the cen-
tral object was an additively idempotent semiring S′ with a zero 0S� ∈ S� (i.e., 
0S� + x = x and x ⋅ 0S� = 0S� = 0S� ⋅ x for every x ∈ S� ). The zero element 0S′ is 
the least element in S′ . This case is essentially different from the one with a bi-
absorbing element (that is, on the contrary, the greatest element) and we cannot 
transform one into the other by simply turning the semiring “upside-down”.

Theorem 2.3  ([7], Theorem 5.1) Let S′ be an additively idempotent semiring with 
a zero 0S′ and |S′| ≥ 3 . Assume further that oS� ∈ S� and oK ∈ K whenever K is a 
downwards closed left ideal of S′ such that both the sets K and S′⧵K are infinite. 
Then the following three conditions are equivalent:

	 (i)	 The semiring S′ is simple and has at least one minimal left ideal.
	 (ii)	 There is a 0-characteristic semimodule M.
	 (iii)	 S′ is simple and there is a faithful minimal semimodule L.

Moreover, if these equivalent conditions are satisfied then:

(a)	 Every 0-characteristic semimodule M is isomorphic to some minimal left ideal 
I of S′.

(b)	 If J is a minimal left ideal of S′ then the factor-semimodule J∕𝜇̃J is 0-character-
istic.

Let us point out that also the notions used in Theorems 2.2 and 2.3 are differ-
ent. According to definitions in [7], a left S′-semimodule M′ is 0-characteristic iff 
M′ is faithful, 0M� ∈ M� , S�0M� = {0M� } and there is a mapping 𝜀̃ ∶ M� ×M� → S� 
such that

for all (u, v) ∈ M� ×M� and x ∈ M� . The relation 𝜇̃N′ on an S′-semimodule N′ with 
0N� ∈ N� is defined as (x, y) ∈ 𝜇̃N� ⇔ {a ∈ S� | ax = 0N� } = {a ∈ S� | ay = 0N� }.

Finally, let us mention yet another link. For a semilattice M(+) with oM ∈ M , 
let us denote by End1(M) the semiring of all endomorphisms of M that preserve 
oM . Every downwards closed proper subsemilattice I of M(+) and every v ∈ M 
provide a homomorphism eI,v ∈ End1(M) defined as

𝜀̃(u, v)x =

{
v if x ≰ u

0M� if x ≤ u
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Clearly, every � ∈ End1(M) with range of cardinality at most 2 is of this form. Now, 
denote by X1(M) the set of all such endomorphisms eI,v and X1(M) the set of all 
those endomorphisms eI,v , where oI ∈ I (such a map then corresponds to �(oI , v)).

In [5] the following characterization was given.

Theorem 2.4  ([5], Theorem 2.2) Let M(+) be a semilattice such that |M| ≥ 2 and 
oM ∈ M . Let S be a subsemiring of End1(M) such that X1(M) ⊆ S . Then S has a bi-
absorbing element and the following conditions are equivalent:

(a)	 S is simple,
(b)	 for every a ∈ S there is e ∈ X1(M) such that e ≤ a.

Class of these semirings includes also cases studied in [6]. We provide a gen-
eralization of this result (see Propositions 4.2 and 4.3 in Sect. 4) that can be sum-
marized as follows.

Theorem 2.5  Let M(+) be a semilattice such that |M| ≥ 2 and oM ∈ M . Let S be a 
subsemiring of End1(M) such that X1(M) ⊆ S . Then S has a bi-absorbing element 
and

	 (i)	 the following two conditions are equivalent:

(α)	 S is simple,
(β)	 for every a ∈ S there are e ∈ X1(M) and b ∈ S such that eb ≤ a.

	 (ii)	 the following two conditions are equivalent:

(γ)	 S is simple and for all w ∈ M∗ and a ∈ S the set {x ∈ M | ax ≤ w} is 
upwards bounded in M∗ (provided that this set is non-empty),

(δ)	 for every a ∈ S there is e ∈ X1(M) such that e ≤ a.

3 � o‑characteristic semimodules

To simplify the reading of the paper, from now on let S always be a non-trivial 
additively idempotent semiring with a bi-absorbing element oS ∈ S . Throughout 
this section, assume that S has an o-characteristic (left) S-semimodule M.

eI,v(x) =

{
oM if x ∈ M⧵I
v if x ∈ I.
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Remark 3.1  For proving (in)equalities within the semiring S, the following easy 
observation is useful: Let N be a faithful idempotent left S-semimodule such that 
oN ∈ N and SoN = {oN} . Then for all a, b ∈ S it holds that

•	 a = b iff ax = bx for every x ∈ N∗ = N⧵{oN};
•	 a ≤ b iff ax ≤ bx for every x ∈ N∗.

Lemma 3.2  The following assertions hold:

	 (i)	 � ∶ M∗ ×M∗ → S is an injective mapping.
	 (ii)	 �(u, oM) = oS for every u ∈ M∗ and oSM = {oM}.
	 (iii)	 If |M| ≥ 3 , then |S| ≥ 4.
	 (iv)	 If |M| = 2 , then S = {0S, oS} and 0S is multiplicatively neutral.

Proof  (i) It follows easily from comparing images and pre-images of the corre-
sponding endomorphisms of M.

(ii) Let a ∈ S and z ∈ M . For �u ∶= �(u, oM) ∈ S , where u ∈ M∗ , 
we have, by the definition, that �uz = oM and therefore we obtain that 
(�u + a)z = �uz + az = oM + az = oM = �uz . By Remark  3.1, it follows that 
�u + a = �u for every a ∈ S . Thus �u = oS . The rest is easy.

(iii) It follows from the injectivity of �(⋅, ⋅) in (i).
(iv) By the assumption, we have that M = {0M , oM} and 0M ≠ oM . The semigroup 

End(M(+)) then consists of idM and two constant mappings. By the faithfulness of 
M, the semiring S embeds into End(M(+)) and because of SoM = {oM} , we obtain 
that |S| = 2 . The rest is easy. 	�  ◻

Lemma 3.3  Let u, x ∈ M∗ , v, y ∈ M and a ∈ S . Then:

	 (i)	 �(u, v)u = v.
	 (ii)	 a ⋅ �(u, v) = �(u, av).
	 (iii)	 �(u, v) + �(u, y) = �(u, v + y).

	 (iv)	 𝜀(x, v) ⋅ 𝜀(u, y) =
{

oS if y ≰ x

𝜀(u, v) if y ≤ x.

Proof  It follows easily from Remark 3.1 and Lemma 3.2(ii). 	�  ◻

Proposition 3.4  The following assertions hold:

	 (i)	 Sx = M for every x ∈ M∗.
	 (ii)	 The S-semimodule M is minimal. The only S-subsemimodules of M are {oM} 

and M.
	 (iii)	 The semimodule M is simple.
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Proof  The cases (i) and (ii) follow immediately from Lemma 3.3(i).
(iii) Let ≡ be a congruence of M such that u ≡ v for some u, v ∈ M , 

u ≠ v . Since either u ≠ u + v or v ≠ u + v , we can assume for instance that 
u < u + v . Then we have u = u + u ≡ u + v and therefore we obtain that 
u ≡ u + v = �(u, u + v)u ≡ �(u, u + v)(u + v) = oM . In particular, su ≡ soM = oM for 
every s ∈ M . Now, by the case (i), Su = M and it follows that ≡ is equal to the trivial 
congruence M × M . 	�  ◻

Lemma 3.5  For any a ∈ S the following conditions are equivalent:

	 (i)	 0S ∈ S and a = 0S.
	 (ii)	 0M ∈ M and aM∗ = {0M}.

Proof  Assume condition (i). By Lemma 3.3(i), for every (x, y) ∈ M∗ ×M we have 
0Sx + y = 0Sx + �(x, y)x =

(
0S + �(x, y)

)
x = �(x, y)x = y . Hence 0Sx is the unique 

additively neutral element of M (i.e., 0M ∈ M and 0Sx = 0M).
Now, assume condition (ii). Then for every s ∈ S and x ∈ M∗ we obtain that 

(a + s)x = ax + sx = 0M + sx = sx . Hence, by Remark 3.1, it follows that a + s = s 
and a = 0S ∈ S . 	�  ◻

Proposition 3.6  For u ∈ M∗ put Tu ∶= {�(u, v) | v ∈ M} . Then:

	 (i)	 Tu is a minimal left ideal of the semiring S and the map �(u, ⋅) ∶ M → Tu is an 
S-semimodule isomorphism.

	 (ii)	 Tu is multiplicatively idempotent if and only if u = oM∗ ∈ M∗.
	 (iii)	 Let 0S ∈ S . Then 0S ∈ Tu if and only if u = oM∗ ∈ M∗.

Proof  (i) Follows immediately from Lemma 3.3 and Proposition 3.4.
(ii) First, let u ∈ M∗ be an element such that u < v for some v ∈ M∗ . Then 

�(u, v) ⋅ �(u, v) = oM ≠ �(u, v) , by Lemma  3.3, and Tu is not multiplicatively 
idempotent.

Now, if u = oM∗ ∈ M∗ , then for every v ∈ M we have �(u, v) ⋅ �(u, v) = �(u, v) , by 
Lemma 3.3, and Tu is multiplicatively idempotent in this case.

(iii) Assume, on the other hand, that u = oM∗ ∈ M∗ . Then, for every y ∈ M∗ , 
it holds that y ≤ oM∗ = u and therefore we have �(u, 0M)y = 0M . Hence 
�(u, 0M)M

∗ = {0M} and, by Lemma 3.5, we obtain that 0S = �(u, 0M) ∈ Tu . 	�  ◻

Proposition 3.7  Let J be a minimal left ideal of S. Then:

	 (i)	 M and J are isomorphic left S-semimodules.
	 (ii)	 a2 = a or a2 = oS for every a ∈ J.
	 (iii)	 J = Ja for every a ∈ J such that a2 = a.
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	 (iv)	 J is multiplicatively idempotent if and only if for every a ∈ J⧵{oS} there is 
u ∈ M∗ such that aM∗ ≤ u.

Proof  Choose a ∈ J⧵{oS} . Then there is z0 ∈ M∗ such that az0 ≠ oM . Take u ∈ M∗ 
such that az0 ≤ u . Now, by Lemma 3.3, the map � ∶ M → J , �(x) ∶= �(u, x)a is an 
S-semimodule homomorphism.

Since �(z0)z0 = �(u, z0)az0 = z0 ≠ oM , we have �(z0) ≠ oS . Further, 
�(oM) = �(u, oM)a = oSa = oS , and therefore |�(M)| ≥ 2 . Hence �(M) = J , as J 
is minimal, and � is injective, as M is simple (Proposition 3.4(iii)). Thus � is an 
isomorphism.

Finally, by Lemma  3.3, we have �(x)�(x) = �(u, x)a�(u, x)

a = �(u, x)�(u, ax)a = �(u, x)a = �(x) if ax ≤ u and, similarly, �(x)�(x) = oS if 
a ≰ u . The rest now easily follows. 	� ◻

Proposition 3.8  The following are equivalent:

	 (i)	 S has a multiplicatively idempotent minimal left ideal.
	 (ii)	 There are a ∈ S and w ∈ M∗ such that aM∗ ≤ w.
	 (iii)	 The set I = {a ∈ S | (∃w ∈ M∗) aM∗ = {w}} is a unique multiplicatively idem-

potent minimal left ideal of S.

Moreover, if these equivalent conditions are satisfied, then M∗ + M∗ = M∗.

Proof  The implication (iii)⇒(i) is obvious and the implication (i)⇒(ii) follows from 
Proposition 3.7.

(ii)⇒(iii): Assume (ii). Then, obviously, �(w,w)a ∈ I . Hence J ≠ ∅ and it is easy 
to see that I is a multiplicatively idempotent minimal left ideal of S.

Now, let J be a multiplicatively idempotent minimal left ideal of S. By 
Proposition  3.7, there are a� ∈ J⧵{oS} and u ∈ M∗ such that a�M∗ ≤ u . Then 
oS ≠ �(u, u)a� ∈ I ∩ J and, as I and J are both minimal, we obtain that I = J . The 
rest is easy. 	�  ◻

Theorem 3.9  The o-characteristic semimodule M is unique (up to isomorphism) and 
is isomorphic to any minimal left ideal of S.

If 0S ∈ S , then S0S is a multiplicatively idempotent minimal left ideal of S (and it 
is isomorphic to M as a left S-semimodule).

Proof  The first part follows from Propositions 3.6 and 3.7. Further, if 0S ∈ S then, 
by Lemma  3.5, 0M ∈ M and 0SM∗ = {0M} . By Proposition  3.8, there is a unique 
multiplicatively idempotent minimal left ideal I and, obviously, 0S ∈ I . Since S0S is 
a left ideal and |S0S| ≥ 2 , we obtain that S0S = I , by the minimality of I. 	�  ◻
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4 � When semirings with o‑characteristic semimodules are simple

In this section we study simplicity of the semiring S. In this way we obtain sev-
eral variations of Theorem 2.4. Throughout this section let us assume again that S 
has an o-characteristic (left) S-semimodule M.

Lemma 4.1  Let � ≠ idS be a congruence of the semiring S. Then 
(
�(u, v), oS

)
∈ � for 

every (u, v) ∈ M∗ ×M.

Proof  There are a, b ∈ S such that a < b and (a, b) ∈ � . By Remark  3.1, there 
is w ∈ M∗ such that aw < bw . Now, let (u, v) ∈ M∗ ×M . By Lemma  3.3(ii) 
and (iv), we obtain that �(aw, v)a�(u,w) = �(aw, v)�(u, aw) = �(u, v) 
and �(aw, v)b�(u,w) = �(aw, v)�(u, bw) = oS. Hence it follows that (
�(u, v), oS

)
= (�(aw, v)a�(u,w), �(aw, v)b�(u,w)) ∈ � . 	�  ◻

Proposition 4.2  The semiring S is simple if and only if for every a ∈ S there are 
b ∈ S and (u, v) ∈ M∗ ×M such that �(u, v)b ≤ a.

Proof  Let I = {�(u, v)b + c | b, c ∈ S, u ∈ M∗, v ∈ M} . By Lemma 3.3, the relation 
(I × I) ∪ idS is a congruence of S that is non-identical. If S is simple, it follows that 
I = S.

Conversely, if I = S and � ≠ idS is a congruence of S, then, given a ∈ S , we have, 
by Lemma  4.1, that �(u, v)b ≤ a and (a, oS) = (a + �(u, v)b, a + oSb) ∈ � . Hence, 
� = S × S and the semiring S has to be simple. 	�  ◻

Proposition 4.3  The following conditions are equivalent:

	 (i)	 For every a ∈ S there are u ∈ M∗ and v ∈ M such that �(u, v) ≤ a.
	 (ii)	 S is simple and for all w ∈ M∗ and a ∈ S the set Aa,w = {x ∈ M | ax ≤ w} is 

upwards bounded in M∗ (provided that this set is non-empty).

Proof  (i)⇒(ii): Let a ∈ S . Then, by (i), we have that �(u, v) ≤ a for some 
(u, v) ∈ M∗ ×M . Now, by Lemma  3.3, we obtain that �(u, v)b = �(u, v) ≤ a for 
b = �(u, u) , and therefore, by Proposition 4.2, the semiring S is simple.

Further, choose w ∈ M∗ and let x ∈ M be such that ax ≤ w . Then 
𝜀(u, v)x ≤ ax ≤ w < oM and it follows that x ≤ u . Therefore the set Aa,w is upwards 
bounded by u ∈ M∗.

(ii)⇒(i): Let a ∈ S⧵{oS} . Since S is simple, we obtain, by Proposition 4.2, that 
�(w, v)b ≤ a for some (w, v) ∈ M∗ ×M and b ∈ S . Further, a ≠ oS and hence there is 
z ∈ M∗ such that az ≠ oM . Therefore, 𝜀(w, v)bz ≤ az < oM and it necessarily follows 
that bz ≤ w . Thus, Ab,w ≠ ∅ and, by assumption, there is u ∈ M∗ such that Ab,w ≤ u.

Now, we show that �(u, v) ≤ �(w, v)b . By Remark 3.1, it is enough to prove that 
�(u, v)x ≤ �(w, v)bx for every x ∈ M∗ . If x ∈ M∗ is such that bx ≤ w then x ≤ u and 
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we have �(u, v)x = v = �(w, v)bx . In the opposite case, when bx ≰ w , we always 
obtain that �(u, v)x ≤ oM = �(w, v)bx.

Finally, �(u, v) ≤ �(w, v)b ≤ a and this concludes our proof. 	� ◻

Proposition 4.4  If the semiring S is simple, then for every a ∈ S there is v ∈ M such 
that v ≤ aM . Conversely, if this is true and oM∗ ∈ M∗ , then S is simple.

Proof  Assume that S is simple. By Proposition 4.2, for a ∈ S there are b ∈ S and 
(u, v) ∈ M∗ ×M such that �(u, v)b ≤ a . Hence v ≤ �(u, v)bM ≤ aM.

Conversely, let oM∗ ∈ M∗ and let for every a ∈ S there be v ∈ M such that 
v ≤ aM . Then for every x ∈ M∗ we have that 

(
�(oM∗ , v) + a

)
x = v + ax = ax . 

Hence, by Remark 3.1, it follows that �(oM∗ , v) + a = a , i.e., �(oM∗ , v) ≤ a . Now, by 
Lemma 3.3, we obtain that �(oM∗ , v) ⋅ �(oM∗ , oM∗ ) = �(oM∗ , v) ≤ a . Hence, by Propo-
sition 4.2, the semiring S is simple. 	� ◻

Proposition 4.5  If 0S ∈ S , then the semiring S is simple. Conversely, if the semiring 
S is simple and aM∗ = M∗ for at least one a ∈ S , then 0S ∈ S.

Proof  First, let 0S ∈ S . By Lemma  3.5, we have 0M ∈ M and 0SM∗ = {0M} . 
Therefore, it follows that 

(
�(0M , 0M)0S

)
M∗ = {�(0M , 0M)0M} = {0M} . Hence 

�(0M , 0M)0S = 0S , again by Lemma 3.5. Now, by Proposition 4.2, the semiring S is 
simple.

Now, assume the other set of conditions in our statement. By Proposition  4.2, 
there are b ∈ S and (u, v) ∈ M∗ ×M such that �(u, v)b ≤ a . Since aM∗ = M∗ , for 
every x ∈ M∗ we have v ≤ 𝜀(u, v)bx ≤ ax < oM . It follows that v ≤ aM∗ = M∗ and 
therefore v = 0M ∈ M . Further, it must hold that �(u, 0M)bM∗ = {0M} . Finally, by 
Lemma 3.5, we obtain that �(u, 0M)b = 0S ∈ S . 	�  ◻

5 � When simple and minimal semimodules are o‑characteristic

Throughout this section let N be an idempotent, simple and minimal S-semimod-
ule such that |N| ≥ 3 , oN ∈ N and SoN = {oN} . Assume, furthermore, that N has a 
minimal element w ∈ N such that w + N∗ ⊆ N∗ for N∗ = N⧵{oN} (this occurs, for 
instance, when w = 0N).

Lemma 5.1  Sx = N for every x ∈ N∗.

Proof  The set N� = {x ∈ N | Sx = {oN}} is a subsemimodule of N and oN ∈ N� . 
If N� = N , then SN = {oN} and therefore the set {x, oN} is a semimodule for every 
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x ∈ N∗ . Since N is minimal, we get |N| = 2 , a contradiction. Thus N� = {oN} , as N is 
minimal, and we obtain that Sx ≠ {oN} and Sx = N for every x ∈ N∗ . 	�  ◻

The following two lemmas are inspired by [6, Section  2.3] where, however, 
all structures are assumed to be finite. For the sake of completeness we therefore 
provide their proofs.

Lemma 5.2  For all u, y ∈ N , y ≰ u , there is at least one a ∈ S with au = w and 
ay = oN.

Proof  Define a relation � on N by

This relation is reflexive and symmetric.
Further, we show that (x1, x2) ∈ � implies (x1 + x, x2 + x) ∈ � for every x ∈ N . 

Assume, on the contrary, that there are x� ∈ N and a ∈ S such that ax1 + ax� = w 
and ax2 + ax� = oN . By the minimality of w, we have ax1 = w = ax� . Therefore, 
ax2 + w = oN and, by the assumption on w, this implies that ax2 = oN . Hence 
{w, oN} = {ax1, ax2} , a contradiction.

Now, it easily follows that the transitive closure � of � is a congruence of the 
semimodule M. By Lemma 5.1, (x, oN) ∉ � for every x ∈ N∗ and therefore the same 
holds for the relation � . Hence � ≠ N × N and, by the simplicity of N, it follows that 
� = � = idN.

Finally, let u, y ∈ N be such that y ≰ u . Then u < u + y and (u, u + y) ∉ idN = � . 
Hence there is a ∈ S such that {w, oN} = {au, au + ay} and au ≤ au + ay . There-
fore au = w and oN = au + ay = w + ay and, by the assumption on w, it follows that 
ay = oN , which concludes our proof. 	�  ◻

Lemma 5.3  Let u ∈ N∗ and Ku = {a ∈ S | au = w} . Then:

	 (i)	 Ku is a (non-empty) downwards closed subsemilattice of S(+).
	 (ii)	 If oKu

∈ Ku then for every v ∈ N there is c ∈ S such that for every x ∈ N there 
holds

Proof  (i) By Lemma 5.1, K = Ku ≠ � . The rest is easy.
(ii) By Lemma 5.1, we have bw = v for some b ∈ S . Put c = boK and let x ∈ N.
Now, if x ≤ u then we have oKx ≤ oKu = w and, by the minimality of w, it fol-

lows that oKx = w . Hence cx = boKx = bw = v in this case.

(x1, x2) ∈ � ⇔ {ax1, ax2} ≠ {w, oN} for every a ∈ S.

cx =

{
oN if x ≰ u

v if x ≤ u.
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On the other hand, if x ≰ u then there is a ∈ K such that ax = oN , by Lemma 5.2. 
Since oK ≥ a , we obtain that oKx ≥ ax = oN . Thus we have oKx = oN and 
cx = b(oKx) = boN = oN . 	�  ◻

Proposition 5.4  Assume that oK ∈ K whenever K is a downwards closed subsemilat-
tice of S(+) such that both the sets K and S⧵K are infinite. If the semimodule M is 
faithful, then it is o-characteristic.

Proof  For u ∈ N∗ the set Ku = {a ∈ S | au = w} is a non-empty downwards closed 
subsemilattice of S(+) , by Lemma 5.3(i). In case that Ku is finite, we obviously have 
oKu

∈ Ku . If, on the other hand, Ku is infinite and N is faithful, then N has to be infi-
nite as well. The equality Su = N then, by Lemma 5.1, implies that S⧵Ku is infinite, 
too. Hence, by the assumption, we have oKu

∈ Ku.
Now, it holds that oKu

∈ Ku for every u ∈ N∗ . Therefore, by Lemma 5.3(ii), the 
module N is o-characteristic. 	�  ◻

6 � When minimal semimodules are o‑characteristic for simple 
semirings

In this section we prove Theorem 2.2. We will assume here, moreover, that the semi-
ring S is simple and |S| ≥ 3 . Let N be an idempotent left S-semimodule such that 
oN ∈ N and SoN = {oN} . Denote again N∗ = N⧵{oN} and define a relation �N on N 
as follows:

Lemma 6.1  If N is not faithful then SN = {oN} . In particular, both the right S-semi-
module SS and the left S-semimodule SS are faithful.

Proof  The relation �N = {(a, b) ∈ S × S | (∀ x ∈ N) ax = bx} is a congruence of the 
semiring S. Since S is simple then either �N = idS (and N is faithful) or �N = S × S 
(and SN = {oN}).

Now, consider S as a left S-semimodule. It remains to show that �S ≠ S × S . 
Assume, on the contrary, that �S = S × S . Then ax = oSx = oS for all a, x ∈ S . Hence 
S(+) is simple as a semilattice. But every such a semilattice has to be of cardinality 
2, a contradiction. Thus the left S-semimodule S is faithful. The right case is sym-
metrical. 	�  ◻

Lemma 6.2  Sa ≠ {oS} ≠ aS for every a ∈ S⧵{oS}.

Proof  If a ∈ S is such that Sa = {oS} , then x(a + b) = oS + xb = oS = xa for all 
x, b ∈ S . By Lemma  6.1, the right S-semimodule SS is faithful, and therefore 
a + b = a for every b ∈ S and a = oS . The other case is symmetrical. 	�  ◻

(x, y) ∈ �N ⇔ {z ∈ N | ax + z = oN} = {z ∈ N | ay + z = oN} for every a ∈ S.
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Lemma 6.3  If w ∈ N∗ is such that Sw = N , then oSN = {oN} . If, moreover, � is a 
congruence of N that is maximal with respect to (w, oN) ∉ � , then the factor-semi-
module N∕� is both faithful and simple.

Proof  First, since Sw = N , for every y ∈ N there is c ∈ S such that y = cw . Hence 
oSw + y = oSw + cw = (oS + c)w = oSw for every y ∈ S and it follows that oSw = oN . 
As oN is multiplicatively absorbing, we obtain that oSy = (oSc)w = oSw = oN for 
every y ∈ N.

Further, from Sw = N it follows that |S(N∕�)| = |N∕�| ≠ 1 and, by Lemma 6.1, 
the semimodule N∕� is faithful.

Finally, let � be a congruence of N such that � ⫋ � . Then (w, oN) ∈ � . Since 
Sw = N and SoN = {oN} , we immediately have that (x, oN) ∈ � for every x ∈ N . 
Hence � = N × N and the semimodule N∕� is therefore simple. 	�  ◻

Proposition 6.4  Let |N| ≥ 2 and Sv = N for every v ∈ N∗ . Then:

	 (i)	 �N is a congruence of the semimodule N and the one-element subsemimodule 
{oN} is a block of �N.

	 (ii)	 �N is the greatest (non-trivial) congruence of N.
	 (iii)	 The factor-semimodule N∕�N is faithful, minimal and simple.
	 (iv)	 If N∗ + N∗ = N∗ , then (x, y) ∈ �N if and only if

 for all x, y ∈ N.

Proof  (i) The verification that �N is a congruence is easy. Now, let x ∈ N be such 
that (oN , x) ∈ �N . Then ax + z = oN for all a ∈ S and z ∈ N . Thus, in particular, 
ax = ax + ax = oN . Hence Sx = oN and, by Lemma 6.2, it follows that x = oN . So 
{oN} is a block of �N.

(ii) By (i), the congruence �N is non-trivial. Let � be a non-trivial congru-
ence on N. Assuming that (oN , v) ∈ � for some v ∈ N∗ we obtain, with the help of 
Sv = N and SoN = {oN} , that � = N × N , a contradiction. Therefore {oN} is a block 
of � . Now, let (x, y) ∈ � and let a ∈ S and z ∈ N be such that ax + z = oN . Then 
(ay + z, oN) = (ay + z, ax + z) ∈ � and this means that ay + z ∈ {oN} . Hence 𝛼 ⊆ 𝜇N.

(iii) Since N is minimal, the semimodule N∕�N is minimal as well. The rest fol-
lows immediately from Lemma 6.3.

(iv) Denote by � the other relation described in condition (iv) and choose 
x, y ∈ N and a ∈ S . If (x, y) ∈ �N and ax = oN then we have ax + z� = oN for z� = ay 
and, henceforth, oN = ay + z� = ay and (x, y) ∈ � . For the reverse implication, let 
(x, y) ∈ � and let z ∈ N∗ be such that ax + z = oN . From N∗ + N∗ = N∗ it follows 
that ax = oN . By our assumption we have ay = oN . Hence ay + z = oN and therefore 
(x, y) ∈ �N . 	�  ◻

{a ∈ S | ax = oN} = {a ∈ S | ay = oN}
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Proposition 6.5  Let I be a minimal left ideal of S. Then:

	 (i)	 oS ∈ I and Sa = I for every a ∈ I⧵{oS}.
	 (ii)	 The semimodule SI is faithful.
	 (iii)	 �I is the greatest (non-trivial) congruence of SI.
	 (iv)	 The factor-semimodule I∕�I is faithful, minimal and simple.

Proof  The assertion (i) follows easily from Lemma 6.2. To prove (ii), we use that 
|SI| ≠ 1 , by Lemma  6.2. Hence, by Lemma  6.1, the semimodule SI is faithful. 
Finally, (iii) and (iv) follow immediately from Proposition 6.4. 	�  ◻

Lemma 6.6  Assume that 0S ∈ S . If I is a minimal left ideal of S, then 0I ∈ I and 
0Sa = 0I for every a ∈ I⧵{oS}.

Proof  Let a ∈ I⧵{oS} . We have ba + 0Sa = (b + 0S)a = ba for every b ∈ S . By 
Proposition 6.5(i), we have Sa = I , and hence we obtain that 0Sa ≤ Sa = I . There-
fore 0Sa = 0I ∈ I . 	�  ◻

We are in the position to prove the main result.

Proof of  Theorem  2.2  (i)⇒(ii): Let J be a minimal left ideal. By Proposition  6.5, 
the factor-semimodule J̃ = J∕𝜇J is faithful, minimal and simple. Besides, we have 
0J ∈ J , by Lemma 6.6, and therefore 0J̃ ∈ J̃ . Since |S| ≥ 3 , it follows, by the faith-
fulness of J̃ , that |J̃| ≥ 3 . Thus J̃ is o-characteristic, by Proposition 5.4.

(ii)⇒(iii): Combine Propositions 4.5 and 3.4(ii).
(iii)⇒(ii): Set H = {x ∈ L | |Sx| = 1} . Then we have oSx ∈ H for every x ∈ L and 

H is a subsemimodule. Since L is faithful, it follows that H ≠ L and, as L is minimal, 
there is w ∈ L with H = {w} = oSL.

Further, from H ≠ L we obtain that |SL| > 1 and, by the minimality of L, we 
have SL = L . Therefore, as the semiring S is additively idempotent, the semimodule 
SL = L is idempotent as well.

Now, for all a ∈ S and x ∈ L we have w + ax = oSx + ax = oSx = w . Hence 
L = SL ≤ w and it follows that w = oL ∈ L . From oSoL ∈ oSL = {oL} and |SoL| = 1 
we immediately obtain that SoL = {oL}.

Finally, for x ∈ L∗ = L⧵{oL} is |Sx| > 1 and, by minimality of L, we have that 
Sx = L . Hence, by Proposition 6.4(iii), the factor-semimodule L̃ = L∕𝜇L is faithful, 
minimal and simple.

Also, from ay = (0S + a)y = 0Sy + ay for all a ∈ S and y ∈ L we obtain that 
0Sv ≤ Sv = L and 0Sv = 0L ∈ L for every v ∈ L∗ . In particular, 0L̃ ∈ L̃ . Since |S| ≥ 3 
and SoL̃ = {oL̃} , it follows, by the faithfulness of L̃ , that |L̃| ≥ 3 . Now, by Proposi-
tion 5.4, L̃ is o-characteristic.

(ii)⇒(i): Combine Propositions 4.5 and 3.6(i).
Finally, the assertions (a) and (b) follow from Proposition 3.7 and Theorem 3.9. 	

� ◻
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Remark 6.7  There are just two (additively idempotent) two-element semirings with a 
bi-absorbing element (up to isomorphism). One of them possesses an o-characteris-
tic semimodule (the one with a multiplicatively neutral element), while the other not 
(the one with a constant multiplication).

Example 6.8  Consider the commutative three-element semiring S with the following 
Hasse diagram: 

oS

1S a

Here oS is bi-absorbing, 1S is multiplicatively neutral and a ⋅ a = 1S . Clearly, S 
is simple, 0S ∉ S and no o-characteristic semimodule exists (otherwise |S| = 2 , by 
Lemma 3.2(iii) and (iv)).

At the end of this paper we would like to formulate a conjecture based on Theo-
rem 3.9 and Proposition 3.4 and related to [6, Conjecture 2.8].

Conjecture  Let S be an additively idempotent semiring with a bi-absorbing element. 
Then every minimal left ideal of S is simple (as a left S-semimodule).
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