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Abstract

Hollow-core optical fibers represent the state-of-the-art in fiber optics and are on the verge of surpassing the loss performance of standard single-mode fibers in the very near future. Apart from low loss, they bring high-power delivery possibilities, mid-infrared guidance even when made of silica and numerous other advantages. Nevertheless, their incorporation into standard fiber-optic systems is desired. In my habilitation thesis I present the development of a novel type of hollow-core fiber interconnection, based on the fiber array approach which led to record-low insertion loss, negligible back reflections and higher-order mode suppression. Our interconnection technique is then demonstrated in Fabry-Perot interferometer and microwave photonics applications.
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Abstrakt

Optická vlákna s dutým jádrem (hollow-core optical fibers) představují pokročilý typ optických vláken s parametry měrného útlumu téměř překračujícími hodnoty útlumu dosahovaného u klasických jednovidových optických vláken. Kromě jejich nízkých ztrát přinášejí možností přenosu vysokých výkonů, přenos ve střední infračervené oblasti, přestože jsou tvořeny křemenným sklem, a mnoho dalších výhod. Nicméně stále není dostupné jejich napojení se standardními vláknové-optickými systémy. Ve své habilitační práci popisují vývoj nového typu napojení optických vláken s dutým jádrem, který je založen na využití vláknových polí a který vedl k dosažení rekorně nízkých vazebních ztrát, zanedbatelného zpětného odrazu a potlačení vyšších vidů. Naše metoda napojení je pak demonstrována jak v rámci Fabry-Perotova interferometru, tak i v oblasti mikrovlnné fotoniky.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARF</td>
<td>Anti-Resonant Fiber</td>
</tr>
<tr>
<td>ARROW</td>
<td>Anti-Resonant Reflecting Optical Waveguide</td>
</tr>
<tr>
<td>CL</td>
<td>Confinement Loss</td>
</tr>
<tr>
<td>CS DSB</td>
<td>Carrier-Suppressed Double-SideBand</td>
</tr>
<tr>
<td>DWDM</td>
<td>Dense Wavelength-Division Multiplexing</td>
</tr>
<tr>
<td>DSB</td>
<td>Double-SideBand</td>
</tr>
<tr>
<td>FDFD</td>
<td>Finite-Difference Frequency-Domain (method)</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite-Difference Time-Domain (method)</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FFPI</td>
<td>Fiber Fabry-Perot Interferometer</td>
</tr>
<tr>
<td>FSR</td>
<td>Free Spectral Range</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>GRIN</td>
<td>Graded-Index</td>
</tr>
<tr>
<td>HCF</td>
<td>Hollow-Core Fiber</td>
</tr>
<tr>
<td>HOFGLAS</td>
<td>Hollow-core Optical Fiber Gas Lasers</td>
</tr>
<tr>
<td>HOM</td>
<td>Higher-Order Mode</td>
</tr>
<tr>
<td>IL</td>
<td>Insertion Loss</td>
</tr>
<tr>
<td>LMA</td>
<td>Large-Mode Area</td>
</tr>
<tr>
<td>MFA</td>
<td>Mode-Field Adapter</td>
</tr>
<tr>
<td>MFD</td>
<td>Mode-Field Diameter</td>
</tr>
<tr>
<td>MIR</td>
<td>Mid-InfraRed</td>
</tr>
<tr>
<td>MZI</td>
<td>Mach-Zehnder Interferometer</td>
</tr>
<tr>
<td>NANF</td>
<td>Nested Antiresonant Nodeless Fiber</td>
</tr>
<tr>
<td>NIR</td>
<td>Near-InfraRed</td>
</tr>
<tr>
<td>NRZ</td>
<td>Non-Return-to-Zero</td>
</tr>
<tr>
<td>OOK</td>
<td>On-Off Keying</td>
</tr>
<tr>
<td>PBG</td>
<td>Photonic-Bandgap</td>
</tr>
<tr>
<td>PBGF</td>
<td>Photonic-Bandgap Fiber</td>
</tr>
<tr>
<td>PCF</td>
<td>Photonic Crystal Fiber</td>
</tr>
<tr>
<td>PRISM</td>
<td>Perturbed Resonance for Improved Single Modednes</td>
</tr>
<tr>
<td>RL</td>
<td>Return Loss</td>
</tr>
<tr>
<td>RoF</td>
<td>Radio-over-Fiber</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>SC-PCF</td>
<td>Suspended-Core Photonic Crystal Fiber</td>
</tr>
<tr>
<td>SSL</td>
<td>Surface Scattering Loss</td>
</tr>
<tr>
<td>SSMF</td>
<td>Standard Single-Mode Fiber</td>
</tr>
<tr>
<td>TCD</td>
<td>Thermal Coefficient of Delay</td>
</tr>
<tr>
<td>VIS</td>
<td>Visible</td>
</tr>
</tbody>
</table>
Optical fibers have undergone a significant evolution since their invention in the 20th century finding their use in various application fields such as long-haul data communication, point and distributed sensing, fiber lasers, medicine, chemical analysis, and high-power delivery. Optical fibers thrive on their mechanical and chemical resistance, electromagnetic interference immunity, low weight, small size, and low cost. To unlock their vast potential, optical fiber designs have significantly diverged from the conventional core-cladding silica-glass premise. Numerous fiber materials, apart from silica, have been studied, such as chalcogenide [1, 2] and fluoride glass-based fibers [3, 4]. Various fiber structures have been proposed, such as dispersion-shifted [5], dispersion-compensating [6] or bend-insensitive [7] fibers. Rare-earth doped fibers for amplifiers have been introduced [8]. Finally, microstructured optical fibers emerged at the end of the 20th century [9].

Microstructured optical fibers provide vast options for fiber property tailoring, such as the possibility of chromatic dispersion tailoring and extended single-mode guidance. They offer the possibilities, e.g., of the compensation of accumulated chromatic dispersion [10], of tuning the chromatic dispersion profile and zero-dispersion wavelength [11], of enabling single-mode guidance in the visible (VIS) region [12], and much more.

Furthermore, by combining non-silica glass materials and microstructured design, highly nonlinear fibers with a specifically tailored chromatic dispersion profile can be obtained. This is highly suitable for a more efficient and extremely broadband supercontinuum generation. Supercontinuum sources are nowadays widely used in medicine, analytical chemistry and spectroscopy as they emit in the mid-infrared (MIR) region [13].

Nevertheless, the propagation of an optical signal in a solid-glass fiber core presents certain drawbacks, such as nonlinearity, latency and material losses. Significant efforts have, therefore, been carried out in the field of hollow-core optical fibers (HCFs) which guide light in an air-filled core. Thanks to the invention of HCFs, low latency transmission was achieved [14], negligible nonlinearity was presented [15], and extremely low loss competing with the best silica-based fibers has been recently demonstrated [16]. Hollow-core fibers represent, in 2021, the state-of-the-art in optical fiber development and are of considerable interest as they represent many new opportunities for researchers and application developers.
This habilitation thesis covers my and my research team’s path to innovative HCF applications in numerous fiber-optic systems based on a novel approach of HCF interconnection methodology. First, I will introduce the preliminary steps which were focused on solid-core specialty optical fibers, photonic crystal fiber modeling and sensing approaches with specialty optical fibers. These preliminary steps enabled further research of the HCF and led to the proposal of a novel type of interconnection between standard single-mode fiber (SSMF) and HCF using fiber arrays and gluing instead of conventional splicing techniques. This interconnection was developed in close collaboration with the University of Southampton’s Optoelectronics Research Centre (ORC) and was tested using the latest HCFs. As a result, we have significantly surpassed previous state-of-the-art results and presented world-record low-loss interconnection of HCFs.

Afterwards, we demonstrated numerous application possibilities enabled by our novel interconnection approach, such as high suppression of back reflections, high-stability Fabry-Perot interferometers and microwave photonics narrow-band filters. The thesis concludes with our current research aims and a brief future outlook.
In this chapter, I will first briefly overview the history of hollow-core optical fibers. Then I will present and discuss the key HCF representatives: photonic-bandgap fibers (PBGFs), antiresonant fibers (ARFs) and state-of-the-art nested antiresonant nodeless fibers (NANFs). A short discussion of waveguiding mechanisms for each of these fibers is included. Lastly, I will discuss the current main limiting factors of HCFs, attenuation and higher-order modes.

In general, HCFs can be divided into three categories, according to the HCF design and waveguiding principle:

- Bragg hollow-core fibers with a layered structure of the cladding (1D photonic crystal).
- Hollow-core photonic-bandgap fibers with a large number of periodic air-holes arranged in rings surrounding the central air-core - see examples in Fig. 2.1a) and Fig. 2.1b).
- Antiresonant hollow-core fibers with a Kagome or a tubular cladding structure - examples given in Fig. 2.1c-h).

Bragg HCFs are not in the scope of this thesis and are only mentioned in the historical overview.

2.1 Historical overview

The idea of light guidance in a hollow-core waveguide has existed since the end of the 19th century, when J. Thomson [17] and J. Rayleigh [18] first discussed the possibility of metallic waveguides. Later, in the 1960s, at Bell labs, a dielectric hollow-core metal-coated capillary waveguide was proposed [19] for the short-range transmission of millimeter waves. With the advent of optical fibers later in the 1960s, the focus had shifted to solid-core glass fibers and the development of hollow-core waveguides for light delivery was significantly limited.
In the early 1980s, hollow-core metal-coated capillary waveguides made from PbO$_2$ glass were introduced. These capillary waveguides were designed for wavelengths around 10.63 $\mu$m to guide light from CO$_2$ lasers [20] and exhibited attenuation of 7.7 dB/m. In 1991, a silica-glass-based capillary waveguide was developed for CO$_2$ laser delivery with attenuation below 1 dB/m [21]. It is important to mention that these capillary waveguides typically had core diameters larger than 1 mm.

Later, in 1993, hollow-core capillary waveguides, based on the silica-air design, were used for sensing purposes. First, for gas concentration measurements, a hollow-core capillary waveguide with a 1.5 mm inner core diameter and of 1 m length was used as a gas cell to analyze NH$_3$ content at a wavelength of 10 $\mu$m [22]. Second, an interferometric sensor was demonstrated [23] using a hollow-core capillary glass waveguide with a 70 $\mu$m inner diameter and length of 137 $\mu$m, therefore having a core dimension similar to what we today know as a hollow-core fiber. In 1995, a simple-glass hollow-core capillary waveguide was used to transport atoms by optical forces [24], with the main limitation being the attenuation of the glass capillary. This limitation showed the need for better light guidance, i.e., lower waveguide attenuation.

As a transition from hollow-core glass capillary waveguides to modern HCFs we can consider the so called Bragg fibers, which were developed as an alternative to the previously mentioned waveguides for wavelengths around 10 $\mu$m. The first Bragg HCF, denoted as the Omniguide fiber, was presented in 2002 [25] with an air core surrounded by a high-refractive-index glass and low-refractive-index polymer microstructure. Omniguide fibers exhibited less than 1 dB/m attenuation at 10.6 $\mu$m and it was possible to get tens
of meters of Omniguide fiber in a single fiber draw. In 2004, Bragg fibers from pure silica were presented, where the fiber cross-section was formed by concentric glass rings supported by struts [26].

A fundamental breakthrough leading to modern HCFs occurred a few years earlier in 1996 when the very first experimental results of a photonic crystal fiber (PCF) were published [9] revolutionizing the fiber-optic world. Even though PCFs are solid-core fibers their development significantly advanced HCF research and the first modern HCFs became possible soon after. The idea of the PCF originated from P. Russell and was based on two papers by Y. Jablonovitch [27] and S. John [28], who first showed the possibilities of 2D and 3D photonic crystals that trap light in a periodic structure with a varying refractive index. The PCF guidance mechanism allowed unprecedented freedom in the tailoring of the resulting fiber parameters, such as the chromatic dispersion curve, significantly altering the mode-field diameter, shifting the single-mode cut-off wavelength to shorter wavelengths and the ability to move the zero-dispersion wavelength [29]. All these parameters can be easily modified by changing the design of the PCF microstructure. In 1997, endlessly-single mode PCFs appeared [12]. In 1998, group-velocity dispersion management was presented [11] and in 2000, supercontinuum generation was first demonstrated using PCFs with the zero-dispersion wavelength at 800 nm producing broadband radiation from VIS to near-infrared (NIR) wavelengths [30].

### 2.2 Photonic-bandgap HCFs

Based on the PCF concept, the first photonic-crystal HCF was presented in 1999 [31], having a silica-based honeycomb microstructure with a core diameter of 14.8 µm. This first hollow-core photonic-bandgap fiber (HC-PBGF, or more simply PBGF) led to numerous research and application areas where HCFs were advantageously used afterwards, such as gas sensing [32], gas-filled lasers [33], fiber-optic gyroscopes [34], high-speed data transmission [35], and many more applications [36, 37].

PBGF is formed by introducing a defect in the periodic photonic crystal structure. Light is then trapped in the defect, as it cannot escape through the cladding due to the photonic bandgap (PBG) effect, and is guided along the fiber. The defect can be created by removing several capillaries from the center of the preform (e.g., to form a symmetric low-index core, we can remove 7, 19 or 37 capillaries, thus so-called 7-, 19- and 37-cell PBGFs are drawn). Two examples are given in Fig. 2.1a,b.

The first description of the guidance mechanism, based on the analogy with solid-state physics, appeared in 1999 [31] and described the 2D PBG effect principle, which was denoted as "frustrated tunneling PBG guidance". The cladding structure was considered as a double layer dielectric stack with an air-core in between. Light was confined once the stacks provided PBG for a range of propagation constants at fixed optical frequencies
(β = k n cos φ), where β is the propagation constant, k stands for the wavenumber, n is the refractive index and φ represents the incident mode angle at the air-glass interface.

In the following effort to find the best lattice configuration, numerical approaches from solid-state physics were applied to calculate the PBG supporting the air-guided mode of a unit cell with periodic boundary conditions as a function of the wavevector direction [38, 39]. These first papers brought noteworthy PBGF design optimizations, such as a triangular lattice outperforming a honeycomb lattice [40] and the introduction of bandwidth scaling based on the air-filling factor (amount of air content compared to glass material) [41]. These approaches considered only a perfectly symmetric PBGF microstructure. However, small microstructure deformations were always introduced during the drawing process of the real PBGF, which resulted in different PBGF properties.

With the rapid increase in computational power, methods such as the finite element method (FEM) [42], finite difference time-domain (FDTD) and finite difference frequency-domain (FDFD) methods [43] became more common. These methods allowed for a far more accurate description of mode distribution in PBGFs as they consider the real fiber microstructure, instead of the idealized one which was the case of previously used analytical models. However, these methods did not explain the physical mechanisms, nor did they provide any more-in-depth understanding of light propagation in the PBGF. Nevertheless, since then they have often been applied due to improved computational capacities and satisfactory approximate results.

PBGFs were envisioned to surpass the minimal attenuation of SSMFs, which is limited by intrinsic material absorption and scattering in the glass core of SSMF. This would make PBGFs highly desirable in a number of applications, such as fiber-optic data networks. In 2002, a 7-cell PBGF with attenuation of 13 dB/km was reported [44] (see Fig. 2.1a). In 2004, attenuation improved to 1.7 dB/km [45].

It was the microstructure design of the PBGF that eventually limited the effort of achieving low attenuation as PBGFs exhibit significant surface scattering loss (SSL) which is a result of the mode-field overlap with the glass material - the core glass boundary. This overlap results in light scattering at the air-glass interface, caused by the inner surface roughness and HCF non-uniformity. This roughness is connected to the surface capillary waves that are thermodynamically locked in when the HCF cools down during the drawing process. On the other hand, confinement loss (CL) in PBGFs is negligible. This is thanks to the large number of the air-hole rings that increase the mode confinement in the PBGF core.

Additionally, the microstructure design of PBGFs contains a large number of thick glass nodes. These are formed by the glass material between the cladding air-holes. The glass nodes show strong wavelength dependence of their refractive index. Moreover, the glass refractive index significantly increases the effective refractive index of the cladding region that can then be matched with the effective refractive index of the core guided mode.
In practice this limits the usable bandwidth of PBGF to a range of selected wavelengths (the photonic bandgap), instead of one broader transmission window.

In 2005, a combination of the antiresonant effect and PBG led to a PBGF with attenuation as low as 1.2 dB/km [46] at 1550 nm, which is, until today, the record-low attenuation for PBGFs at 1550 nm (see Fig. 2.1b). The antiresonance was obtained by adding a thicker core glass boundary. Nevertheless, this created a drawback in the form of surface modes. Surface modes are guided at the interface of the core glass boundary and the air core and can be phase-matched with the fundamental mode of the PBGF at certain wavelengths. If phase matching occurs, guided wave is coupled to the core glass boundary which leads to increased losses of the guided mode [45–47].

The path to PBGFs with low attenuation has also led to substantially larger core diameters than that of SSMFs. The enlargement of the core diameter was inevitably tied with an increased number of modes propagating in the PBGF leading to multi-path interference. For PBGFs, the number of modes is given by the PBG - approximately 10-12 modes are present in the case of a 7-cell PBGF, around 40 modes for 19-cell PBGF and approximately 80 modes in the case of 37-cell PBGF [48]. The first few higher-order modes (HOMs) do not have significantly larger attenuation than the fundamental mode, thus they can propagate over long PBGF lengths, i.e., the lowest-order HOM (LP$_{11}$) propagates with attenuation of only about 2.5 times larger than the fundamental mode (LP$_{01}$) [49].

To overcome this limitation, an improved PBGF design, the so-called Perturbed Resonance for Improved Single Modedness (PRISM) fiber was presented [50]. PRISM fiber is a 19-cell hollow-core PBGF with attenuation of 7.5 dB/km at 1.59 μm. To reduce HOMs, two additional 7-cell (shunt) cores were included in the PBGF microstructure. These shunt cores were designed so that they were phase-matched with the low-order HOMs leading to strictly fundamental mode propagation. These PRISM fibers have recently been presented commercially in the form of an optical cable by OFS Optics [51].

### 2.3 Antiresonant HCFs

An alternative to PBGFs appeared in 2002 when a new type of HCF, denoted as a Kagome HCF was presented [52]. Kagome HCFs have an extremely delicate structure of thin triangular-lattice struts with no cladding nodes, see Fig. 2.1c). Due to the absence of cladding nodes, they allow multi-band/broadband transmission windows, therefore having an advantage over PBGFs. Nevertheless, the attenuation of Kagome HCF was still higher than that of PBGFs by more than two orders of magnitude [53] which was denoted to the core mode leakage, i.e., high CL.

The guiding principle of Kagome HCFs is different than that of PBGF, as with the change in the cladding structure, photonic bandgaps no longer existed. The guidance in the core was attributed to inhibited coupling (antiresonance), where a low density of states
exists in the cladding and the guided core mode/modes have negligible overlap with the cladding modes.

Antiresonant reflection confines light in the air-core (or generally lower refractive index region) without the need for periodic cladding and the PBG effect. The antiresonant reflecting optical waveguide (ARROW) model has often been used to describe ARFs. The idea first originated in 1986 [54] and was further developed in 2002 and 2006 [55, 56]. The principle of the ARROW model assumed high-index circular layers around the low-index (air) core where each layer acts as a Fabry-Pérot resonator.

To understand the antiresonance principle, the example of a 1D slab waveguide is often given. The situation is depicted in Fig. 2.2 with the core diameter \( D_{\text{core}} \gg \lambda \), where \( \lambda \) is wavelength. The resonance condition (phase difference is \( 2m\pi \)) for the transversal wave vector \( k_T \) is described as [57]:

\[
k_T t = \pi m
\]

\[
k_T = \sqrt{k^2 n_1^2 - \beta^2} = k \sqrt{n_1^2 - 1},
\]

where \( \beta \) is the propagation constant (in the direction of propagation). We consider \( n_1 \) as the refractive index of the glass material and the refractive index of air is \( n_0 = 1 \). Parameter \( m \) is a real positive integer and \( t \) is glass thickness.

We can then find a resonance wavelength \( \lambda_{\text{res}} \), where all the light is transmitted in the transversal direction given as [57]:

\[
\lambda_{\text{res}} = \frac{2t \sqrt{n_1^2 - 1}}{m}, \quad m = 1, 2, 3, \ldots
\]

For wavelengths other than \( \lambda_{\text{res}} \), light is confined inside the air-core with low leakage loss. The solution of the 1D slab waveguide based on anti-resonance leads to a range of

Figure 2.2: 1D slab waveguide structure, glass with refractive index \( n_1 \), air with refractive index \( n_0 \), \( t \) is glass thickness and \( D_{\text{core}} \) is slab width corresponding to the fiber core diameter.
2.4. NEGATIVE CURVATURE ANTIRESONANT FIBERS

glass thickness that is based on \( m \) which results in high leakage and, therefore, high
loss for given wavelengths. Fiber transmission windows are present between them (see
example cases given in [57]). Apart from glass thickness \( t \), air-core diameter \( D_{\text{core}} \) also
plays a crucial role in the confinement of the fundamental mode. The transmission
windows do not change based on \( D_{\text{core}} \), but CL increases as \( D_{\text{core}} \) gets larger [57].

Moving from the 1D slab waveguide to the simplest case of a fiber structure, we can
assume a high-index glass capillary, which forms two reflective surfaces as depicted in
Fig. 2.3. For a mode existing in the glass ring, the effective refractive index is between
that of glass and air. For a mode propagating in the air-core, the effective refractive index
is lower than that of air. Depending on glass thickness \( t \), multiple transmission bands will
be present, with losses dependant on \( t \) and \( D_{\text{core}} \). The modes guided in the capillary can
be easily calculated using FEM [57] or mode-matching methods [58]. The next step is a
negative-curvature ARF, which is discussed in the following section.

Figure 2.3: Capillary fiber structure, glass with refractive index \( n_1 \), air with refractive
index \( n_0 \), \( t \) is glass thickness, \( D_{\text{core}} \) is the capillary inner diameter and \( z \) is the direction of
light propagation.

### 2.4 Negative curvature antiresonant fibers

The next milestone in HCF development occurred in 2010 with the development of
negative-curvature Kagome HCFs, also denoted as hypocycloid fibers [59]. The rea-
son behind the negative curvature emanated from the idea of removing the attenuation
limit caused by SSL. If the core boundary has a negative radius, the mode-field overlap
will be negligible, thus SSL will be suppressed. The negative curvature represents the
shape of the first glass ring around the fiber core (see Fig. 2.1d) which led to a decrease of
fiber attenuation down to hundreds of dB/km while keeping the bandwidth advantage of
Kagome HCF (around 1000 nm, one octave). Although the attenuation of this negative-
curvature Kagome HCF was still significantly higher than that of PBGF, the bandwidth
was superior to that of the PBGF. Later, in 2016, a negative-curvature Kagome HCF with attenuation of 12.3 dB/km at 1 µm was presented [60].

In parallel, efforts were focused on exploiting the negative curvature while simultaneously reducing microstructure complexity. In 2010 and 2011, the first ARFs with a low-complexity design appeared, showing a simplified PBGF lattice [61], a simplified hypocycloid Kagome lattice [62] and, finally, a tubular lattice [63]. These tubular ARFs did not require a periodic lattice and worked just on the principle of antiresonance. Among the negative-curvature lattice variants, the tubular ARF showed the best performance while using the simplest design which is why it has been further developed (see Fig. 2.1e,f). The lowest current attenuation of a single-ring tubular ARF is 7.7 dB/km at 750 nm [64].

A simple tubular ARF is shown in Fig. 2.4a with a set of glass capillaries around the central air-core, which are in contact with each other. The core boundary is then formed by the glass capillary walls having a negative curvature with respect to the radial direction. The overall geometry of such a tubular ARF (negative curvature fiber) is described by $D_{\text{core}}$, $t$, the capillary diameter $D_{\text{cap}}$ and the number of capillaries $p$ as [57]:

$$D_{\text{core}} = \frac{D_{\text{cap}} + 2t}{\sin(\pi/p)} - (D_{\text{cap}} + 2t).$$

Figure 2.4b shows an example of an advanced type of the negative curvature fiber with non-touching capillaries and parameter $g$ defining the gap - the smallest distance between two adjacent capillaries. This microstructure design eliminates the remaining glass nodes (touching points) which leads to the absence of surface modes and thus improves the bandwidth of the fiber. Furthermore, the addition of the gap leads to better confinement of the core mode, so it reduces CL and, therefore, the overall attenuation of the tubular ARF is lower. The effect of $D_{\text{core}}$ on transmission bands and CL is identical to capillary ARFs.

Antiresonance prohibits the air-core mode from overlapping with the glass material (glass capillaries). This leads to low SSL and low material-induced loss required for low attenuation. Nevertheless, to achieve competitive losses to SSMFs greater coupling suppression between the air-core mode and the cladding modes is required. This coupling suppression is denoted as inhibited coupling [64]. Inhibited coupling is achieved by the already mentioned low overlap between the core and cladding modes and, furthermore, by having a mismatch of core and cladding modes effective refractive indices. Reduction of CL was achieved by adding additional resonators in the tubular ARF forming nested and co-joined tube ARFs which are discussed in the following section.
2.5 Nested nodeless antiresonant fibers

In 2014, a fundamental study was published [65] showing the potential of tubular (negative curvature) ARFs when including additional (nested) resonators inside of each of the existing capillaries (see Fig. 2.1h). The nested capillaries serve as an additional layer of resonators and significantly improve the CL of the ARF. The resulting design is then called nested antiresonant nodeless fiber - NANF. It was also envisioned that NANFs could eventually surpass the attenuation of other HCF types and that of SSMFs due to their negligible optical field overlap with the glass leading to low SSL and high mode confinement leading to low CL. Figure 2.5 illustrates the difference between the PBGF design and the state-of-the-art NANF design on two samples of HCFs used in our experimental work.

Figure 2.4: Tubular (negative curvature) antiresonant fiber structure with: a) touching and b) non-touching glass capillaries.

Figure 2.5: Scanning-electron photograph of two real HCFs with their respective mode-field distributions which were measured by the near-field technique, a) 19-cell PBGF, b) 6-tube NANF.
For state-of-the-art NANFs, SSL is lower than $10^{-1}$ dB/km and CL is only $10^{-8}$ [65]. In [65] it was also shown that for $D_{\text{core}} = 50 \mu m$, SSL and CL are equal, with CL scaling with the core radius $R_{\text{core}}$ as $R_{\text{core}}^{-8}$ and SSL scaling with $R_{\text{core}}^{-3}$.

In [65] it was calculated that for $D_{\text{core}} = 40 \mu m$ the NANF would have attenuation of the 0.1 dB/km level, which would surpass SSMFs in the wavelength region of 1.5 to 2.3 $\mu m$. Increasing the size of $D_{\text{core}}$ would lead to even lower NANF attenuation thanks to the reduction in light overlap with glass. Nevertheless, increasing the core size leads to more guided HOMs, the same as for PBGFs which are unwanted or even detrimental in numerous applications.

The combination of negligible SSL and lowered CL led to practical demonstrations of NANFs with only 1.3 dB/km in 2018 [66] and this attenuation value was significantly decreased just a year later by NANF with attenuation of 0.65 dB/km at 1550 nm [67]. In 2020, a NANF with attenuation of only 0.28 dB/km was presented [68], and, finally, in 2021 record-low attenuation of 0.22 dB/km [16] at 1625 nm was demonstrated challenging the record attenuation of SSMFs with 0.14 dB/km at 1550 nm [69]. This record-low attenuation of NANFs has been supported by using enhanced fiber drawing technology as described in detail in [70]. The mastering of the drawing technology allowed for better control of the fiber structure, which led to the decrease of CL and also allowed for thinner capillary walls and resulted in a shift from the 2nd transmission window to the 1st transmission window (as discussed in simplified version in Section 2.3), subsequently enhancing the low-loss bandwidth of the NANF by a factor of almost 3. Note, that at shorter wavelengths NANFs have already matched or even surpassed the attenuation of solid-core silica fibers [16, 71].

In parallel, in 2018, a different type of a nodeless ARF was presented, a cojoined-tube fiber (CTF) with minimal attenuation of 2 dB/km at 1512 nm [72] (see Fig. 2.1g).

Furthermore, extraordinary polarization purity in ARFs, specifically NANFs operating in the 1st antiresonance window, was presented in 2020 [73], showing cross-coupling between orthogonal polarization modes in the order of $10^{-10}$. This result is crucial for high-performance interferometers and other applications requiring high polarization purity.

Research and technology development have also recently focused on non-silica ARFs to cover wavelengths above 5 $\mu m$. Chalcogenide ARFs have been successfully drawn, e.g., an arched inner structure ARF made of arsenic-sulfide glass showed attenuation below 0.1 dB/m at 10.6 $\mu m$ [74]. Tellurite glass tubular ARF has been presented [75] using fiber extrusion with minimum attenuation of 4.8 dB/m in the vicinity of 5 $\mu m$, where modeling suggests sub-1dB/m levels can be reached once the drawing technology is perfected. Borosilicate 8-tube ARFs have been reported with sub-dB/m attenuation in the VIS region and around 4 dB/m attenuation around 5 $\mu m$ with negligible bending losses [76].
This chapter covers recent achievements in HCF development, focusing on HCF applications and HCF incorporation into conventional SSMF-based systems. I summarize the main research and application fields where HCF advantages have enabled breakthrough results.

3.1 HCF interconnection techniques

As progress was made in HCFs, the question of how to incorporate them into conventional SSMF-based optical systems was at hand. The first and most common option was to use fiber fusion splicing. During fusion splicing the fiber ends are heated and then pressed together to form a permanent and low-loss splice. This process had already been automated and perfected when HCFs first appeared. The main concern was the delicate microstructure of the HCF, especially of PBGFs and Kagome HCFs, which collapse easily when heated. Therefore, modified splicing techniques have emerged for HCF-SSMF splicing with the focus on preserving the HCF microstructure [77, 78]. The modification has been mostly in using an offset heating (by arc, filament or CO$_2$ laser) so that the SSMF is heated more than the HCF, see Fig. 3.1a). Unfortunately, this generally led to low strength splices.

Apart from the splice quality in terms of mechanical strength of HCF-SSMF, two other factors are important. Splice insertion loss (IL) and back-reflection level expressed as return loss (RL). Both these parameters are well known to the fiber-optic community.

For HCFs there are two peculiarities which are not common in the SSMF world. First, RL is critical as the silica (SSMF)-air (HCF) interface has a 4% back reflection (RL of -15 dB). Second, as mentioned above, low attenuation HCFs are inherently multimoded, thus the interconnection of SSMF-HCF can be viewed as a single-mode to multimode coupling (and vice versa at the HCF output). At the input side, SSMF-HCF, the fundamental mode of SSMF is coupled to the fundamental mode of HCF but also into HOMs of HCF which have greater attenuation. This leads to losses caused by input coupling. On the output side, HCF-SSMF, multiple HCF modes are coupled to the SSMF, which acts as a modal filter and again losses are experienced. Additionally, the HOMs propagate with time delay and when coupled back into SSMF, can interfere with the
fundamental mode. This results in a noise, which is especially detrimental in coherent applications.

Initial reports on HCF splicing appeared in 2005 where the effect of an HCF microstructure collapse via an arc-discharge was studied [77]. In the same year, HCFs were spliced for use in gas-cells [78] with insertion loss (IL) of the interconnection of 1.7 dB. In 2006 a more detailed splicing analysis was carried out [79], focusing on 7-cell and 19-cell PBGFs. It was found that the interconnection is not symmetrical. In the case of 7-cell PBGF, for the SSMF-PBGF splice IL of 1.5-2.0 dB was observed, whereas for the PBGF-SSMF splice IL was 2.6-3.0 dB. In the case of 19-cell PBGF, IL was 0.3-0.5 dB and over 2.0 dB for the SSMF-PBGF and PBGF-SSMF splices, respectively.

This unbalanced IL result was extremely important, as it showed a significant effect of HOMs on measured IL, as mentioned above. If the mode-fields of SSMF and HCF are not matched, light is coupled into HOMs which then contribute to the measured IL. For proper IL estimation of any SSMF-HCF/HCF-SSMF interconnection, HOMs must either not be excited at all, or HOM content must be analyzed and accounted for.

Further attempts at HCF-SSMF splicing brought improved IL and were focused on suppressing unwanted back reflections that occur at the glass-air interface. In 2007, splicing of flat and angled-cleaved 7-cell PBGFs was presented [80], with IL of 0.9 dB and 3.0 dB for flat and angled-cleaved PBGFs, respectively, with return loss (RL) of -16 dB and -60 dB. In 2016, splicing of 7-cell and 19-cell angled-cleaved PBGFs [81] brought improved IL of 1-2 dB with slightly lower RL of -50 dB. IL in this work was measured including HOMs which explains the great range of obtained IL values, furthermore, the obtained cleave angle variation was significant, from 7 to 12°. In the same year, high-strength fusion splicing of 7-cell PBGF was demonstrated with IL of 1.3 dB [82].

To achieve sub-1 dB insertion losses, the move to bridge fibers acting as mode-field adapters (MFAs) was necessary. MFAs are placed between SSMF and HCF and accommodate the mode-field difference so that it matches better with HCF. In 2014, mode-field diameter (MFD) accommodation using a few-mode fiber to a 7-cell PBGF was published [83], showing the potential of bridge fibers. Splice IL of only 0.73 dB was obtained for the interconnection.

An interesting solution has recently appeared using micro-optic collimator technology [84], where IL of 0.53 dB was presented for a single SSMF-HCF interconnection with RL better than -45 dB and good HOM suppression (> 20 dB), see Fig. 3.1b).

A tapered SSMF as a coupling option has been theoretically and experimentally investigated [85]. The SSMF taper was designed to match the MFD of the studied HCFs and was then inserted into the HCF core area (see Fig. 3.1c). The resulting IL was, e.g., approximately 0.8 dB for an SSMF-NANF coupling, well below the theoretically predicted values, which was caused by HOMs being present at the detector due to the short lengths of tested HCFs (tens of centimeters).
For higher optical powers (above 1 W) an approach using nanotapers, i.e., nanospikes was proposed [32, 86] where an ultra-thin fiber tip (having a few hundreds of nanometers diameter) is inserted into the HCF and via opto-mechanical forces is then self-aligned in the HCF core. This coupling provided IL of around 3 dB (depending of optical power) and back reflections suppressed below -33 dB.

Just recently a combined approach of fiber tapering and fusion splicing led to a low-loss fusion splicing of an 8-tube NANF with only IL of 0.88 dB for the whole SMF-HCF-SMF system including the specially designed reverse taper acting as MFA [87]. Back reflections were not mitigated via this approach.

An illustrative comparison of different HCF-SSMF interconnection techniques is given in Fig. 3.1, where the fiber-array based interconnection technique in Fig. 3.1d), which we developed, is discussed in detail in Chapter 6.

![Figure 3.1: Illustrative comparison of the main interconnection techniques of SSMF and HCF.](image)

### 3.2 HCF-based applications

Here I provide a brief summary of selected research and application fields where HCFs show their potential. At the end I conclude with observed limitations in state-of-the-art achievements which were the primary impulse for my research.

#### Interferometry

In interferometry, HCFs offer the advantages of low nonlinearity thanks to the negligible light-glass interaction and HCF environmental (temperature) insensitivity [88]. The flagship representative among all fiber-optic interferometric sensors is the Sagnac interferometer acting as a fiber-optic gyroscope (FOG). A proposal of a HCF-based FOG...
was presented in [34] in 2012 using a 7-cell PBGF of 20 m length. Seeing rapid progress, HCF-based FOGs have evolved and are now based on NANFs while providing impressive performance in long-term stability of 0.05 deg/h [89] nearing the requirements for civil aircraft navigation. Additionally, HCF-based FOGs build on ultra-low backscattering and, in 2021, backscattering four orders lower than of SSMFs was reported with a record value of -118 dB/m [90] presenting a four-order better performance than previously reported for PBGFs [91].

Apart from FOGs, HCF-based Mach-Zehnder interferometers (MZIs) have been predominantly used as gas/pressure sensors, such as the one shown in [92], where the refractive index of gas was measured using two segments of 3.3 mm-long PBGFs in the form of an in-line MZI gas sensor. Alternatively, periodic modifications of the HCF inner structure have been used to form MZIs, e.g., in [93] a strain sensor has been realized showing 1.3-times enhanced performance over an unmodified HCF.

An ARF-based interference sensor for simultaneous strain and temperature measurement working on the principle of multi-path interference and antiresonance was presented [94]. In this work, the interference between the fundamental mode and the first HOM showed a significant response to both strain and temperature, while the antiresonance condition also changed. This double response to strain and temperature was observed as resonance dips in the transmission spectrum and, thus, advantageously used to discriminate between the measured strain and temperature. Only short 8-tube NANF samples with lengths below 0.5 m were used, with the best strain sensitivity of -2.23 pm/µε and temperature sensitivity of -17.45 pm/°C.

Similarly, a dual-core ARF has been proposed and demonstrated acting as a supermodal interferometer [95]. The principle of the sensor was based on a dual-core ARF, where both cores were connected via an air channel so that the evanescent field could interact and form supermodes. Once a broadband optical signal was launched into one core, an interference pattern could be observed at the output given by the coherently interfering transverse modes. If external stress (bending) was applied to the dual-core ARF, the interference pattern shifted in wavelength and this wavelength shift was observed and calibrated to the stress value. Using this approach a high pressure sensitivity of 39.3 nm/MPa with low temperature cross-talk was obtained.

Temperature-insensitivity of HCF-based optical systems has been further studied. The behaviour of coated and uncoated HCFs down to cryogenic temperatures has been investigated using an MZI approach [96] presenting a temperature-insensitive HCF operation at around -70 °C for a bare 19-cell PBGF.

Fiber Fabry-Pérot interferometers (FFPIs) are widely used based on HCFs as the HCF acts as an air cavity with its long length and high level of light confinement. An analysis of a gas refractive index has been shown using a 7-cell PBGF spliced on SSMF on both sides forming a 24.9-mm long cavity with a resolution of $10^{-6}$ RIU (refractive index
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Vibration sensing using a 18.5-mm long Kagome-ARF cavity spliced on SSMF on both sides has been demonstrated with a broad 1-20 000 Hz measurement range while being temperature insensitive [98]. A thickness measurement using a capillary HCF-based cavity has been proposed to analyze graphene-oxide layers down to a thickness of 0.21 nm [99]. An FFPI for high-temperature sensing based on the Vernier effect has been proposed using a simplified HCF with a maximum measurable temperature of 1050 °C [100]. Relative humidity detection has been made possible using graphene-quantum dots in polyvinyl alcohol injected in the HCF [101]. This FFPI sensor showed good linearity and a broad relative humidity range of 13-81%.

**Data transmission**

HCFs are especially suitable for data transmission thanks to their low latency [14], low nonlinearity [15], and, in the case of NANFs, extreme bandwidth and low attenuation. In 2019, data transmission over a 1-km-long NANF (bandwidth of 700 nm, attenuation of 6.6 dB/km at 1550 nm) was demonstrated with 50 Gbit/s On-Off Keying (OOK) and 100 Gbit/s 4-level Pulse Amplitude Modulation (4PAM) signals [102]. The same year, a 4.8-km-long NANF segment with attenuation of 1.18 dB/km at 1550 nm was used in a recirculating loop [103], which allowed for a data transmission over a 341-km-long NANF link with a better pre-forward error correction bit error rate than 3·10⁻². Furthermore, in 2019, a nonlinearity-free coherent transmission was presented with a total data rate of 6.8 Tbit/s using a 270-m long 7-tube ARF [104].

To demonstrate ARF broader bandwidth (exceeding 1000 nm, i.e., one octave) compared to PBGFs (maximum hundreds of nanometers), a study using 10 Gbit/s OOK non-return-to-zero (NRZ) transmission parallel at 1065, 1565 and 1963 nm was carried out showing outstanding performance at all selected wavelengths [105].

Furthermore, low latency communication has been shown using this first HCF cable on a dense wavelength-division multiplexing (DWDM) transmission with 35 channels of 10 Gbit/s OOK NRZ data rates. Another important result from 2020 discusses the low thermal sensitivity of HCFs, in this case for optically-switched data centers [106]. Here, HCFs can drastically reduce the optical switching complexity in terms of clock recovery by eliminating the temperature dependent refractive index and length variations of SSMFs, as HCFs have around 20 times lower temperature dependence.

For practical use of HFCs in communications, an 11-km long PBGF was drawn in 2016 [107] to show the high uniformity of fiber parameters. In the next step, PBGF with shunt cores to reduce HOMs was presented in 2020 in the form of an optical cable [108]. These results can be treated as the first step to practical HCF data communication. In 2021, Lumenisity launched the field deployment of its state-of-the-art 5-tube NANF, already in a cabled version, for a 48x DWDM system with more than a 1000 km reach [109] with a total C-band throughput of 38.4 Tb/s considering a system at 800 Gb/s (less than 200 km reach).
Gas sensing

As discussed, HCFs are excellent candidates for highly sensitive gas-sensing applications [110] especially due to their almost 100% mode-field overlap with the studied gas analyte. HCFs also allow the possibility to construct long-length gas cells which substitute the need for conventional multi-path free-space cells [111]. Among HCFs, ARFs provide a homogeneous and low-defect structure with the substantial mitigation of HOMs, thus becoming the most suitable for gas cells. A further advantage of silica ARFs for gas sensing is their MIR transparency. Even though silica is opaque above 2.4 µm, thanks to the negligible overlap of the core mode with the glass material, silica ARFs can work up to 4.0 µm with reasonable attenuation of 1.5 dB/m [112].

The common approach to analyzing gases is to use infra-red (IR) spectroscopy [113]. A recent overview of laser-based sensing is provided in [114] which discusses HCF filling options, measurement configurations and the use of PBGFs, ARFs and capillary fibers. In general, it was observed that capillary fibers suffer from significant background noise caused by HOMs [115]. For HCFs, the filling time is a limiting factor, as was theoretically studied in [116] which compared a 1.1-m long 7-cell PBGF with a core diameter of 10 µm and a Kagome ARF a core diameter of 10 µm. The results of the analysis showed that the filling time should be reduced to 10 s for the Kagome ARF from 19 s for the 7-cell PBGF, however both cases require gas pressure of 4 atm. Drilling using a femtosecond laser or dividing the PBGF into several subsections have been proposed to overcome the filling time limitation [117, 118]. Furthermore, as with capillary fibers, PBGFs suffer from HOM-induced interference noise. ARFs have shorter filling times thanks to their larger core diameter, reducing the time to an order of seconds, whereas the HOM noise limitation is still present.

To overcome noise stemming from HOMs, the photothermal spectroscopy approach has been employed for HCFs, e.g., in [119] acetylene detection down to order of ppt was demonstrated using a 4.67-m long 7-tube ARF. Another complementary detection technique, the Raman spectroscopy, was found to be especially advantageous when studying multi-component gas analytes as it does not require a strict wavelength to match the respective absorption line [120].

Other recent achievements from 2020 using ARFs have shown, e.g., sub-ppm carbon oxide detection at 2.3 µm based on laser absorption and an 8-tube ARF [121], 2.2 ppb acetylene sensing using photothermal spectroscopy in an long-period-grating-assisted ARF [122], or using non-silica ARF for the sensing of nitrous oxide at 5.24 µm with a detection limit at 20 ppb per volume [123].
Gas-based lasers, supercontinuum generation and pulse shaping

The possibility of filling HCFs with specific gases has led to major achievements in the research of supercontinuum generation, pulse self-compression, deep-UV and MIR lasers, and Raman frequency combs. Gases allow for vast tunability in both their linear (dispersion) and nonlinear properties simply by varying gas pressure and the gas composition. Once gas is injected into the HCF core, a maximum interaction between the propagating high-intensity light and the gas can be achieved. Furthermore, ARFs, in particular, are good candidates for the MIR region, even when made of silica, as the fundamental mode overlap to the glass cladding is negligible.

The concept of gas lasers using HCFs builds on the advantages of a high damage threshold, good heat management and very high quantum efficiency [124]. The possibility of having pressurized gas confined in the small HCF core has been very appealing, leading to the HOFGLAS (Hollow-core Optical Fiber Gas LASers) concept. The results from the first decade of experiments from 2002-2012 are well summarized in [111].

Recently, with ARFs becoming more widespread and mature, MIR gas lasers have been presented, mostly pumped with easily accessible C-band pulsed lasers. A step-tunable laser for a range of 3.09-3.2 µm, based on acetylene-filled 6-tube ARF with CW power of 0.77 W, was demonstrated in 2018 [125] surpassing the result from 2017 [33] using a Kagome ARF also filled with acetylene and lasing at 3.1 µm. Recently in 2019 and 2020, two papers presented gas lasers with an emission above 4 µm. First, a 4.6 µm laser using an N₂O-filled Kagome ARF [126] with quantum efficiency of 9% and second, a Raman laser using hydrogen-filled 7-tube ARF delivering 17.6 µJ pulses at 4.2 µm with 74% quantum efficiency [127]. The results in [127] are state-of-the-art in terms of quantum efficiency and pulse energy for gas lasers based on HCFs above 3 µm.

Using ARFs, deep-UV (200 nm) up to MIR (4000 nm), multi-octave supercontinuum has been demonstrated for a 7-tube ARF filled with argon at 30 bar [128] in 2019 and later expanded to 5000 nm using helium filling [129] and NANF. Supercontinuum generation is closely tied to soliton dynamics and pulse compression, where, e.g., in [130] sub-femtosecond pulses were obtained, comparing the conventional pulse post compression using gratings with the HCF capability of pulse self-compression inside the fiber.

Apart from lasers and nonlinear optics, other applications worth mentioning are, e.g., the use of acetylene-filled PBGF to form an optical frequency standard discussing 4 types of PBGFs [131] where frequency instability of only 4x10⁻¹² Hz over 10⁴ s was achieved.

High-power beam delivery

For high-power beam delivery, HCFs are extremely interesting due to their high damage threshold [37, 132] which rises from the negligible field overlap with the glass material. From particular power levels (depending on a continuous-wave or pulsed regime and on
particular wavelengths) HCFs, or more specifically ARFs, are the only option, as solid-core fibers are limited by their glass material damage threshold. For silica glass the damage threshold is in order of nano-Joules (e.g., in the order of MW for picosecond pulse regime [133]), for PBGFs then in order of micro-Joules [36]. The other factor is fiber nonlinearity, where air has nonlinearity $\gamma$ of almost two orders lower than silica ($\sim 6 \cdot 10^{-23} \text{ m}^2/\text{W}$ and $\sim 2 \cdot 10^{-22} \text{ m}^2/\text{W}$, respectively [134]).

Works focused on femtosecond pulses reported self-compressed pulses down to 50 fs [135] and 44 fs [136] at milli-Joule energy levels. Both these works used hypocycloid Kagome ARFs with a 1030 nm ytterbium laser source. Nanosecond pulse transmission of 45 W average power at a wavelength of 1980 nm has been demonstrated recently [137] showing promising capabilities of ARFs for MIR beam delivery.

A study considering ultra-short pulse propagation in ice-cream cone shaped ARF [138] has confirmed an increase in the power threshold by at least 14 MW once the ARF is filled with argon gas and by 26 MW once ARF is evacuated. Similarly, in [135] helium proved to significantly increase power thresholds. Practical applications in laser machining, its limitations and the advantages of HCFs are discussed in [139], showing an existing commercial tool. New possibilities appear in the UV region with ARFs, as presented in [140] showing the delivery of 17 ns pulses at 266 nm with energy of 0.46 $\mu$J.

**Microwave photonics**

In microwave photonics, SSMFs substitute lossy coaxial cables at frequencies over 10 GHz for longer distances (tens of meters and more) thanks to their low attenuation (0.18 dB/km compared to >1 dB/m for coaxial cables). Nevertheless, the nonlinear behaviour of SSMFs (e.g., stimulated Brillouin scattering, Kerr nonlinearities) limits their use in radio-over-fiber (RoF) systems in terms of maximum optical power that can be transmitted without signal distortions.

HCFs offer low nonlinearity which is vital for analog signal transmission in microwave photonics and can eventually lead to completely passive remote antenna unit design consisting of just a photodiode and antenna. The key enablers are high-power photodiodes, where significant progress has been reported, e.g., in [141] showing -0.4 dBm, 10 dBm and 14.3 dBm at frequencies of 18 GHz, 12 GHz, and 5 GHz, respectively. On the source side, high-power narrow-line-width lasers have been presented [142] together with high-power handling Mach-Zehnder modulators [143], which are typically used for analog signal modulation on the optical carrier.

A significant advantage of HCFs is their environmental (mainly thermal) insensitivity [88], which may be exploited for stability enhancement in radio-over-fiber (RoF) links. Temperature changes result in two effects, the glass refractive index variation and the change of the fibre length. In SSMF the refractive index change has about 20 times larger magnitude than the fiber length change and thus contributes to approximate
95% of the total fiber thermal sensitivity. SSMFs have a thermal coefficient of delay (TCD) $\approx 40$ ps/km/K [144]. Therefore, guiding light in an air-core eliminates the majority of thermal effect contribution as PBGF exhibit TCD of $\approx 2$ ps/km/K. This low sensitivity to temperature is especially interesting for delay lines used, e.g., in clock distribution or 5G networks. Zero temperature sensitivity has been shown for PBGFs [145] where TCD was measured to be 0.37 ps/km/K at 1609 nm and -0.28 ps/km/K at 1612 nm. Therefore within a narrow band TCD was almost 100 times lower than that of SSMF.

Another application of HCF-based systems in microwave photonics lies in ultra narrow-band filtering of RF signals, e.g., by using gas-filled HCFs with enhanced Brillouin performance which can be used for filtering and signal processing [146].

### 3.3 Limitations and challenges

For many of the above-mentioned research fields where HCF excels, there are still limitations which need to be addressed. One of the key challenges is the HCF to SSMF interconnection where more diverse techniques are required to fulfill the various demands on the interconnection properties, e.g.:

- **HCFs** have already demonstrated extremely low attenuation suitable for long-haul **data transmission**, thus a low-loss interconnection of HCF is appealing.

- 5G networks and **microwave photonics** are on the rise and fiber-optic links represent a substantial segment in combined RF-optical networks. Even though conventional SSMFs bring numerous advantages over metallic (coaxial) cables, they are still limited by nonlinearity and they exhibit non-negligible latency and dispersion.

- **Gas cells** are typically built in a laboratory environment where light is coupled via lens-systems, which is complicated and cumbersome. Alternatively, gas cells can be fusion spliced to solid-core fibers resulting in poor performance with **high IL of the interconnection** and **unwanted back reflections**.

- PBGFs for **gas cells** suffer from slow filling times, where ARFs reduce the filling time thanks to larger core diameter. Nevertheless, it would be highly advantageous to have a multi-path HCF-based gas cell to reduce the filling time. Highly-reflective coatings are necessary for such a multi-path cell.

- HOM-caused interference can be viewed from two perspectives. First, it can be used for sensing, mostly strain (as discussed above). Second, it is a source of noise in many applications which is especially critical in high-power delivery, ultra-sensitive interferometry and sensing (such as fiber-optic gyroscopes) and data communication. To eliminate HOM interference (often denoted as multi-path interference) or to selectively excite them, special **coupling methods need to be developed**.
• **HOMs** are a significant source of noise for high-resolution gas sensing, fiber-optic gyroscopes and high-finesse Fabry-Pérot fiber interferometers. Therefore, strictly **fundamental mode excitation** is required.

• **HCF-based FOGs** require a stable, low-loss and especially low-back-reflection interconnection. E.g., state-of-the-art results [89] presented free-space optics coupling with 0.65 dB insertion loss on the coupling. Still the back reflection at the silica-air interface has not been satisfyingly addressed.

• Compact **gas lasers** require a permanent interconnection with a defined reflection/transmission coefficients, which can be achieved via **optical coatings** at the SSMF-HCF interconnection boundary.

• In low-attenuation state-of-the-art NANFs [67, 68], lowest-order HOM (LP_{11}) propagates with attenuation of only a few dB/km, whereas all other HOMs have attenuation in the order of hundreds or even thousands of dB/km. Therefore, to obtain **single-mode guidance**, HOMs must not be excited, which can be achieved by advanced coupling techniques. However, with the newest NANFs [16] HOMs are attenuated significantly, with LP_{11} mode propagating with attenuation of over a 2000 dB/km. In this case coupling into HOMs would result in increased loss of the fiber-optic link.

Based on the above-mentioned points, it is clear that a low-loss interconnection between HCF and SSMF is desired. Apart from being low-loss, the interconnection should be i) permanent and mechanically strong to enable HCF-based component transportation and practical (not only laboratory) applications; ii) it should be hermetically sealed to prevent humidity (atmospheric) degradation of HCF and allow employment in high-pressure gas cells; iii) it should suppress HOMs to reduce system noise and unwanted interference; iv) it should allow deposition of optical coatings to either reduce back reflections (and reduce transmission loss) or to form high-finesse resonator.

All these points lead to the proposal, design and validation of a new type of HCF-SSMF interconnection and open several new research fields which will both be discussed in the following chapters.
Aims of the thesis

Given the above-mentioned state-of-the-art in Chapter 2 and Chapter 3, it is clear that there is a significant interest in application of HCFs. However, to facilitate the transition from laboratory to practical implementation of HCFs a novel interconnection technique with SSMF is highly desired, as summarized in Section 3.3. For that we first have to address several milestones.

1. Required know-how with specialty optical fibers:
   
   • To propose an approach of a permanent fiber interconnection between soft-glass (having different refractive index) or microstructured optical fibers (different MFD) and SSMFs, where fusion splicing is not preferred because of high temperatures and damage to optical coatings.
   
   • To examine various sensing approaches such as refractometry and spectroscopy using specialty optical fibers. Study methods of microstructured fiber filling with particular analytes.
   
   • To prepare simulation models for efficient coupling to microstructured optical fibers with specific parameters such as mode-field distribution, chromatic dispersion, guided modes, etc. and to experimentally verify those parameters.

2. Innovative interconnection of hollow-core fibers to conventional fiber-optic systems:
   
   • To identify possible means of HCF interconnection, compare to state-of-the-art approaches.
   
   • To design, develop and verify a novel approach to HCF interconnection capable of low insertion loss, low back reflection and fundamental mode excitation.
   
   • To evaluate long-term and thermal stability of our HCF interconnection.
3. HCF-based components with application in interferometry and microwave photonics:

- To evaluate photonic link performance first using SSMFs; to test high-frequency 5G bands, analyze radio-over-fiber (RoF) performance limits in terms of fiber chromatic dispersion, attenuation and nonlinearity.

- To study possible HCF applications in upcoming 5G networks; to design Fabry-Pérot fiber interferometers acting as microwave photonics filters with high environmental stability.

- To design and prepare long-length Fabry-Pérot resonators based on novel HCFs, e.g., antiresonant optical fibers while providing a detailed parameter analysis.
Required know-how with specialty optical fibers

The novel work on HCFs covered in this thesis required specific preliminary steps to be carried out. These preliminary steps were focused on solid-core optical fibers and microstructured optical fibers based on non-silica (soft-glass) materials and/or significantly different MFD compared to SSMFs. The developed methods were then advantageously used for the following HCF research.

First, I will focus on chalcogenide optical fibers on which the idea of the fiber-array based interconnection of dissimilar fibers was experimentally verified for the first time. Next, I will discuss our achievements in microstructured optical fiber filling with liquid analytes and results in the field of refractometric detection of liquids. Last, our outcomes of microstructured optical fiber modeling, which provided a basis for later HCF coupling modeling together with experimental PCF characterization, will be overviewed.

5.1 Interfacing chalcogenide fibers to SSMFs

At first, we focused on step-index arsenic-selenide (As₂Se₃, refractive index (RI) \(n = 2.8\) at 1550 nm) and arsenic-sulfide fibers (As₂S₃, \(n = 2.4\) at 1550 nm). One aim was to exploit the high nonlinearity of As₂Se₃ (nonlinear coefficient of 1300 \(W^{-1}km^{-1}\) at 1550 nm) for all-optical signal processing in the 1550 nm band and for supercontinuum generation. We had at our disposal a single-mode As₂Se₃ fiber with core diameter of 6.3 \(\mu m\), 0.6 dB/m attenuation at 1550 nm and single-mode mode cut-off at approximately 1300 nm. The critical factor was the interconnection of the As₂Se₃ fiber to standard SSMF (SiO₂, \(n = 1.45\) at 1550 nm).

First, for nonlinear processes to be effective, one needs to increase the optical power significantly, thus reflections caused by the refractive index mismatch might be detrimental. For the As₂Se₃-SiO₂ interface, the reflection exceeds 10 %, which also means Fresnel losses of almost 0.5 dB at a single interface. Therefore, we came up with the solution of using optical coatings, more specifically anti-reflective coatings, to smoothen the RI difference.

Second, chalcogenide glasses are soft-glasses with melting point around 200 °C and release highly toxic fumes, if heated. Therefore, fusion splicing was not an option, moreover it would prevent the application of optical coatings because of the high temperature during
Figure 5.1: Results of interconnected 4.5-m long As$_2$Se$_3$ fiber interconnected on both sides to SSMF, a) wavelength dependence of insertion loss [C1], b) supercontinuum generation when pumped with a 2 ps laser at 2000 nm at various average optical power levels.

splicing. We considered the idea of employing a modification of a well-known approach of interconnecting fiber arrays to planar photonic chips, using just two fiber arrays, one featuring the chalcogenide fiber and the other the SSMF. The SSMF fiber-array would have the AR coating deposited on its end-facet. The advantage of the fiber-array approach is that it needs temperatures up to only 100 °C (glue curing temperatures), which optical coatings can withstand.

Third, the As$_2$Se$_3$ fiber had a smaller core diameter than SSMF, which led to a MFD mismatch causing additional losses. Therefore, MFA based on a bridge fiber was proposed and spliced on the SSMF. The bridge fiber was a bend-insensitive single mode fiber with 1 µm smaller MFD than SSMF, thus being closer to the As$_2$Se$_3$ fiber. The MFA-SSMF component was placed in the fiber-array with the AR coating deposited on the fiber-array end-face.

The final component thus included a designed optical coating for the As$_2$Se$_3$-SiO$_2$ interface which was deposited at the MFA polished end-face and finally assembled using the fiber-array approach [C1]. Results of a 4.5-m long As$_2$Se$_3$ fiber interconnected on both sides to SSMF via a short segment of the bridge fiber are presented in Fig. 5.1a. The overall IL at 1600 nm was close to 5 dB, which provided an interconnection IL of less than 1 dB once As$_2$Se$_3$ fiber attenuation (<1 dB/m) was excluded. Figure 5.1b shows supercontinuum generation with this interconnected sample when pumped with a 2 ps laser at 2000 nm.

This was a significant step to the state-of-the-art HCF interconnection we later developed as it introduced a new interconnection approach, considered a simple MFD accommodation and included AR coatings. In Fig. 5.1a we can see that the IL spectral profile is not flat, which was due to less than ideal MFD matching and possible HOM excitation, as the interconnection technology was still immature.
5.2 Specialty optical fibers for the detection of liquids

In parallel with the work on single-mode chalcogenide fibers, we also focused on microstructured optical fibers, specifically on silica and lead-silicate suspended-core PCFs (SC-PCFs). Here, the main aim was to design a simple refractometric sensor to measure only changes in detected power and not the spectral profile. The biggest challenges were to efficiently couple light into small 1.4-4.0 µm core diameters of studied SC-PCFs and to obtain the highest possible detection sensitivity in a broad RI range.

To acquire high resolution and sensitivity, it is necessary to maximize propagating field overlap with the measured analyte. In this aspect, we modelled SC-PCFs with small core diameters, high evanescent wave power fraction in the particular analyte and optimal sensing parameters (resolution and sensitivity), which we had subsequently ordered to be drawn.

For the sake of comparison, we also studied tapered SSMFs, which, when tapered to similar diameters as the core diameters of SC-PCFs, should behave similarly (see Fig. 5.2 for an illustrative schematic of the sensor operating principle based on SC-PCF and tapered SSMF). The rationale behind this comparison was that the same sensing performance results in us working with either a low-cost tapered SSMF which is fragile and unprotected, or having to inject the liquid in the SC-PCF where the core is protected by the fiber itself at the cost of the challenging light coupling, fiber cleaving and high fiber price.

![Figure 5.2](image-url)

**Figure 5.2:** Refractometric principle of a) an SC-PCF sensor, 1 = solid pure silica glass core \((n_1)\), 2 = cladding with 3 air-holes \((n_2)\), 3 = pure silica cladding \((n_1)\), and b) a tapered SSMF sensor, \(n_1\) is doped silica core, \(n_2\) is pure silica cladding, \(l_1\) is the waist region, \(l_2\) and \(l_3\) are the transition regions and \(l_3\) is the untapered SSMF, c) an SEM image of one of the tested SC-PCFs with 2.75 µm core diameter [J2],[J4].

Our findings are reported in five journal papers [J1-J5] and showed that SSMF tapers and silica SC-PCFs exhibited similar performance with a resolution in the order of \(10^{-4}\)
RIU for the detection of liquids with RI in the range of 1.318 (RI of water at 1550 nm) to 1.430 (limited by the RI of silica).

Our results achieved in the field of refractometry have generated interesting findings, tremendous experimental know-how and fiber filling expertise (see Fig. 5.3 showing equally-filled SC-PCF holes). Still, new challenges appeared, especially regarding coupling into small core diameters where repeatability and stability has proven to be a critical factor. Using a firmly interconnected fiber with a bigger core would definitely bring enhanced sensing performance.

Furthermore, in cooperation with the team from Saratov State University, we carried out experimental work in the field of MIR evanescent-wave spectroscopy focusing on chalcogenide multimode step-index fibers as chalcogenide fibers are one of the best candidates for MIR transmission thereby opening vast sensing possibilities. In our investigation of light coupling and HOM excitation, we were interested in studying the fundamentals and possible ways of sensitivity enhancement using selective HOM excitation in chalcogenide fibers. These efforts resulted in the study of selective mode sensitivity for the detection of liquids above 2000 nm based on evanescent-wave spectroscopy [J6].

Nevertheless, selective mode excitation proved to be challenging, as the experimental work with chalcogenide fibers required an extremely delicate and cautious approach due to their fragility and toxicity.

Therefore, HCFs were the logical step forward as HCFs can provide almost 100% mode overlap with the analyte, their mode-field distribution can be well defined, selective HOM excitation is possible, and they guide well into MIR up to approximately 4.5 µm even when made of silica.

5.3 Modeling and characterization of PCFs

As we were working with specialty optical fibers, mainly PCFs, having accurate fiber parameters and close-to-reality models was a must. Both for evanescent-wave estimation or nonlinear response calculation, precise knowledge of the PCF parameters is needed.
5.3. MODELING AND CHARACTERIZATION OF PCFS

Figure 5.4: Real hexagonal solid-core lead-silicate PCF and its structural parameters, chromatic dispersion curve - measured vs. calculated for an ideal and real (based on an SEM image of the PCF) model [J10].

However, as fibers are drawn, distortions from the ideal design occur and can considerably affect the desired application in various magnitude.

We first modelled solid-core chalcogenide PCFs, with a focus on a hexagonal PCF lattice, where the model incorporated PCF lattice deformation that occurs during the fiber drawing process. These deformations then have impact in practical applications, such as supercontinuum generation [J7]. Afterwards, a flat-chromatic-dispersion PCF for fiber-optic telecommunications was designed [J8].

Parallel studies of SC-PCF modeling for evanescent-wave sensing were carried out resulting in a generalized SC-PCF model for the detection of liquids [J9] as discussed in the previous section. Furthermore, we characterized the chromatic dispersion of lead-silicate PCFs over a broad wavelength range [C2].

As a result of our efforts at precise modeling and fiber characterization, we published an overview of our work in a paper summarizing accurate PCF modeling and relevant characterization techniques [J10]. The paper described the whole process from acquiring an unknown PCF, to PCF model creation and possible experimental techniques to verify the model’s accuracy. We have demonstrated how even a slight variation of RI can shift the zero-dispersion wavelength significantly. Figure 5.4 shows the calculated vs. measured chromatic dispersion profile for a hexagonal solid-core lead-silicate PCF.

This work allowed us to acquire the know-how in the field of PCF simulation and characterization and serves now as a basis for HCF interconnection design and HCF characterization, mainly for precise MFD measurement which is critical in determining how to approach the ideal MFD accommodation.
Hollow-core fiber interconnection to conventional fiber-optic systems

So far, the practical implementation of HCFs has been generally limited to laboratory applications where the latest achievements with cabled HCFs [108, 109] pave the way for more widespread use of HCFs. Still, the difficulty in connecting HCFs with existing fiber-optic systems that are mostly based on SSMFs remains as discussed in Section 3.1. This is especially true for 19- and 37-cell PBGFs and state-of-the-art NANFs having core diameters over 30 µm. Additionally, precise MFD matching must be carried out so that HOMs are not excited. Using lenses with precise alignment is not a viable long-term solution due to limited time stability. A solution involving connectors is challenging as well, as the exposed HCF is susceptible to mechanical damage or a humid environment [147]. Therefore, a permanent and hermetic interconnection is required, as with conventional fiber-optic components.

Key requirements of the interconnection, apart from being permanent and hermetic, are:

- Low insertion loss
- Suppressed back reflections on the silica-air interface, i.e., low return loss
- Strict fundamental mode excitation (suppression of HOMs)

6.1 Proposed fiber-array-based HCF interconnection

When we first came up with the idea of an alternative HCF-SSMF interconnection approach, the best interconnection result had not yet been reached by a splice, but by using an HCF connector [148] and a large-mode area (LMA) single-mode fiber acting as a mode-field adapter (afterwards spliced to SSMF) with a benchmark IL of 0.3 dB and RL of -31 dB thanks to a deposited anti-reflective (AR) coating on the LMA fiber.

Prior to HCFs, we used AR coating to accommodate the difference in refractive indices and bridge fibers to accommodate MFD for the interconnection of solid-core chalcogenide fibers to SSMFs. The deposition of AR coating, or generally any optical coating, was
extremely appealing for HCFs. However, fusion splicing prohibits the use of optical coatings due to high temperatures during splicing. Therefore, we have developed a new alternative interconnection technology for HCFs, which was originally envisioned to provide MFD accommodation, low IL and to suppress unwanted back reflections, i.e., low RL.

**PBGF interconnection**

Based on previous know-how, I have proposed a PBGF-SSMF interconnection method based on a modified fiber-array technology [J11], which solves the issue with back reflections by allowing the deposition of optical coatings. Furthermore, fundamental mode coupling is achieved by using mode-field adapters in the form of commercially-available graded-index multimode (GRIN) fiber-based MFAs.

As a result, in 2019, we published, in collaboration with the Optoelectronics Research Centre, University of Southampton, a low-loss, low-back-reflection reciprocal PBGF-SSMF interconnection [J11]. The interconnection was based on modified fiber-array technology and GRIN MFAs using OM1 type GRIN fibers which provided maximum MFD of around 20 µm once spliced on SSMF (very close to the MFD of our PBGF). This first result showed state-of-the-art IL per a single interconnection of 0.30 dB for fundamental mode coupling and RL of almost -30 dB, which are comparable values to [148], but with a significant advantage of having a permanent and hermetic interconnection, whereas in [148] a connector approach was used which does not protect the HCF end-facet from mechanical damage nor does it protect it from atmospheric effects, dust, etc. Moreover, in [148] an in-house drawn LMA fiber was used, whereas we employed a commercially available multi-mode GRIN fiber acting as the MFA.

The basic principle of the interconnection is depicted in Fig. 6.1 showing the two fiber arrays before gluing. First we use a 1-channel fiber array for the solid-core fiber and mode-field adaptation (Fig. 6.1a)). We fusion splice GRIN fiber to the end of the input SSMF. We cleave the GRIN fiber to a length longer than the target length (calculated in simulation models) and insert the spliced SSMF-GRIN segment into the fiber-array before gluing it in place. Finally, we polish the fiber-array end-face until the desired GRIN length is achieved. This process allows for very precise control of the GRIN fiber length (µm-level), which is essential for low-loss interconnection. Subsequently, we deposit the AR coating on the GRIN end-facet.

HCF cannot be polished in the V-groove in the same way as the solid-core GRIN fiber because of the possible damage to the delicate microstructure and ingestion of polishing products. Thus, we modified the FA assembly procedure for HCF, which also takes into account the fact that HCF generally have non-standard outer diameters which can vary from HC-PBGF sample to sample. The fiber array is again a 1-channel type, but includes three V-grooves. The two side V-grooves are used to set the vertical gap between the upper
and lower blocks of the fiber array by using HCF segments made of the same fiber (same diameter) as that to be used in the interconnection. At this stage, we intentionally leave the central V-groove empty. Subsequently, the HCF fiber array is polished and cleaned. After that, we insert a freshly cleaved HCF into the central V-groove and precisely align its end-face with the front edge of the fiber array (see Fig. 6.1b)).

Figure 6.1: Principle of the fiber-array-based interconnection of hollow-core to solid-core fiber, a) solid-core fiber with spliced mode-field adapting fiber segment in a 1-channel fiber-array, b) hollow-core fiber in a 3-channel fiber-array, where the side channels serve for precise gap setting [J11].

Fig. 6.2 then shows both fiber-arrays glued together at temperatures below 80°C (considered a "cold splice" technique). Our interconnection can essentially work for any HCF with any solid-core fiber, while any optical coating can be deposited.

Figure 6.2: a) glued fiber-array interconnection, b) used 19-cell PBGF SEM image [C3].

Furthermore, we were able to suppress HOMs significantly by precise alignment and MFD matching. For monitoring HOM content, we employed a simple, but powerful, method of using the Fourier transform of the measured HOMs and fundamental mode
interference pattern by an optical spectrum analyzer. It was thus possible to calculate
the relative amplitude of the propagating HOMs and to know which HOMs propagate in
the particular HCF so we can effectively mitigate them by design of the interconnection.
This technique is described in detail in [J11]. An example of the interference pattern for
a 10-m-long PBGF is shown in Fig. 6.3a). The Fourier transform is shown in Fig. 6.3b)
where we can also see greater than 30 dB suppression of all HOMs.

![Figure 6.3: Higher-order mode interference pattern in a 10-m-long PBGF. (a) Measured using an optical spectrum analyzer and (b) its Fourier transform [J12].](image)

**NANF interconnection**

Our first result [J11], showed very low HOM excitation (as shown in Fig. 6.3), which is
welcomed in many HCF applications. Nevertheless, PBGFs are inherently multi-modal
and HOMs propagate with low attenuation, so, even with high HOM suppression, PBGF
still exhibits multi-modal behavior. The next logical step was to move to ARFs, specifically
NANFs, which have currently surpassed PBGFs in most aspects. Working with state-of-
the-art NANFs provided by the University of Southampton and using our interconnection
approach, we modified graded-index MFAs for NANFs and preliminary results showed IL
below 0.5 dB with RL of -35 dB using an improved AR coating in 2019 [C4].

Thanks to the fact that the NANF has 6 tubes it has much closer mode-field distribution
to a Gaussian distribution than the previously used PBGF which is critical for our
low-loss coupling of SSMF to NANF and vice versa. An image of an experimental NANF
overlapped with its mode-field distribution can be seen in Fig. 6.4.
6.1. PROPOSED FIBER-ARRAY-BASED HCF INTERCONNECTION

Just recently we published a record-low-loss interconnection of SSMF-NANF with only 0.15 dB and RL below -40 dB [J13]. The fundamental coupling limit was calculated to be 0.08 dB, therefore we are just 0.07 dB from the minimum theoretical IL value as shown in Fig. 6.5. The cross-coupling to HOMs was almost negligible with -35 dB cross-coupling into the LP

The key in getting close to the fundamental limits was that we achieved almost perfect mode-field overlap and strictly fundamental mode excitation. This was enabled by calculating the proper GRIN length using our in-house developed models, by precise polishing of the MFA to the desired lengths, by having high-quality AR coatings and by precise alignment and optimized final gluing procedure. We used an OM2 GRIN fiber type instead of OM1, as OM2 based MFA provided slightly larger MFD which was closer to the MFD of NANF (∼ 24 µm).

Further progress in achieving lower IL is limited by the mode-field shape and is thus defined mostly by the specific HCF. Better mitigation of HOMs is not necessary for the majority of applications, as commonly cross-coupling below -25 dB into HOMs is considered as single-mode regime.

Lower RL is possible by using better AR coatings or by angled-coupling, as we recently demonstrated with RL better than -60 dB while keeping the IL below 1 dB for the whole SSMF-NANF-SSMF system [C5]. We used an angled MFA polished to the desired length, i.e., MFD. We tested MFAs polished at angles ranging from 0 to 10°. Results for the boundary angles of 0° and 10° and 10 are presented in Fig. 6.6. We can see that the 10° angled MFA suppresses the back-reflections over a broad wavelength range.

Figure 6.4: (a) Measured mode field distribution at the output of NANF overlaid with the captured image of the NANF core area. (b) Simulated fundamental mode field distribution overlaid with the NANF microstructure acquired by SEM. (c) Mode field profiles from (b) along the two principal axes shown in (b). (d) Averaged axis 1- and 2-mode field profiles from measurement and simulation. (e) Mode field profile from (c) and its Gaussian fit [J13].
Figure 6.5: Coupling loss between NANF fundamental mode and output of GRIN mode field adapter. Black dotted line show the theoretical minimum loss, red dashed line shows minimum coupling loss of NANF with a GRIN fiber type OM2 based MFA and black line shows minimum coupling loss of NANF with a GRIN fiber type OM1 based MFA [J13].

Figure 6.6: Results of a flat and 10° angled MFA interconnection between SSMF and a 6-tube NANF, a) measured HOM interference pattern, b) return loss [C5].

6.2 Long-term stability of the interconnection

Considering the practical application of our interconnections, long-term stability must be ensured, especially with regard to temperature variations and humidity effects. At first, we focused on the thermal behaviour of our interconnection (bearing in mind to test humidity effects in the very near future) and prepared 3 samples of PBGF-SSMF interconnections where the choice of PBGF vs. NANF does not matter in the case of stability tests. One sample had a flat MFA and two samples featured angled MFAs. All samples had the interconnection on one side only and the other side was aligned outside of the climatic chamber to eliminate any discrepancies.

Prior to the temperature cycles, we measured IL of three interconnected HCF samples over a period of 100 days at room temperature, observing a variation in IL of less than 0.02 dB. Then we placed them in the climatic chamber and heated them to +85°C over four cycles. Maximum insertion loss variation of 0.10 dB was observed for HCF samples with angled MFA interconnections and only 0.02 dB for a HCF sample with a flat MFA interconnection (see Fig. 6.7).
It can be observed that the interconnection relaxes during the first cycle and then remains stable. As angled MFAs did fluctuate more (given the larger amount of glue at the interconnection), more research is demanded to reliable and low-loss performance.
Our innovative interconnection technology incorporates the advantages of low loss, low back reflections and fundamental mode excitation that are essential for many applications including interferometry, microwave photonics and sensing.

In this chapter I will overview those research fields where we have already been using our interconnection approach, whereas in the following chapters I will provide a future outlook and possible application fields.

### 7.1 Fiber Fabry-Perot interferometers

Our focus has been on HCF-based FFPIs which can advantageously use the possibility of optical coating deposition thanks to our interconnection technique. In contrast to previous results, to form a HCF-based Fabry-Perot resonator we apply highly-reflective (HR) coatings on a pair of MFAs. The MFAs are then aligned with the HCF, for maximum FFPI finesse, and glued afterwards. Our FFPIs thus have SSMF pigtails for easy integration into conventional fiber-optic systems.

In our first experiment, we used 13-layer Ta$_2$O$_5$/SiO$_2$ dielectric coating optimized for the C-band (1530-1565 nm) and achieved reflectivity > 98%. We prepared two long-length FFPIs [J14] with lengths of 5 m and 23 m. Over the entire C-band finesse values ranged from 140 to 160 for the 5-m-long NANF-FFPI and from 120 to 138 for the 23-m-long NANF-FFPI. The lower finesse of the 23-m-long NANF-FFPI was likely caused by NANF attenuation. Measured RF spectra of both FFPIs are given in Fig. 7.1. At 1550 nm the free-spectral range (FSR) was 28.1 MHz for the 5m-long NANF-FFPI and 6.5 MHz for the 23m-long NANF-FFPI, respectively.

Birefringence is present in NANFs as the fabricated NANF structure is not perfectly symmetric and because of fiber bending/coiling. Therefore, transmission peaks occur at two different positions within one FSR period when varying the polarization state of the launched light, e.g., using a polarization controller. The transmitted spectra for the two polarization eigenstates of our NANF-FFPIs are depicted in Fig. 7.2. The polarization peak spectral splitting was 15.1 MHz and 2.42 MHz for the 5-m-long NANF-FFPI and 23-m-long NANF-FFPI, respectively. The polarization dependence of HCF-based FFPIs is one thing to consider for future investigations, as polarization-sensitive drifts might be limiting in some applications.
Figure 7.1: Measured results for 5-m-long NANF-FFPI (a, b) and 23-m-long NANF-FFPI (c, d). Normalized RF power spectra around 500 MHz (a,c) and their details around one peak (b, d). Solid black: measured, red dashed: fitted [J14].

Figure 7.2: Measured optical transmission spectra along the two principal axes of birefringence (Pol. 1, black and Pol. 2, grey solid) of (a) 5-m-long and (b) 23-m-long NANF-FFPI. The insertion loss and polarization-induced spectral splitting are also shown. The red and blue dashed lines are data fitted by the transmission function of the FFPI [J14].
To conclude, we achieved a FFPI transmission peak width as narrow as 47 kHz meaning an equivalent time delay of 3.2 km. This is only a factor of three broader in FWHM than state-of-the-art bulk Fabry-Perot cavities that are typically 10-cm-long and have a finesse in excess of $10^5$. If we thus improve our FFPI finesse by having better HR coatings (higher reflectivity) or more precise angle alignment, we can soon match the results achieved within bulk cavities.

### 7.2 Gas filling and sensing

The application in gas sensing and related fields is currently being studied by our team and builds upon both our know-how with HCF interconnection and our close cooperation with the University of Southampton where gas filling and sensing experiments will be conducted, similar to the results presented in [149, 150] where, especially in [149], our permanent and hermetic interconnection can bring practical benefits.

First, we focus on gas filling time dependence on fiber length, coupling configuration and gas cell designs. We expect shorter filling times compared to PBGFs thanks to the larger NANF core area. Gas-cell formation is possible by adding gas inlets in the interconnection. The gas cell lengths are expected to be from tens of cm up to 20 m, where gas filling under pressure is expected. For some applications, the above-mentioned FFPI configuration can also be used to create a high-finesse HCF resonator which will allow us to shorten the cavity length by the finesse factor, thus reducing filling time significantly.

The HCF resonator can be advantageously used to significantly increase the interaction length with any analyte present in the HCF. The increase in interaction length depends on HCF attenuation and coating reflectivity. We aim to enhance to the previously achieved reflectivity rate of 98% to at least 99%.

In a gas sensing configuration for strong interactions a single-pass gas cell is assumed. In this case the goal is significantly reduced back reflections. The key limiting factor here are back reflections at the SSMF/NANF boundary which forms a parasitic cavity and builds up in energy, thus causing measurement uncertainty. We can use our angled-coupling approach [C5], with RL below -60 dB and IL below 0.5 dB. Angled coupling, in contrast to anti-reflective coatings, has an additional advantage over our previous results, namely the significantly broader bandwidth of low back reflections.
7.3 Microwave photonics

With the onset of 5th generation networks, high-speed data connectivity and the Internet of Things, optical fibers have begun to play an even more important role. Apart from being the data medium in backbone networks, they also represent key advantages for radio-frequency (RF) transmissions in frequency bands over 10 GHz where conventional coaxial cables exhibit extreme attenuation values (e.g., \(\sim 3\) dB/m above 6 GHz). SSMFs have a typical attenuation of 0.20 dB/km when in the form of a cable. This level of attenuation is absolutely satisfactory for the majority of microwave photonics/radio-over-fiber (RoF) networks as they require mostly tens to hundreds of meters of fiber length.

A limiting factor, however, lies in the chromatic dispersion of SSMFs, which causes dips in the transmission spectrum in dependence on fiber length. We have analyzed the frequency dependence of the signal transmission with regard to the chromatic dispersion of SSMFs in [J15] for the double-sideband (DSB) and carrier-suppressed double-sideband (CS DSB) modulation schemes within RoF systems. Fig. 7.3 shows the results where the chromatic dispersion is not affecting the transmission at all for the CS DSB modulation scheme. On the other hand, the DSB microwave photonics link experiences a significant chromatic dispersion induced power fading. This fading can be compensated by, e.g., using a filter [151] to introduce an optical single-sideband transmission, or by simultaneous intensity and phase modulation [152], but at the cost of increased complexity in the system. Contrary to SSMFs, HCFs would allow significantly more relaxed limits for the modulation techniques as their chromatic dispersion is mostly around 2-3 ps/nm-km in the C-band.

![Figure 7.3: RF signal transmission response for different SSMF lengths in DSB (left) and CS DSB (right) modulation schemes [J15].](image)
Furthermore, the nonlinearity of SSMFs can be a limiting factor \([104]\), especially when a high-power optical carrier is used. HCF can provide nonlinearity-free transmission for such high-power RoF systems as light is propagating in the air.

In recent years, we have tested multiple 5G network scenarios for various RF frequency ranges from 3.5 GHz up to 27 and 39 GHz with the scale of the bandwidth up to 400 MHz \([J15-J21]\) where the above-mentioned potential of HCFs can be well exploited. Using HCFs in RoF systems, we can introduce several major advantages over solid-core fibers, such as:

- negligible nonlinearity and a high damage threshold allowing for high-optical powers to be transferred, which are required for completely passive remote radio units
- low chromatic dispersion, thus reducing transmission frequency dips and enabling more modulation techniques to be employed
- thermally insensitive fiber delay lines for signal processing
- possibility of forming ultra narrow-band filters based on Fabry-Perot resonators

In terms of these above-mentioned advantages, we have already developed full RoF and radio over free space optics systems setups where their performance was charaterised and will continue to be tested with HCFs in the following years.

The ability to define controllable time delays is essential for signal processing in microwave photonics. For long time delays or, in the case of tunable delays, optical fibers are often advantageously used. However, time delay stability is vital, especially considering the temperature variations along the fiber-optic link which can be several kilometers long. One of the sample cases for delay line application can be beam-steered antennas based on phase-shifting where a stable phase difference is required. In this field an experimental test of antenna beam steering at 6 and 26 GHz using the properties of fiber chromatic dispersion of SSMFs \([J23]\) was conducted. These results serve as a building block for HCF application in similar scenarios. Furthermore, in \([J22]\) an overview of fiber-optic delay line approaches, their thermal dependencies and overall performance comparison has been provided.

Regarding ultra narrow-band filters, we have recently published two papers, one solely on FFPIs based on NANFs \([J14]\) and the second paper on the use of NANF-FFPI as an RF filter \([J22]\) where we evaluated its temperature stability in detail.

In \([J14]\), we have shown 14.5 times lower thermal sensitivity for an FFPI-based RF filter when made of HCF compared to an SSMF-based FFPI of identical optical length. For the temperature stability evaluation we placed the 5-m-long NANF-FFPI together with a 3.6-m-long SSMF-based FFPI into the same thermal chamber. The results demonstrating temperature stability are presented in Fig. 7.4.
Figure 7.4: Frequency shift of a selected transmission peak in the 5-m-long NANF-FFPI and of the 3.6-m-long SSMF-based FFPI (of equivalent optical length) as the temperature is increased [J14].

From Fig. 7.4 the advantage of HCF, in this case NANF-based FFPI, is clear and its temperature stability can provide a significant advantage for applications not only in microwave photonics. Furthermore, this work introduced the first demonstration of temperature-insensitivity for ARFs.

We further characterized our 5-m-long NANF-FFPI microwave photonics filter [J14], Fig. 7.5 shows filter characteristics at 10, 20 and 40 GHz. The 3 dB bandwidth was 183 kHz.

Figure 7.5: Amplitude transfer characteristics of the 5-m-long NANF-FFPI filter at 10 GHz (a), 20 GHz (b), and 40 GHz (c) over spans of 100 MHz [J22].
Temperature sensitivity was then examined using the same three frequencies with a 1 K step and compared to an SSMF-based filter of the same optical length (3.6-m-long), see results in Fig. 7.6. For the SSMF-based filter, the transmission characteristics shift at a rate of 334 kHz/K while for the NANF-based filter the rate is only 21 kHz/K, i.e., a value almost 16 times lower than expected based on [88] and matching the results presented in [J14].

Figure 7.6: Transmission characteristics measured at 25°C (solid) and 26°C (dashed) for an SMF-based filter (a-c, red) and an HCF-based filter (d-f, green) measured at 10 GHz (a, d), 20 GHz (b, e), and 40 GHz (c, f) [J22].
CHAPTER 8

Conclusions

In my habilitation thesis I first reviewed the history of hollow-core optical fibers, from the first trials in the second half of the 20th century, the breakthrough invention of photonic crystal fibers, through to the 21st century and very recent achievements showing the possibility of hollow-core fibers to outperform SSMFs in the very near future. Then I discussed the most promising cutting-edge research and application fields of hollow-core fibers.

Based on the state-of-the-art, I outlined the main limitations and challenges for future hollow-core fiber applications in fiber-optic systems and, as a solution, I proposed a new interconnection method of hollow-core fibers to standard solid-core fibers. The pillars of this new interconnection method are built on the expertise and experimental know-how obtained from my work with chalcogenide and suspended-core fibers, as well as photonic crystal fiber modeling.

The proposed interconnection method uses the fiber-array approach based on gluing, rather than fusion splicing, and includes precise mode-field matching. Our interconnection technique allows optical coatings to be used either to eliminate Fresnel losses and back reflections, or to create strong mirrors which can then form HCF-based resonators. Secondly, insertion loss is reduced close to fundamental levels thanks to mode-field adaptation using multi-mode graded-index fibers of a defined length. Finally, higher-order mode excitation is suppressed significantly leading to effectively single-mode operation and reduction in noise caused by multi-path interference.

The main interconnection result represents a record-low insertion loss of only 0.15 dB per interconnection from SSMF to a state-of-the-art 6-tube NANF, with minimal back reflections and negligible cross-coupling to higher-order modes. Afterwards, we have further evolved our interconnection using angled mode-field adapters making the interconnection Fresnel-loss free with return loss below -60 dB while keeping losses below 0.5 dB per interconnection.

Furthermore, we have formed high-finesse fiber Fabry-Perot resonators and demonstrated their excellent thermal stability and, subsequently, provided possible microwave photonics and gas sensing applications.
Innovative results in numerous research fields are expected based on our broad experience with HCFs, their efficient coupling with low loss, low back reflection and strictly fundamental mode excitation. The possibility of optical coatings means not only mitigation of back reflections, but also having excellent performance in resonators, once high-reflectivity coatings are deposited. Additional features of optical coatings, such as wavelength-selective filters, are envisioned.

A deep know-how of the interconnection design allows us to tailor the gap between the MFA and HCF where we can add gas inlets while keeping the ultra-low insertion loss and fundamental mode excitation. Gas lasers or gas sensing are thus possible. By further developing the coupling design, we can work on optical components, such as Faraday rotators embedded directly on HCFs.

To name a few fields of future interest:

- Increasing optical power places higher requirements on the optical coatings, the heat transfer from the interconnection and high HOM suppression. High-power optical coatings must still be investigated, e.g., including nanostructured coating designs.

- The proposed interconnection has recently demonstrated record-low insertion loss for NANF and may serve well in future high-speed optical communication networks. Long-term temperature stability has been already examined, but more environmental tests must be carried out.

- Forming gas cells with a low-loss permanent interconnection with the capability of either gas sealing in the HCF or with gas inlets to enable gas flow in the HCF.

- High-power signal transfer for microwave photonics/radio-over-fiber system exploiting both HCF low nonlinearity and a flat chromatic dispersion profile.

- High-performance interferometers based on HCFs, such as fiber-optic gyroscopes, might thrive using our interconnection technology.

To conclude, the list is long with many interesting research fields to delve into.
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Abstract. This paper describes the refractometric detection of liquids based on silica multimode optical fibers which were tapered to increase the evanescent-wave overlap for higher sensor sensitivity. By precisely monitoring the production process, consistent sample parameters were achieved. More than 200 tapers with a taper waist diameter range from 6.0 to 76.3 μm were prepared from polymer-clad silica and gradient-index multimode fibers. U-shaped taper sensitivities were analytically compared with straight tapers with resulting intensity sensitivities of over 200%/RIU. Crucial parameters for real sensor applications, such as measurement repeatability, reproducibility, and long-term stability, were further studied for polymer-clad silica straight tapers. Long-term stability was monitored showing stable measurement results over a 6 months long interval. Measurement repeatability and reproducibility with standard deviations of 0.55%/RIU and 2.26%/RIU, respectively, were achieved.

Keywords: fiber optic sensors; refractometry; modes.

1 Introduction

Fiber optic liquid detection represents remarkable advantages in comparison, for instance, with semiconductor and electronic detection. The advantage of optical fibers lies in their immunity to surrounding electromagnetic fields. Additionally, optical silica fibers can withstand high temperatures and are resistant to a variety of chemical substances. Therefore, fiber optic sensors can be employed in extreme conditions, e.g., in explosive environments or in areas with high electromagnetic disruption.

Detection of liquids based on evanescent-wave overlap into measured analytes exploiting tapered optical fibers has been extensively studied for the last two decades. Refractometers employing tapered optical fibers were first presented in detail study of evanescent-field overlap. More sophisticated refractometric applications have since been proposed including the tapered microstructured optical fiber refractometer presented in our previous work, which features a tapered suspended-core microstructured optical fiber and an evanescent-field overlap which substantially increased from 0.29% to 29.16%.

The single-mode-multimode-singlemode (SMS) sensing structure represents a facile approach to enhancement of evanescent-wave overlap including a segment of multimode fiber between two single-mode fibers, resulting in optical mode spreading and subsequent interference in the multimode segment. A detailed study of in-line production monitoring and liquid sensing based on SMS structures was presented, where 2946 nm/RIU (refractive index unit) was attained for tested analytes having a refractive index range of 1.42 to 1.43.

Surface plasmon resonance (SPR) refractometers were developed in parallel to tapered optical fiber-based refractometers allowing us to present achievements in extreme sensitivities and resolutions comparable to tapered fibers. In this scenario, SPR refractometers employing polymer-clad silica (PCS) fibers, tapered fibers with multiple layers deposited, and long-period grating sensors were used. However, SPR refractometers require a multistep manufacturing process and more complex measurement configuration.

Tapered optical fiber sensors (TOFSs) are utilized either in transmissive or reflective regimes, whereas the sensor shape can be further tailored. Furthermore, abrupt tapers (multiple in-line tapers on a single fiber) forming a Mach-Zehnder configuration were utilized for liquid sensing. Facile high-quality fabrication will determine the future success of TOFS applications. This paper focuses on straight and U-shaped polymer-clad silica TOFS for detecting liquids in the visible range and compares and analyzes conventional gradient-index multimode TOFS with polymer-clad silica TOFS. Our earlier studies have been considerably extended, simulations have been carried out to provide preliminary results, prepared samples have been summarized and the measurement setup is, herein, described. Taper production quality and tapering process conditions are discussed, with a particular emphasis placed on stable taper parameters. A sensitivity analysis for all measured TOFS follows. Measurement repeatability (for a standalone TOFS) and measurement reproducibility (for a set of three TOFS) are studied in three consequent measurement cycles. Long-term stability, tested in periods of up to 6 months, is then presented. Our developed detection units can be employed as key instruments e.g., in petrochemical, automobile, or food industries.

2 Simulations

Preliminary simulations were carried out in the Synopsys BeamProp software for polymer-clad silica TOFS (PCS TOFS)
of 200-μm outer diameter. The selected waist diameters were 3, 4, 5, 6, 8, 10, 15, and 20 μm, with the wavelength set at 632 nm. The full transparent boundary condition and a grid size notably below the evaluated wavelength were considered. In the simulations, external mediums with refractive index of 1.432, 1.380, and 1.361 were used to simulate ethylenglycol (EG), isopropylalcohol (IPA), and ethylalcohol (ETOH), respectively. The taper structure, set according to a real taper, is depicted in Fig. 1. For the simulation, we assumed an adiabatic transition region, all modes propagating (multimode launch field defined by the silica/cladding-polymer refractive indices) and only the taper waist was considered as the sensing region. One of the major parameters of tapers represents the tapering ratio, which defines how many times the final waist diameter is reduced to the original fiber diameter, as utilized e.g., by Kerttulla et al.13

The relative power loss summarized in Fig. 2, obtained for all three analytes and chosen waist diameters, occurs when higher propagating modes are being radiated into the analyte and no longer guided in the TOFS. Areas I and II depict a relative power loss saturation point where, for a particular waist diameter range, the evanescent-field overlap does not increase. If further tapered toward narrower diameters, most of the guided energy is transferred into higher (evanescent) modes and consequently radiated into the analyte with respect to the refractive index of the analyte. The saturation area is a boundary between the original mode set propagating in the untapered PCS (which is defined by silica/cladding-polymer refractive indices and is preserved for lower tapering ratios) and full mode excitation in the case of a tapering ratio higher than approximately 15 for EG and 20 for IPA and ETOH.

3 Measurement Setup
All measurements were carried out in the wavelength range 450 to 1000 nm. The measurement setup included a broadband light source with a 2 m-long 200PCS fiber attached at the generator side. A calibration fiber and a mode stripper were inserted between the light source and the detector segment. For each fiber type, an appropriate calibration fiber (e.g., 125PCS in case of the 125PCS TOFS measurement) was employed. Afterward, TOFSs were inserted between the calibration fiber and the mode stripper. The detection was performed by a spectral analyzer with a 2 m-long 200PCS fiber attached. The measurement setup is depicted in Fig. 3.

4 Prepared Samples
Three conventional fiber types were used for fiber tapering: (1) Corning multimode 62.5/125 μm gradient-index fiber (62.5 MM), (2) CeramOptec Optran HWF 125/140 μm hard polymer-clad silica fiber (125PCS), and (3) CeramOptec Optran HWF 200/230 μm hard polymer-clad silica fiber (200PCS), which was the same as that considered in simulation. The 200PCS fiber was chosen based on simulations with the 125PCS fiber to provide comparisons in sensitivity and tapering limits. The 62.5MM fiber was selected as a representative of a conventional core/clad composition with a maximum core size typically available, while having a gradient-refractive index profile. A modified tapering technique, developed in our previous work,14 where flame-heating, in conjunction with two synchronized motors pulling the fiber evenly in the opposite directions, was employed. We have utilized the exponential-linear taper profile which was also employed by Verma et al.15 for SPR sensing, where a taper profile study was performed and the taper profile resulted in further improvement of the measurement sensitivity.

TOFS waist diameters from 79 μm to less than 10 μm were developed for enhanced evanescent-wave overlap with the selected analytes. The largest core diameter tapering ratio of almost 20 was achieved in the case of 200PCS fibers. For 125PCS fibers and 62.5MM fibers, the tapering ratios were approximately 15 and 10, respectively. Developed TOFSs were divided into four sets of waist diameters. For each TOFS set, at least five TOFSs were produced. Enhanced sensitivity was first achieved by fiber tapering and, further by shape-tailoring. U-shaped tapers were formed by preparing straight tapers and subsequently applying the U-profile, ensuring comparable outputs could be obtained for the same taper diameters in straight and
U-shaped variants. A summary of the TOFS prepared is presented in Table 1.

For the U-shaped tapers, the radius was experimentally derived as the closest radius to the breakage point with emphasis on maintaining a repeatable radius (for all samples of a given fiber tapering ratio and fiber type). Table 2 summarizes the bending radii for all TOFSs, excluding the 47.5 μm 62.5MM TOFS, which it was not possible to shape-tailor and the 8.3 μm 125PCS TOFS where we experienced frequent breakage. The U-shape was conserved with a metallic tube located at the untapered part of the fiber, thus creating a fixed loop. A clear relation between the bending radius and tapering ratio can be observed – the higher the tapering ratio is set the smaller the bending radius that can be used, thus increasing sensitivity. The insertion loss of the detection unit also increases with bending radius, but since a reference for each measurement is utilized, this power loss can be neglected.

5 Results

Selected TOFSs were first submerged in IPA for approximately 5 min to remove small dust particles. To employ the TOFS after long-term storage, i.e., several months, a 30-minute purification period was utilized. Then a reference spectrum was recorded for TOFS exposed to air. Spectra were later recorded while the TOFSs were submerged in analytes: ETOH, IPA, and EG. A final spectrum was acquired for purified TOFS after the measurement cycle (again in IPA, to remove residual EG) with the temperature kept constant during the whole measurement cycle. Figure 4 illustrates an example of such a measurement. The figure shows the

---

### Table 1 Taper waist diameters of utilized tapered optical fiber sensor (TOFS) sets.

<table>
<thead>
<tr>
<th>Taper waist diameters (μm)</th>
<th>62.5MM</th>
<th>125PCS</th>
<th>200PCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.0</td>
<td>12.0</td>
<td>23.2</td>
<td>47.5</td>
</tr>
<tr>
<td>12.0</td>
<td>12.0</td>
<td>23.2</td>
<td>47.5</td>
</tr>
<tr>
<td>23.2</td>
<td>18.5</td>
<td>30.8</td>
<td>54.1</td>
</tr>
<tr>
<td>47.5</td>
<td>30.8</td>
<td>54.1</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2 U-shaped TOFS bending radius summary.

<table>
<thead>
<tr>
<th>Taper waist diameter (μm)</th>
<th>Bending radius (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>62.5MM</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>23.2</td>
</tr>
<tr>
<td></td>
<td>1.65</td>
</tr>
<tr>
<td>125PCS</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>30.8</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>54.1</td>
</tr>
<tr>
<td></td>
<td>1.62</td>
</tr>
<tr>
<td>200PCS</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>42.1</td>
</tr>
<tr>
<td></td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td>76.3</td>
</tr>
<tr>
<td></td>
<td>1.70</td>
</tr>
</tbody>
</table>
measured spectra of the same 200PCS 20.3 μm TOFS, both in straight and U-shaped variants.

At first, we determined a significant parameter of the TOFS — the critical waist taper diameter. It was derived from the measured relative power loss for all 200PCS TOFS sets, both in straight and U-shaped variants (see dependences of average measured values with limits of minimum and maximum values reached in Fig. 5). The relative power loss represents a difference between the reference power level and power received after immersion in the analyte (ETOH, IPA, and EG) at the detector at 632 nm, which was derived from our spectral measurements. As can be seen, the measured relative power loss in the case of straight 200PCS TOFS saturates at a diameter of approximately 20 μm (marked areas in Fig. 5).

A similar phenomenon is observed for U-shaped 200PCS TOFS, where the saturation waist diameters are shifted to larger values, which is caused by the TOFS shape inducing a greater evanescent wave overlap.

5.1 Production Process Enhancement

To evaluate and enhance the production level, four sets (of three TOFS each) were produced from 125PCS and 200PCS fibers under monitored conditions. The best results were obtained for the 125PCS 21 μm TOFS set, with a waist diameter standard deviation of 0.25 μm. High-quality production was assured by maintaining stable production conditions, in particular, flame and ambient temperatures. The maximum fluctuation in ambient temperature was below 0.5°C during the manufacturing of all TOFS sets.

5.2 Sensitivity Study

An intensity sensitivity analysis was used to compare obtained results with the intensity sensitivity ($S$) evaluated as:

$$S = \frac{\Delta I/I_0}{\Delta n} \times 100(\%/{\text{RIU}}),$$

where $\Delta I$ stands for the analyte/reference measured intensity difference, $I_0$ represents the measured reference intensity, and $\Delta n$ is the analyte/reference refractive index difference.

Figure 6 summarizes the maximum intensity sensitivities for the 200PCS TOFS sets at 632 nm. Here, it is more evident that, for all analytes, the sensitivity saturates around a waist diameter of 17 μm for straight TOFS and 20 μm for U-shaped TOFS. For straight TOFS, the values at the waist diameter of 76.3 μm for IPA are approximately 10%/RIU higher than for 42.1 μm, which is attributed to a measurement error because other intensity sensitivities show no variation in the 76.3 to 42.1 μm region. For U-shaped TOFS, the trend is linear and saturates at the same waist diameter as that of straight TOFS. Based on the results, an optimal tapering ratio in our experiment was derived to be 10 for 200PCS TOFS.

Derived maximum intensity sensitivities for the case of 125PCS TOFS sets are then presented in Fig. 7. Here, the saturation point can be found for waist diameters of approximately 25 μm for both straight and U-shaped variants (marked as area I). An interesting result was revealed for the U-shaped 125PCS TOFS sets submerged in EG, where we observed an almost independent intensity sensitivity on the change of the waist diameter. Therefore, for utilization of...
such a sensor, a considerably lower tapering ratio could be required. In comparison, intensity sensitivities of 62.5MM TOFSs are depicted in Fig. 8. Here we observe, as expected, straight TOFSs without any observable saturation in intensity. For the U-shaped 62.5MM TOFS, for EG detection only, saturation is evident. Therefore, to achieve an optimal waist diameter for straight and U-shaped TOFSs, a higher tapering ratio than 10 is required.

Resolutions for the most sensitive TOFS of each fiber type were evaluated both in straight and U-shaped variants, respectively. The results are summarized in Table 3 with the sensitivity values as comparisons.

### 5.3 Measurement Repeatability and Reproducibility

To verify production results and their impact on measurement output further, the 125PCS 21 μm TOFS set was selected and for a standalone TOFS of this set three subsequent measurement cycles were carried out to prove measurement repeatability. The standard deviations for standalone TOFSs were 7.17%/RIU for ETOH, 4.45%/RIU for IPA, and 0.55%/RIU for EG.

Measurement reproducibility, i.e., obtaining the same results for different TOFSs of the same set, was evaluated for the whole 125PCS 21 μm TOFS set. For this purpose, we compared all the TOFS intensity sensitivities acquired and a standard deviation of 10.71%/RIU for ETOH, 8.11%/RIU for IPA, and 2.26%/RIU for EG was observed.

Results indicate 125 μm PCS TOFS (all tested variants) as ideal candidates for stable and repeatable sensing, in particular, for EG detection with a reproducibility deviation below 2.5%/RIU for the entire set and a repeatability deviation below 0.6%/RIU for standalone samples. For ETOH and IPA, the results allude to an application with less precise requirements. The overall difference between a standalone TOFS and the whole TOFS set is only several %/RIU, which further verifies the quality of our production process.

### 5.4 Long-Term Stability

Long-term stability was tested for a chosen TOFS within a time period of 6 months. Figure 9 depicts the spectra from the 10.9 μm 200PCS TOFS measured 2 months apart. During the first measurement cycle [see Fig. 9(a)], the TOFS was insufficiently purified after submerging in EG. After 4 months of storage we were able, by additional pre-measurement purification, to remove all residual impurities.

### 6 Conclusion

We presented straight and U-shaped multimode tapered fibers for liquid sensing. Special emphasis was placed on multimode polymer-clad silica fibers’ sensitivity, optimal waist diameter, and their measurement repeatability, measurement reproducibility, and long-term stability.

The production process was perfected with a taper waist standard deviation below 0.25 μm when manufacturing conditions were monitored and precautions, in particular with temperature, were taken. Further enhancement of taper parameter stability is possible with a more precise ambient temperature and relative humidity control.

Measurement results showed significant trends, such as saturation points in intensity sensitivities for different fiber types and analytes, and we defined an optimal taper waist for achieving maximum intensity sensitivity while keeping the tapering ratio as low as possible. For 125PCS fiber, a waist diameter of 25 μm with an intensity sensitivity over 200%/RIU is optimal. For the 200PCS fiber, the optimal waist diameter value is 11 μm with an intensity sensitivity again over 200%/RIU.

Measurement repeatability (for a standalone TOFS) was greatly increased for TOFS experiencing the monitored production process. The intensity sensitivity standard deviation measured below 8%/RIU for ETOH, 5%/RIU for IPA, and 1%/RIU for EG. This result leads to a promising application for precise liquid sensing with a refractive index in the range of 1.41–1.44 RIU. Long-term stability was examined and we have achieved more than 6 months’ long-term stability.

In contrast to wavelength-based sensors such as SPRs, our TOFSs require only a single-step manufacturing process (double-step for U-shaped TOFS) and represent a low-cost option (cheap sensor, only a simple laser source and a

---

![Fig. 8 Maximum intensity sensitivity of 62.5MM TOFS sets: (a) straight and (b) U-shaped TOFS.](image_url)

![Fig. 9 Measured spectra of a straight 200PCS 10.9 μm TOFS measured (a) 4 months and (b) 6 months after production, REF — reference measurement, PUR — purification after measurement cycle.](image_url)
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**Table 3** Resolution and maximum sensitivity for measured TOFS.

<table>
<thead>
<tr>
<th>Taper waist diameter (μm)</th>
<th>Profile</th>
<th>Maximum sensitivity (%/RIU)</th>
<th>Resolution (RIU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>62.5MM</td>
<td>6.0</td>
<td>Straight 193 (EG)</td>
<td>1.3 x 10^-2</td>
</tr>
<tr>
<td></td>
<td>6.0</td>
<td>U-shaped 172 (EG)</td>
<td>3.3 x 10^-3</td>
</tr>
<tr>
<td>125PCS</td>
<td>18.5</td>
<td>Straight 232 (ETOH)</td>
<td>2.5 x 10^-3</td>
</tr>
<tr>
<td></td>
<td>18.5</td>
<td>U-shaped 242 (ETOH)</td>
<td>1.1 x 10^-3</td>
</tr>
<tr>
<td>200PCS</td>
<td>10.9</td>
<td>Straight 212 (EG)</td>
<td>2.0 x 10^-3</td>
</tr>
<tr>
<td></td>
<td>20.3</td>
<td>U-shaped 215 (EG)</td>
<td>1.7 x 10^-3</td>
</tr>
</tbody>
</table>
detector are needed) with reasonable sensitivity and stable measurement results. To conclude, a facile manufacturing process of tapered polymer-clad silica fiber sensors was presented, with optimized sensitivity, measurement repeatability, and reproducibility and proven long-term stability for liquid detection in the refractive index range of 1.36 to 1.43.
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A silica suspended-core microstructured optical fiber sensor for detection of liquids, operating at 1550 nm, is analyzed. The sensing principle is based on the evanescent wave overlap into a tested analyte, which is filled via capillary forces into the cladding holes. Validations for analytes in the refractive index range of 1.35–1.43 are carried out with liquid-analyte-filling-length limits being studied both theoretically and experimentally. We prove, for the first time to our knowledge, that an extreme sensitivity of 342.86 dB/RIU and resolution of $4.4 \times 10^{-5}$ can be achieved. This sensor represents a high-quality alternative for applications requiring a facile, low-cost solution.

**1. INTRODUCTION**

Suspended-core microstructured optical fibers (SC-MOFs) were first presented in 2001 by Monro *et al.* [1] and have been studied and enhanced, achieving core sizes below 1 μm [2] utilizing various glass compositions [3,4] and developing inner surface functionalization [5,6]. SC-MOFs outperform conventional MOFs in terms of significantly increased nonlinearity, leading to extreme broadband supercontinuum generation [4] and enhanced evanescent wave overlap which substantially increases when cladding holes are filled with gases or liquids, making these fibers suitable for sensing purposes [7,8]. Optical sensors based on SC-MOFs have, therefore, attracted great attention due to their applications in hazardous environments for liquid-level [9] monitoring and biological DNA analysis [6]. For these applications the operating principle is, in some cases, based not only on refractometry, but is further evolved to fluorescence [6] or Raman spectroscopy [9].

To achieve enhanced sensitivities and resolution, a theoretical study has been carried out for SC-MOFs with core diameters below 1 μm [8] when considering glass materials. Exposed-core SC-MOFs for liquid filling were presented in [10], while other means were proposed in [11].

Significant sensitivity enhancements were achieved by SC-MOF surface functionalization [6], which demands precise deposition steps of the sensing layer, and by core diameter reduction [8], leading to coupling efficiency issues and waveguide losses. For widespread SC-MOF sensor applications, e.g., in petrochemistry and the automotive industry and for chemical analysis purposes, an easy sensing technique is required. Attenuation-based SC-MOF sensors provide a considerably less complicated solution than, e.g., functionalized-surface [6] or exposed-core [8] SC-MOF fluorescence-based sensors. Moreover, attenuation-based SC-MOFs have never been studied in greater detail. This approach was only briefly considered with simulations carried out in [12] as an example of the theoretical limit of the utilized method.

In this paper, we present an attenuation-based SC-MOF liquid sensor analysis for the refractive index (RI) range of 1.35–1.43. Our sensor exploits the refractometric effect based on the enhanced evanescent wave overlap in the SC-MOF cladding holes filled with a tested analyte.

With a selected sensor and optimized measurement method, we achieved extreme sensitivity and resolution without the need for any additional fiber surface functionalization or SC-MOF core diameter reduction. The results provide substantial experimental knowledge in the respective fields of SC-MOF liquid sensors and MOF sensing.

**2. EXPERIMENTAL BACKGROUND**

The measurement setup is depicted in Fig. 1. A laser source with a wavelength of 1550 nm and output power of 10 mW irradiates polarized light. The laser beam is expanded by a graded-index (GRIN) collimator to 0.5 mm full width at half-maximum (FWHM) and, subsequently, collimated by a 40x objective (NA = 0.65) to the core of the SC-MOF.
2 μm 3D stages are utilized to adjust the collimation assembly precisely. Coupling efficiency of over 10% is achieved with this setup. The total length of SC-MOF is 2 m. The analyte-filling length in SC-MOF is visualized and measured by microscope (see Figs. 1 and 4, respectively). Subsequently, an integral photodetector (PD) is used to measure attenuation at the cleaved end of the SC-MOF (filled with analyte).

The employed SC-MOF is composed of undoped silica with a core diameter of 2.75 μm, bridge width of 270 nm, and outer diameter of 122 μm. The radial diameters of the three cladding holes are all 29.73 μm. Material attenuation of an air-filled SC-MOF is 1 dB/m. The SC-MOF cross-section is depicted in Fig. 2(a) with detail of the SC-MOF core shown in Fig. 2(b).

To perform SC-MOF sensitivity analysis, seven liquid analytes are prepared, ranging from 1.3520 – 1.4269 RI with a continuous step of approximately 0.01 RI. Table 1 summarizes the prepared analytes with their RIs at 1550 nm, and these values are verified by an Abbe refractometer at 632 nm (recalculated to 1550 nm, employing refractive-index equations for each particular analyte).

Light coupled into the SC-MOF core is strongly guided thanks to the silica–air RI difference, and there is minimal evanescent wave overlap in the cladding holes. As the cladding holes are filled with analytes, the RI difference decreases and the evanescent wave overlap is enhanced, which is analyzed using COMSOL software for our specific SC-MOF (results depicted in Fig. 3).

The viscosity of selected analytes makes it possible to use capillary forces for filling. The main advantage of this technique is that only a small amount of analyte, specifically 27.8 nL/cm (one cladding hole area is 925 μm²), is required.

Filling length limit is set by the analyte properties in our experiment, whereas the whole measurement setup limit is set by the dynamic range, in our case to 45 dB. The maximum filling length \( F \) for the SC-MOF can be calculated as

\[
F = \frac{2σ cos(α)}{ρrg},
\]

where \( σ \) represents surface tension, \( α \) is the contact angle, \( ρ \) is the analyte density, \( g \) is acceleration due to gravity, and \( r \) is the capillary radius, where we assume a capillary approximation for our SC-MOF cladding holes.

The determined maximum filling length for ethyl alcohol (ETOH) and isopropyl alcohol (IPA) is over 26 cm. For ethylene glycol (EG) and glycerol-water (GLY76H2O), it is possible to fill over 39 cm (the contact angle for both analytes is over 23°, but liquid densities and surface tensions are 1110 kg/m³ and 48 mN/m for EG and 1290 kg/m³ and 62.5 mN/m for glycerol).

The measurement setup is referenced with the air-filled SC-MOF for all subsequent measurements (one analyte, all filling lengths). Then SC-MOF is continuously filled with a particular analyte up to 25 mm in length, with a step lower than 5 mm. The filling length is monitored by microscopic side-viewing as shown in Fig. 4, guaranteeing a precise analyte filling length within 0.5 mm. For each filling step, the transmitted power is measured at the photodetector. Each analyte measurement is repeated at least three times to avoid inaccuracies.

![Fig. 1.](image1.png) Measurement setup of the SC-MOF liquid sensor. PD, photodetector; PC, microscope image processing. (a) Step one: filling the liquid analyte into the SC-MOF cladding holes. (b) Step two: attenuation measurement of the analyte-filled SC-MOF. Inset shows the SC-MOF cleave detail.

![Fig. 2.](image2.png) SC-MOF scanning electron microscope photographs. (a) SC-MOF cross-section. (b) Detail of the SC-MOF core.

![Fig. 3.](image3.png) Simulation of the effective mode area. Inset shows the effective mode area visualization of SC-MOF filled with an analyte of RI = 1.38.

Table 1. Refractive Indices of Utilized Analytes at 1550 nm

<table>
<thead>
<tr>
<th>Analyte Denomination</th>
<th>Analyte Denomination</th>
<th>RI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethyl alcohol ETOH</td>
<td>Ethyl alcohol ETOH</td>
<td>1.3520</td>
</tr>
<tr>
<td>Isopropyl alcohol IPA</td>
<td>Isopropyl alcohol IPA</td>
<td>1.3738</td>
</tr>
<tr>
<td>75% IPA + 25% EG</td>
<td>75% IPA + 25% EG</td>
<td>1.3861</td>
</tr>
<tr>
<td>50% IPA + 50% EG</td>
<td>50% IPA + 50% EG</td>
<td>1.3970</td>
</tr>
<tr>
<td>25% IPA + 75% EG</td>
<td>25% IPA + 75% EG</td>
<td>1.4086</td>
</tr>
<tr>
<td>Ethylene glycol EG</td>
<td>Ethylene glycol EG</td>
<td>1.4204</td>
</tr>
<tr>
<td>76% Glycerol + 24% H2O GLY76H2O</td>
<td>76% Glycerol + 24% H2O GLY76H2O</td>
<td>1.4269</td>
</tr>
</tbody>
</table>
3. EXPERIMENTAL RESULTS

The measurement results presented in Fig. 5 show loss with respect to the filling length $F$ for each prepared liquid analyte, whereas Fig. 6 depicts attenuation dependence on analyte RI. Figures 5 and 6 show increasing sensitivity with increasing analyte RI and filling length, which is in accordance with the simulation results.

Analytes such as GLY76H2O and EG, where the analyte RI is close to the SC-MOF material RI (1.4454 at 1550 nm), show a significant increase in measured sensitivity with respect to filling length— in particular for GLY76H2O, where the first 5 mm filling step causes almost 20 dB loss though, for filling lengths longer than 6 mm, the slope of the loss curve decreases considerably. A similar effect is observed for EG, where loss increases more rapidly at the beginning. These phenomena are in contrast to other tested analytes, where trends are observed in near-linear fashion.

The SC-MOF sensor resolution $R$ is calculated as

$$ R = \frac{\Delta n}{\Delta I/m_n}, $$

(2)

where $\Delta n$ represents the RI difference between the two closest analytes, $\Delta I$ is the intensity difference, and $m_n$ is measurement noise. The results are summarized in Fig. 7.

Our SC-MOF sensor reaches a resolution of $4.4 \times 10^{-5}$ at RI of 1.4269 for filling length of 25 mm. The longer the filling length, the higher the resolution; therefore, resolution can be modified for sensing purposes, e.g., for a specific RI range. Longer filling lengths imply higher resolution, especially for analytes with 1.35–1.41 RI, where maximum filling lengths are limited by Eq. (1), not by the measurement setup dynamic range.

Sensitivity $S$ is also enumerated for our SC-MOF sensor as

$$ S = \frac{\Delta I}{\Delta n}, $$

(3)

where $\Delta n$ represents the RI difference between the two closest analytes; $\Delta I$ then stands for intensity difference. A maximal sensitivity of 324.86 dB/RIU (1341.61 μW/RIU), for filling length 25 mm at RI of 1.4269, has been achieved. For RI 1.43–1.44, sensitivity is predicted to increase as the dynamic range poses the limit.

A comparison to published results is provided in Table 2. So far, published results are based on several different methods of RI measurement: a RI fiber sensor based on a tilted fiber Bragg grating (FBG) interacting with multimode fiber [15], a RI sensor which consists of a combination of an intermodal photonic crystal fiber interferometer as a sensing head and FBG as a demodulating element [14], a sensing architecture consisting of a two-core chirped MOF [12], a sensor based on multimode interference (MMI) in the multimode fiber core section sandwiched between two single-mode fibers [16], a sensor based on MMI in the fiber tip [17], a laser-micromachined Fabry–Perot optical fiber tip sensor [18], a sensor based on Fresnel reflection modulated by Fabry–Perot interference [19], and an all-silica miniature dual-parameter fiber-optic Fabry–Perot sensors [20,21].
In comparison with [17], without considering RI ranges, our maximal resolution is one order better and we also provide higher sensitivity. With similar RI range, Wang and Farrell [16] achieved comparable resolutions to our SC-MOF sensor. Slightly better resolution is provided by [14] and one order better resolution was presented in [12], but with a significantly more demanding sensor fabrication process and a complex measurement configuration. The best resolution is provided by the wavelength-shift-based sensor [20] for the major segment of the RI range; on the other hand, this approach employs spectral interrogation. Liquid analytes with RI less than 1.41 provide linear filling lengths are suitable for measurements of high-RI analytes may occur for analytes in the RI range of 1.35–1.38. This filling-length-limiting effect may happen for a particular analyte RI were carried out.

4. CONCLUSION

We have analyzed the filling effects of analytes of various RIs and viscosities. The theoretical filling length limits the experimental measurement only when total loss for a particular analyte at the limit length is lower than the dynamic range of the whole measurement setup. This filling-length-limiting effect may occur for analytes in the RI range of 1.35–1.38.

Our measurement method with the SC-MOF sensor precisely distinguishes all tested analytes and has the potential to be used over a wide range of analyte refractive indices. Shorter filling lengths are suitable for measurements of high-RI analytes (EG, GLY76H2O) where the dynamic range could pose a limitation. Liquid analytes with RI less than 1.41 provide linear dependences of sensitivity curves, which is highly desired for real sensor applications.
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We present theoretical and experimental results for a fiber optic refractometric sensor employing a semi-ellipsoidal sensing element made of polymethyl methacrylate. The double internal reflection of light inside the element provides sensitivity to the refractive index of the external analyte. We demonstrate that the developed sensor, operating at a wavelength of 632 nm, is capable of measurement within a wide range of refractive indices from $n = 1.00$ to $n = 1.47$ with sensitivity over 500 dB/RIU. A comparison of the developed sensor with two more complex refractometric sensors, one based on tapered optical fiber and the other based on suspended-core microstructure optical fiber, is presented. © 2016 Optical Society of America

OCIS codes: (280.4788) Optical sensing and sensors; (060.2370) Fiber optics sensors; (160.5470) Polymers.

http://dx.doi.org/10.1364/AO.55.002574

1. INTRODUCTION

Optical refractometry is an effective tool for evaluating the refractive index (RI) of analytes to derive specific parameters such as density and liquid level for monitoring environmental contamination, leakage of liquids from pipes, and other hazards. The use of a fiber optic refractometric sensor (FORS) reduces the possibility of igniting an explosive or flammable medium, an attractive feature that allows FORS to be deployed in hazardous areas such as refineries and factories within the petrochemical industry. In addition, FORS can be integrated in remote monitoring applications.

FORSs are usually based on an intensity or wavelength measurement as they employ the total or partial reflection of light at the sensing element interface with the analyte. The corresponding reflection coefficient is a measure of the RI of the analyte [1]. The FORS with the external sensing element then employs the internal reflection of light at the surface of the sensing element that is in contact with the analyte. This kind of sensor operates in a wide range of measured analyte RI, for example, its utilization was discussed for cryogenic liquids (e.g., the RI of liquid helium is 1.0245 at 546 nm, and liquid nitrogen's RI is 1.205 at 589 nm [2,3]). This sensor was also proposed for aqueous solutions in order to evaluate the concentration of sugar [4] or salt [5] in industrial applications and for liquid level measurement in tanks and fuel reservoirs [6,7].

Sohn [8] proposed a liquid sensor consisting of a fiber Bragg grating (FBG) connected to a multimode silica fiber, whose operational principle is based on Fresnel's laws of reflection at the end face of a silica fiber: the FBG was used for monitoring the sensor head. The sensor operates in a RI range from 1.33 to 1.47. Kher et al. [9] measured the fuel adulteration through a long period grating (LPG) written in a B/Ge doped single-mode fiber with an average sensitivity of 1666 nm/RIU in the RI range from 1.33 to 1.43. Yan et al. [10] increased the sensor sensitivity in the RI range from 1.33 to 1.40 using a hybrid grating structure comprising 45° and 81° tilted fiber gratings that have been inscribed into a single-mode fiber. LPG- [10,11] and FBG- [12,13] based sensors allow the measurement of the liquid level. FORSs based on tapered silica optical fiber [14–16] are capable of measuring RI higher than silica's RI. Other structures based on a single-mode fiber (SMF) taper, such as a Michelson interferometer [17] and an asymmetrical fiber Mach–Zehnder interferometer based on a concatenating single-mode abrupt taper and core-offset section [18], can increase the sensitivity by modifying the diameter of the tapered section. Liang et al. [19] employed a LPG inscribed in a single-mode fiber that operates in the wide RI range from 1.32 to 1.47. Liquid level measurement of water and glycol was demonstrated via the multimode interference effect [20]. The development of novel optical fibers, such as
microstructure optical fibers (MOFs), brings a new range of possible applications. Webb et al. [21] used the cladding holes for acetylene gas sensing.

A FORS with an external sensing element offers certain advantages, none more significant than the ease in which it can be implemented and the wide RI range of measured analyte that is available. There are two standard configurations of FORS featuring an external sensing element: transmission and reflection [13,15,16,22]. A FORS operating in reflection mode brings two advantages when compared to the transmission mode. First, the sensitivity increases because the light travels twice inside the sensing element. Second, only one optical fiber is used in the sensor instead of the two used in the transmission mode. On the other hand, a directional optical device is required in the reflection mode.

We propose a sensor with an external semi-ellipsoidal sensing element that presents a facile approach to RI detection in a broad RI range from 1.00 to 1.47, whereby, with proper adjustment of the sensor parameters, sensitivity can be tuned to the selected RI range and sensitivity level. By employing polymethyl methacrylate (PMMA), material handling and processing is easy, and a low sensor cost is achieved. Our sensor can be utilized for detection of cryogenic fluids, water pollution monitoring, oil quality monitoring, and detection of water and oil leaks.

This paper is organized as follows. First, a FORS employing an external analyte, and

2. THEORETICAL ANALYSIS

The proposed FORS with an external sensing element is formed using a multimode plastic optical fiber (MM-POF) coupled to a semi-ellipsoidal detection element made of PMMA and an aluminum mirror, allowing the doubling of the sensor working area. The proposed setup of the refractometric sensor in its generic form is shown in Fig. 1.

The variables used for the theoretical analysis were defined as: the half-width of the sensing element, \( a \); the MM-POF core diameter, \( D \); the numerical aperture of the MM-POF, \( NA \); and the distance of the vertical axis of the sensing element to the MM-POF axis, \( L \).

To perform analysis, dimensionless variables \( \Lambda = L/a \) and \( \Phi = D/a \), and the dimensionless distance \( \alpha \) were introduced. The optical reflectance function of the sensor is given by \( R = I_2/I_1 \), where \( I_1 \) is the intensity of the optical signal transmitted by the fiber, and \( I_2 \) represents the optical intensity received by the fiber to account for the possibility of light traveling twice within the sensing element (see Fig. 1). Additionally, the relative reflectance has to be defined as \( R^\prime = R_{air}/R_{ana} \), where \( R_{ana} \) is the reflectance measured in air as an external analyte, and \( R_{air} \) stands for the reflectance measured in an analyte apart from the air.

The theoretical analysis of the sensor was carried out by a numerical ray tracing method employing a refractometric fiber optical sensor (SRFO) for its Spanish acronym: sensor refractómétrico en fibras ópticas) and a specially developed computer program. It is possible to use geometrical optics because the dimension of the sensing element is greater than the wavelength of the signal.

SRFO allows us to introduce the physical and geometrical parameters of the optical fibers and detection elements such as the RI, \( NA \), and the equation describing the shape of the sensing element. The mathematical model implemented considers nonpolarized and noncoherent light beams. The beam emerging from the fiber is composed of approximately 10,000 rays. Each ray is analyzed individually; from the angle it leaves the fiber’s surface and next when it enters the sensing element along the path within the sensing element until it reaches the reflecting mirror. Next, the ray is analyzed along the return path through the sensing element, coupling again to the fiber or place where it leaves the detector system. The Fresnel reflection coefficient was calculated at each reflection point, and the resulting intensity was determined for each ray. The element reflectance \( R \) was calculated by integrating the contributions of all rays reaching the fiber core within the limits of \( NA \).

It was enumerated by a SRFO for three sensing elements of different shapes:

(a) hemisphere, which was presented in our previous works [2,20],

(b) semi-ellipsoidal element A, whose shape is described by the equation

\[
 x^2 + y^2 + 0.746z^2 = 1, \quad (1)
\]

(c) a semi-ellipsoidal element B, whose shape is determined by the equation

\[
 0.92x^2 + 0.92y^2 + 1.27z^2 = 1. \quad (2)
\]

In the simulations, we considered air as an external analyte, and the dimensionless distance \( \alpha \) was varied in the range of 0.40–0.95 to find the best light coupling into the MM-POF core. Other parameters corresponded to the experimental setup (see Section 3). More specifically, we assumed the step-index optical fiber had a dimensionless core diameter \( \Phi = 0.125 \) and a \( NA = 0.5 \), and the same material of the optical fiber core and the sensing element PMMA had a RI of 1.492. The results of numerical modeling are shown in Fig. 2.

The performed simulation allowed us to choose a precise value of \( \alpha \) to determine the best position of the MM-POF with respect to the center of the sensing element, to reach the best light coupling into the MM-POF, and to evaluate the response of the sensing element to changes of the external RI. The reflectance was then obtained as a function of RI, \( R(n) \), for RIs...
ranging from \( n = 1.00 \) to \( n = 1.47 \) with increments of 0.005. The selected values of \( \Lambda \) for each sensing element are summarized in Table 1.

Figure 3 presents reflectance as a function of RI for specific values of \( \Lambda \). It can be demonstrated that the sensing elements are sensitive to RI of the analyte at different intervals of \( n \), indicating that the sensor could be used for detecting liquids with a relatively high RI such as gasoline [15,16] or even cryogenic liquids whose RI is relatively small [2]. Since the primary interest was to detect liquids with a RI within the interval of 1.33–1.44, the hemispherical shape and semi-ellipsoidal element A can both be utilized in the desired RI range. However, the semi-ellipsoidal element A has a more linear response and more uniform sensitivity in comparison to the hemispherical element; therefore, element A better meets the performance requirements given at the beginning of FORS development.

3. EXPERIMENT SETUP

To validate analytical results, an experiment has been performed. The experimental setup (see Fig. 4) included a HeNe laser with a wavelength of 632.8 nm and a power output of 5 mW as the source. A step-index MM-POF (Jiangxi Daishing D-1000-1 made of PMMA with a core diameter of 0.98 mm, NA of 0.5, and a RI of 1.492) was used for connecting the laser source and the sensing element. The MM-POF was mounted on a translation stage that allowed movement along three axes. The semi-ellipsoidal element was fixed to the translation stage, and light was coupled from the MM-POF. An aluminum mirror was glued to the semi-ellipsoidal element. A P331C phototransistor with a relative spectral sensitivity of \( \sim 0.74 \) at \( \lambda = 632.8 \) nm was used as a photodetector. The output of the photodetector was connected to an Arduino UNO, which allowed us to process the data by MatLab.

For the experiment, a developed sensor with a semi-ellipsoidal element A was used (shown in Fig. 5). The semi-ellipsoidal element A, like the MM-POF, was made of PMMA to allow for better coupling from the fiber.

The experiment involved the characterization of the response of the semi-ellipsoidal element to variation of the RI of the analyte. The coupling position from the fiber in terms of \( \Lambda \) was changed to compare the experimental and theoretical data and to validate the sensor reflectance.

Five analytes featuring different RIs (see parameters in Table 2) were selected to evaluate the reflectance of the sensing element measured at a wavelength of 589 nm.

![Fig. 2. Derived reflectance of the sensors as a function of dimensionless distance.](image1)

![Fig. 3. Reflectance as a function of the refractive index for specific values of \( \Lambda \). E1, hemispherical shape; E2, semi-ellipsoidal element A; E3, semi-ellipsoidal element B.](image2)

![Fig. 4. Block diagram of the experimental setup.](image3)

![Fig. 5. Semi-ellipsoidal element A.](image4)
To evaluate the main advantages of the proposed sensor, its performance was further compared with two other more complex FORSs developed by our team. The first sensor was based on a SMFT, and the second sensor was based on a SC-MOF.

The SMFT sensor was prepared using a flame-heating technique from a conventional silica SMF. The taper was created with two 1-cm-long adiabatic transition regions and with a 1-cm-long taper waist with a diameter of $4.3 \mu m$. The SC-MOF sensor was made of pure silica glass with a core diameter of $2.75 \mu m$, a bridge width of $170 \text{ nm}$, and cladding hole dimensions of $30 \times 40 \mu m$. The SC-MOF was precisely cleaved to achieve a perfect cleave with no surface distortion to provide equal capillary forces for all three cladding holes. Both sensors were stored at room temperatures of $22°C$–$25°C$ and at a humidity of $35%$–$45%$ before the measurements.

Both the SMFT and the SC-MOF sensors were tested with identical analytes, taking into account the wavelength dependence of RIs in both simulations and measurements (e.g., the RI of water $n_{\text{H}_2\text{O}} = 1.334$ at $\lambda = 1550 \text{ nm}$ and $20°C$ was calculated by the Cauchy equation [23]). The SMFT sensor was completely immersed in each analyte during the tests. In the case of the SC-MOF, the length of capillaries filled with analytes was 1 cm. A detailed description of the SC-MOF sensor measurement setup can be found in [24], and the SMFT measurement configuration is similar to the one presented in [14], with the modification of a laser source for the one working at $1550 \text{ nm}$, an appropriate photodetector, and single-mode optical fibers. The reference measurements were done with an SMFT sensor in air. Between measurements of particular analytes, each SMFT was first purified in isopropyl alcohol and then dried.

All measurements with the SMFT and SC-MOF were conducted at a wavelength of $1550 \text{ nm}$. We consider the use of different wavelengths completely justified because the semi-ellipsoidal sensor is made of PMMA, which is transparent in the visible and near-IR range. In contrast, the SMFT and SC-MOF sensors operate at longer wavelengths while having lower material attenuation, maintaining the single-mode regime and providing increased evanescent wave overlap. The main purpose was to validate optical sensors within the same RI range.

### 4. RESULTS

The reflectance function of the semi-ellipsoidal element $A$ was obtained for five analytes with $\Lambda$ ranging from 0.4 to 1.0 as determined by the previous simulation; note that no light is coupled for $\Lambda < 0.53$. The reflectance in air was the maximum value of reflectance that we used as a reference in sensor characterization.

![Fig. 6. Reflectance of the semi-ellipsoidal element $A$ for selected analytes as a function of $\Lambda$.](image_url)

The experimental results shown in Fig. 6 indicate that our proposed sensor can be set to a specific RI range by modifying the dimensionless parameter $\Lambda$. The range up to 0.66 is more suitable for gas measurement; higher values of $\Lambda$ have to be set for liquid analytes.

The theoretical and experimental results presented in Fig. 7 exhibit a small deviation ($\sigma = 0.035$). We attribute this deviation to finite material absorption, material nonhomogeneity, and the nonperfect shape of the sensing element, which we did not consider in the theoretical analyses.

In the next step, we compared performance of our developed sensor with SMFT and SC-MOF. Furthermore, we added expected sensitivities for other values of $\Lambda$. To compare the sensors’ performance, the intensity sensitivity parameter was determined as

$$S = \frac{\Delta I}{\Delta n};$$

![Fig. 7. Theoretical and experimental reflectance function $R(\omega)$ of the semi-ellipsoidal element under $\Lambda = 0.94$.](image_url)

### Table 2. Refractive Indices of Selected Analytes at $\lambda = 589 \text{ nm}$ and $20°C$

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Refractive Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>1.333</td>
</tr>
<tr>
<td>Salt water (120 ppm)</td>
<td>1.347</td>
</tr>
<tr>
<td>Salt water (350 ppm)</td>
<td>1.375</td>
</tr>
<tr>
<td>Antifreeze</td>
<td>1.392</td>
</tr>
<tr>
<td>Gasoline</td>
<td>1.432</td>
</tr>
</tbody>
</table>
where \( \Delta I \) is the difference between the optical intensity for the two analytes with the closest RI, and \( \Delta n \) is the RI difference. The observed sensitivity of the three sensors \( S(n) \) is displayed by graphs in Fig. 8. The inset of Fig. 8 shows the predicted sensitivity of the semi-ellipsoidal sensor for different parameters \( \Lambda \).

We can observe that the sensor with the semi-ellipsoidal element A can be utilized in the RI range of 1.00–1.47, where for particular regions of interest a specific parameter \( \Lambda \) must be set. For example, the inset in Fig. 8 shows a predicted sensitivity of \( \sim 200 \text{ dB/RIU} \) in the RI range of 1.00–1.20 under \( \Lambda = 0.66 \), with the peak sensitivity \( S > 400 \text{ dB/RIU} \) at the RI of 1.04, thus being suitable for detection of cryogenic fluids.

By changing the \( \Lambda \) parameter to 0.84 (see inset in Fig. 8), the sensitivity increases up to 1500 dB/RIU in the RI range of 1.25–1.32. By further increasing \( \Lambda \) to 0.94, the RI range of operation shifts to 1.33–1.47. The sensor with an external sensing element and \( \Lambda = 0.94 \) (denoted as a sensor with semi-ellipsoidal element A) was afterward compared to the SMFT and SC-MOF sensors.

Our sensor with semi-ellipsoidal element A matched the simulation results (as depicted in Fig. 7) and provided a resolution of \( 3.08 \times 10^{-3} \) in general laboratory conditions. (The ideal value is approximately one order smaller in the vicinity of RI = 1.40 when considering precise temperature stabilization of the whole measurement setup.)

In the range of 1.33–1.40, we obtained an increase in sensitivity of our sensor from 35 dB/RIU up to 180 dB/RIU, which is comparable to SMFT and SC-MOF sensor sensitivity in the same range. This is a quite good result, given that the sensor with the semi-ellipsoidal element is more simple and easy to fabricate than more complex SMFT and SC-MOF sensors.

The sensitivity range within a RI range of 1.41–1.43 is dominated by SMFT and SC-MOF with sensitivity above 500 dB/RIU for both sensors. The better performance, in comparison to the sensor with the semi-ellipsoidal element A \( (S \approx 250 \text{ dB/RIU}) \), is attributed to the fact that the analyte’s RI is close to the RI of the sensor material (silica) of both SMFT and SC-MOF.

For the FORS with semi-ellipsoidal sensing element A at \( \Lambda \) of 0.94, the simulations showed that the sensitivity \( S \) exponentially increased from \( \sim 300 \text{ dB/RIU} \) at RIU of 1.42 and exceeded 500 dB/RIU at RIU > 1.452. Some oils have RIs in the range of 1.44–1.47; therefore, the aforementioned FORS sensor can find applications in the oil industry.

5. CONCLUSION

We presented a theoretical and simulation background for the development and optimization of a fiber optic refractometric sensor with a semi-ellipsoidal sensing element. The possibility of varying the number of serial reflections at the sensing element surface by changing the position of the optical fiber with respect to the axis of the sensing element was discussed. This change expressed by parameter \( \Lambda \) enables tuning of the working RI range. In particular, under \( \Lambda = 0.66 \), cryogenic liquids can be detected with high sensitivity (\( \sim 500 \text{ dB/RIU} \) at a RI of 1.04). Based on the aforementioned background, a sensor with a semi-ellipsoidal sensing element and parameter \( \Lambda = 0.94 \) was implemented and tested with five analytes in the RI range of 1.333–1.432. The difference between the predicted and observed behavior of the sensor was negligible (\( \sigma = 0.035 \)). In the RI range of 1.333–1.392, the sensor exhibited a sensitivity of 180 dB/RIU (contaminated water fits in this particular RI range). The aforementioned sensitivity is close to that of two other, more complex sensors (SMFT and SC-MOF) that we also developed and tested. In the RI range of 1.44–1.47, the sensitivity of the sensor with the semi-ellipsoidal sensing element exceeded 500 dB/RIU (some oils fit in this specified range).

The main advantage of the sensor is its simplicity combined with its high sensitivity to the external RI and a capability to cover a broad measuring range between 1 and 1.47 RIU only by varying the position of the optical fiber with respect to the axis of the sensing element. Potential applications of this sensor include detection of cryogenic fluids, monitoring water pollution and some oils, and, in particular, detection of oil leaks.
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Detecting explosive, flammable, or toxic industrial liquids reliably and accurately is a matter of civic responsibility that cannot be treated lightly. Tapered optical fibers (TOFs) and suspended core microstructured optical fibers (SC MOFs) were separately used as sensors of liquids without being compared to each other. We present a highly sensitive time-stable TOF sensor incorporated in the pipeline system for the in-line regime of measurement. This paper is furthermore focused on the comparison of this TOF and SC MOF of similar parameters for the detection of selected liquids. A validated method that incorporates TOF and SC MOF of small core (waist) diameter for refractometric detection is presented. The principle of detection is based on the overlap of an enhanced evanescent wave with a liquid analyte that either fills the cladding holes of the SC MOF or surrounds the waist area of the TOF. Optical power within the evanescent wave for both sensing structures and selected liquid analytes is analyzed. Measurement results concerning TOF and SC MOF are compared. Calculations to ascertain the limit of detection (LOD) for each sensor and the sensitivity (S) to refractive indices of liquid analytes in the range of 1.4269 to 1.4361 were performed at a wavelength of 1550 nm with the lowest refractive index step of 0.0007. Results affirming that $S = 600.96$ dB/RIU and $LOD = 0.0733$ RIU for the SC MOF and $S = 1143.2$ dB/RIU and $LOD$ of 0.0026 RIU for the TOF sensor were achieved, clearly illustrating that TOF-based sensors can reach close to two times greater sensitivity and 30 times higher limit of detection. This paper extends the comparison of the fiber sensors by discussing the potential applications. © 2017 Optical Society of America
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1. INTRODUCTION

Establishing systems for detecting explosive, flammable, or toxic liquids that are both reliable and fireproof are crucial for human safety and for protecting the environment, not to mention their role in controlling industrial chemical processes [1–3]. Detecting such liquids can be done by silica-based optical fibers (fiber optic sensors), which are not flammable and are immune to outer electromagnetic interferences. A variety of optical fibers, including conventional fibers with long-period gratings [4], fiber Bragg gratings [5] or etched fiber Bragg gratings [6,7], polymer clad silica (PCS) fibers [8] combined with coated adsorption layers for enhanced sensitivity or equipped by opto-chemical transducers to be able to distinguish specific chemical substance(s) [9], were used for the detection of liquids. To enhance sensing features, specialized optical fibers, such as tapered optical fibers (TOFs) [10–12] and microstructured optical fibers (MOFs), in particular, suspended core microstructured optical fibers (SC MOFs) [13,14], were designed for this purpose.

The basic principle of detecting liquids by TOFs and SC MOFs hinges upon an evanescent wave overlap in a liquid analyte resulting in a change in the attenuation of the guided light. An SC MOF is characterized by an inner structure consisting of an extremely small core (with its diameter in units of microns or less than one micron) surrounded by three large cladding air holes. Both the small SC MOF core size and a tested liquid filling the cladding holes contribute to an increase in loss due to the evanescent wave propagating in the holes. The SC MOF can be applied as a refractometric sensor for monitoring gasses or liquid analytes and for DNA analysis, as well as being used for fluorescence or Raman spectroscopy purposes [15–18]. A theoretical study has been carried out to capture the enhanced resolution and sensitivity of SC MOFs with core diameters below 1 μm [19]. Such a configuration leads to an
increase in the overlapping of the evanescent wave propagating along the core-cladding boundaries with the analyte. Exposed-core SC MOFs for liquid filling were presented in Ref. [20], while other means of liquid filling, including the filling of a hollow-core PCF with double selectivity resulting in a liquid-core and liquid-cladding fiber, were proposed in Ref. [21]. The SC MOFs, together with inner surface functionalization, e.g., equipped with a silver wire guided in one cladding hole, are suitable for use as surface plasmon resonance (SPR) sensors [22–24].

TOF sensors are usually based on tapered conventional optical fibers, as is the case with single-mode optical fibers (SMFs) or multimode optical fibers [25–27]. TOF can be defined as a fiber heated over a defined length and stretched to an extremely narrow filament resulting in a small diameter. Occasionally, the diameter of the taper waist can also be measured of the order of a few hundreds of nanometers or even below 100 nm in which case the tapers are called optical nanowires or nanotips [28–30]. TOFs are also applied as (bio) sensors in reflection (fiber probes) or transmission arrangements, e.g., in medicine, botany, or industrially, as a fiber optic refractometer, a SPR sensor, or a sensor equipped with an optical chemical transducer for pH measurement [31–33].

This paper introduces a new TOF principle incorporated in pipeline systems for the in-line regime of measurement. In the next step, it provides a comparison of SMF-based TOF and silica-based SC MOF sensors, which were designed, developed, and subsequently analyzed for the detection of selected liquid analytes. In particular, to validate simulation results and to illustrate the comparison better, TOF of comparable parameters to SC MOF, i.e., both having the same core diameters, were prepared. The sensitivity and limits of detection (LODs) of both TOF and SC MOF of similar parameters were analytically and experimentally determined and validated. The comparison of both kinds of fiber sensors assesses additional benefits and drawbacks with regard to future applications.

2. TAPERED OPTICAL FIBER AND SUSPENDED CORE MICROSTRUCTURED OPTICAL FIBER

A. Tapered Optical Fiber

Tapered optical fiber was prepared by the flame brushing technique, i.e., by heating (to approximately 1700°C) a section of the SMF (core/cladding diameter of 9/125 μm) with a hydrogen–oxygen flame. A gas burner is moved from left to right between two fiber holders, while both ends of the fiber (fixed in holders) are pulled in opposite directions. The movement, stretching, and heating processes are fully PC controlled; see Fig. 1(a). The process gives rise to two specific parts of the TOF: the taper waist (defined by the movement of the gas burner) and two taper transition areas. The taper waist lies in the thinnest central section of the TOF and the taper transitions are regions with narrowing diameters between the untapered original fiber and the taper waist; see Fig. 1(b). A photograph of the tapering apparatus for the preparation of the TOF sensor can be seen in Fig. 1(c). The TOF is covered by the protective tube and glued after the tapering process.

The TOF was prepared with the following parameters: a tapered waist diameter of 2.75 μm, a length of 5.0 mm, an exponential transition length of 16.0 mm, and the total length of the TOF was 37.0 mm. A scanning electron microscope (SEM) photograph of the longitudinal section of the developed TOF waist and the taper transition is shown in Figs. 2(a) and 2(b), and fixed in holders; see Fig. 1(c). The TOF is covered by the protective tube and glued after the tapering process.

Fig. 2. Photographs of the homogeneous longitudinal sections of the TOF. (a) SEM photograph of the 2.75 μm diameter TOF waist. (b) The taper transition.
respectively. Photographs of the waist and the transition section of the TOF are presented to show the homogeneity of its surface. The diameter of the transition gradually (along 16.0 mm) decreases from the untapered part (diameter of 125 μm) to the waist (diameter of 2.75 μm) in order to minimize insertion loss. An example of part of the transition section is shown in Fig. 2(b) from the diameter of 110 μm down to 80 μm.

The germanium-doped core of the original SMF, with refractive index \( n_1 \), is narrowed by tapering over the transition area (with the core diameter decreasing) resulting in a tapered waist with the original doped core almost completely negligible. The taper waist is thus of pure silica. From this point of view, both the waist of the TOF and the SC MOF core consist of pure silica material. The TOF waist area is used for sensing because of its enhanced evanescent wave; see Figs. 1(b) and 2(a). In the case of the TOF waist, the original cladding acts as a new core and the surrounding liquid analyte represents a new cladding; see Fig. 3. The length of the TOF waist was optimized to be of similar length as the level of the liquid filled in the cladding holes of the SC MOF. The SMF-based TOF sensor has been designed for a wavelength of 1550 nm due to the low loss of the fused silica and the enhanced overlap of the evanescent wave in this band compared to the visible spectral band for reaching a higher sensitivity.

B. Suspended Core Microstructured Optical Fiber

For the detection, a silica-based SC MOF with a core diameter of 2.75 μm and three cladding holes has been designed for a wavelength of 1550 nm. Detailed descriptions of the inner structure of the SC MOF, in terms of its cross section and longitudinal structure showing particular regions and an evanescent wave, are presented in Figs. 4(a) and 4(b), respectively. Mode intensity distributions within the designed structure of the SC MOF were numerically analyzed using the finite element method (FEM) technique.

The SC MOF has been fabricated with a core diameter of 2.75 μm and a bridge thickness of 0.27 μm. The radial diameters of the three cladding holes are all 29.73 μm, i.e., the area of one cladding hole is 925 μm². The 125 μm outer diameter of the SC MOF was designed to provide a facile connection to SMFs.

A cross section of the SC MOF with a stripped polymeric jacket is shown in Fig. 5(a). Figure 5(b) shows the Jeol JSM-6510 SEM detail of the core area together with three silica bridges. The inscribed circle represents 2.75 μm diameter of the fiber core and corresponds to the diameter of the fiber core discussed further in this paper.

C. Detection Setup

1. Arrangement with the TOF

The set-up for liquid analyte detection containing the TOF sensor built within the pipeline system is shown in Fig. 6(a). A superluminescent diode (SLED) radiating with a central wavelength of 1550 nm, a full width at half-maximum bandwidth of 56.0 nm, and maximal output power of 1.4 mW was used as a wideband light source. Light from the SLED was coupled into an SMF patchcord and then guided to the TOF sensor. The liquid analyte was pumped into the pipeline system from “input of liquid” to fill the area of the waist of the TOF sensor in Phase 1; see Fig. 6(a). The light was further guided from the TOF sensor to the second SMF patchcord and attenuation of light was measured by the detector (DET). In Phase 2 (after measuring the liquid analyte), the liquid analyte was pumped out from the area of the TOF sensor.
through "output of liquid"; see Fig. 6(a). An air compressor was used for the liquid analyte pumping in and pumping out utilizing negative pressure. The compressor was connected into the output part of the pipeline system. The pressure was controlled by a pressure gauge; see Fig. 6(b).

2. Arrangement with the SC MOF

The prepared and characterized SC MOF of a length of 1.5 m was used as a sensing element in the measuring setup (see Fig. 7), which consisted of two phases: Phase 1, which includes the air reference measurement [Fig. 7(a)] and the SC MOF filling process [Fig. 7(b)], and Phase 2, which involves the inspection of the liquid level in the SC MOF cladding holes [Fig. 7(c)] and cutting the SC MOF by a cleaver [Fig. 7(d)].

The same SLED as for TOF measurements was connected to the SMF, whereby light was further collimated (COL) and focused 40× by the objective (OBJ), with an NA = 0.65, directly into the core area of a section of the SC MOF; see Fig. 7.

Phase 1 was divided into two steps. First [Fig. 7(a)], the cladding holes of the SC MOF were filled only by air (without a liquid analyte) for reference measurement. The reference sensor attenuation was measured at the end of the SC MOF by the DET—a germanium photodiode with an optical power range of 50 nW to 40 mW and a wavelength range of 700–1800 nm. In the next step [Fig. 7(b)], the cladding holes of the SC MOF were filled by a liquid analyte by capillary forces.

Phase 2 is also divided into two steps. First [Fig. 7(c)], the level of liquid in the SC MOF cladding holes, filled with tested liquid analyte from previous step, was inspected by a microscope equipped with an objective (OBJ) for direct observation and by a digital camera (CAM) connected to a computer (PC) to evaluate data and pictures. Attenuation of light guided into the core of the SC MOF was measured for different liquid analytes by the DET. In the next step [Fig. 7(d)], the SC MOF was cut by a cleaver (CUT) in the region of those cladding holes filled by air (in front of the region filled by a liquid analyte), i.e., part of the SC MOF filled by a measured (tested) analyte is cut and discarded by a fiber cleaver, and the SC MOF is prepared to refill the cladding holes by a liquid analyte for another measurement. The measurement setup was kept at a constant room temperature of 20°C.

3. RESULTS

Laboratory testing of approaches employing the TOF or SC MOF on explosive and/or flammable or toxic liquids (e.g., on hydrocarbons, such as gasoline, heptane, hexane, toluene, tetrahydrofuran, or other toxic liquids as dichloro- or chloroform) could be harmful to the health of laboratory personnel, so appropriate harmless liquid analytes were prepared to test the TOF or SC MOF sensor. We substituted the targeted dangerous liquids with environmentally friendly azeotropic liquid mixtures of glycerol dissolved in water in different ratios to achieve refractive indices comparable to hydrocarbons or mixtures of hydrocarbons in water. Glycerol (1,2,3-propanetriol) C₃H₅(OH)₃ represents a hygroscopic, colorless, viscous liquid (trihydric alcohol) that is not explosive, flammable, or toxic, thereby making it suitable for such tests. The glycerol molecule is polar. Therefore, it is unlimitedly miscible with water due to the presence of hydroxyl groups [34]. Refractive indices of these liquids must be lower than the refractive index of fused silica for a wavelength of 1550 nm. The liquid mixtures featuring refractive indices close to chloroform CHCl₃, which is toxic, volatile, and hazardous, or 1,4-Dioxane C₆H₄O₂, a volatile solvent used in laboratories, were prepared; see Table 1. Mixtures of glycerol (GLY) of defined concentrations dissolved in water (H₂O) and related refractive indices (RI) measured at 632 nm (at 20°C) and recalculated RI at 1550 nm are listed in Table 1. Values of RI of water (1.3180 at 1550 nm and 20°C) and glycerol (1.4594 at 1550 nm and 20°C) were calculated by the Cauchy equation [35]. Samples of 1-propanol (RI = 1.3738 at 1550 nm) were used as references for measuring these prepared liquid mixtures [36]. Refractive indices of liquid analytes

![Fig. 7. Schematic of the measurement setup for the detection of liquid analytes using the SC MOF. Phase 1: (a) a section of the SC MOF whose cladding holes are filled by air, and (b) a section of the SC MOF whose cladding holes are filled by liquid analyte (reference). Phase 2: (c) a section of the SC MOF whose cladding holes are filled by a measured liquid analyte, and (d) CUT is the cleaver used for cutting the fiber in the region of the air-filled cladding holes (in the anterior region filled by liquid analyte). SLED, superluminescent diode; SMF, single-mode fiber patch cord; COL, collimator; OBJ, 40× objective used for focusing light; SC MOF, section of the suspended core microstructured optical fiber; OBJ, objective to observe liquid level; CAM, digital camera used for observation; PC, computer; DET, detector.]

| Table 1. Prepared Mixtures of Glycerol Dissolved in Water of Defined Concentrations and Corresponding Refractive Indices Measured at 632 nm and Recalculated at 1550 nm* |
|----------------------------------|--------|--------|----------------|--------|
| Mixture Name | RI at 632 nm | RI at 1550 nm | Concentration |
| 1-propanol | 1.3816 | 1.3738 | 100% 1-propanol |
| GLY77.0 | 1.4383 | 1.4269 | 77.0% GLY, 23.0% H₂O |
| GLY78.0 | 1.4399 | 1.4283 | 78.0% GLY, 22.0% H₂O |
| GLY80.5 | 1.4457 | 1.4318 | 80.5% GLY, 19.5% H₂O |
| GLY81.0 | 1.4445 | 1.4325 | 81.0% GLY, 19.0% H₂O |
| GLY83.5 | 1.4484 | 1.4361 | 83.5% GLY, 16.5% H₂O |

*The reference is 1-propanol.
were continuously measured (controlled) by a WYA-Z Digital Refractometer working in the full automatic regime at 632 nm for refractive indices nD from 1.3000 to 1.7000, with a resolution of nD = 0.0001, featuring a measurement accuracy of ±0.0002 and recalculated at wavelength 1550 nm according to Ref. [36]. Determination of the refractive index of concentration was done by

$$RI(m_{\text{av}})_{1550} = \frac{\text{CON} \text{GLY}}{100} \times RI \text{GLY}_{1550} + \frac{\text{CON} \text{H}_2 \text{O}}{100} \times RI \text{H}_2 \text{O}_{1550},$$  \(1\)

where RI(m_{\text{av}})_{1550} is the recalculated refractive index at 1550 nm (and m_{\text{av}} stands for the mixture name), CON(GLY) is the percentage concentration of glycerol, CON(H2O) is the percentage concentration of water, RI(GLY)_{1550} is the refractive index of glycerol at 1550 nm, and RI(H2O)_{1550} is the refractive index of water at 1550 nm. For example, the recalculation of GLY77.0 at a wavelength of 1550 nm is calculated as

$$RI \text{GLY77.0}_{1550} = \frac{77.0}{100} \times 1.4594 + \frac{23.0}{100} \times 1.3180 = 1.4269.$$  

The total difference of the refractive indices in the measurement, i.e., between GLY83.5 and GLY77.0, is 0.0092, and the minimally reached difference of the prepared mixtures is 0.0002; see Table 1.

### A. TOF Simulations and Measurements

A prepared TOF, particularly its waist area, was numerically analyzed in COMSOL Multiphysics. The fundamental core mode intensity profiles of the TOF were calculated by using the FEM technique at a wavelength of 1550 nm. Results of these simulations for the TOF waist surrounded by air and by 1-propanol are shown in Fig. 8.

The calculated n_{eff}, A_{eff}, and powers within the evanescent wave in SC MOF cladding holes filled by air, 1-propanol or by GLY77.0 to GLY83.5, are presented in Table 2. Numerical analyses show that the overlap of an evanescent wave (power of evanescent wave in the surrounding analyte) for 1-propanol is almost 11 times higher than the overlap of an evanescent wave for air; see the details in Table 2.

The TOF sensor incorporated in the protective glass tube was tested by filling this tube with a liquid analyte ranging from GLY83.5 and GLY77.0, or by GLY77.0 to GLY83.5. The detection of other liquids was realized by using the pipeline developed for the insertion of testing liquids; see Fig. 9.

The SMF patchcord was connected to the light source on the input side, the TOF sensor was inside the protective glass tube, and the SMF patchcord was connected to the detector on the output side; see Fig. 9. A schematic picture of the measurement is shown in Fig. 6, which illustrates how the TOF sensor was completely surrounded (immersed) by a measured liquid analyte. After each measurement, the TOF sensor was cleaned by 1-propanol and dried by air, which was also used as a reference for measurements. Temporal changes of attenuation of the TOF based on refractive index changes for GLY77.0 to GLY83.5, together with the reference (1-propanol) and air level, i.e., the reversibility of the operation of the TOF, are shown in Fig. 10.

### Table 2. Calculated Optical Power Carried by an Evanescent Wave of the TOF

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Refractive Index</th>
<th>n_{eff}</th>
<th>A_{eff} [\mu m²]</th>
<th>Power in Analyte [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.0002</td>
<td>1.3083</td>
<td>4.7114</td>
<td>1.53</td>
</tr>
<tr>
<td>1-propanol</td>
<td>1.3738</td>
<td>1.4120</td>
<td>7.3667</td>
<td>16.34</td>
</tr>
<tr>
<td>GLY77.0</td>
<td>1.4269</td>
<td>1.4289</td>
<td>21.0252</td>
<td>64.23</td>
</tr>
<tr>
<td>GLY78.0</td>
<td>1.4283</td>
<td>1.4299</td>
<td>23.3679</td>
<td>68.22</td>
</tr>
<tr>
<td>GLY80.5</td>
<td>1.4318</td>
<td>1.4324</td>
<td>32.9783</td>
<td>79.49</td>
</tr>
<tr>
<td>GLY81.0</td>
<td>1.4325</td>
<td>1.4330</td>
<td>35.8749</td>
<td>81.89</td>
</tr>
<tr>
<td>GLY83.5</td>
<td>1.4361</td>
<td>1.4462</td>
<td>56.3184</td>
<td>92.66</td>
</tr>
</tbody>
</table>

The taper waist is surrounded by air or 1-propanol and then surrounded by a mixture of glycerol dissolved in water GLY77.0 to GLY83.5.

### Fig. 8. Calculated, fundamental core mode, and normalized intensity of electric field profiles of the TOF. The taper waist is surrounded by (a) air, (b) 1-propanol, (c) GLY77.0, and (d) GLY83.5. The black ring represents the boundary of the TOF waist.

### Fig. 9. Photograph of the pipeline with an inbuilt TOF sensor. (A) SMF fiber connected to the SLED source (on the left). (B) SMF connected to the detector (on the right). (C) TOF sensor. 1, protective glass tube filled with a measured liquid; 2, input of liquid; 3, output of liquid.
The calibration curve—dependence of attenuation on refractive index changes of the TOF—is shown in Fig. 11 and demonstrates how increasing attenuation for increasing refractive indices of the liquid analyte can be described by the linear dependence over the total measured interval of refractive indices. Please note, for a considerably wider RI range, the linearity of the calibration curve slightly decreases.

Sensitivity $S$ of the TOF was determined mathematically from the slope of the linearly fitted calibration curve (see Fig. 11), and the correlation index $R$ for this curve was calculated using the equation

$$R(X, Y) = \frac{\sum (x - \bar{x})(y - \bar{y})}{\sqrt{\sum (x - \bar{x})^2 \sum (y - \bar{y})^2}}.$$  \hspace{1cm} (2)

where $\bar{x}$ and $\bar{y}$ are the mean values of fitted sample points on the $x$ axis and the $y$ axis, respectively.

Sensitivity $S$ was calculated as

$$S = \frac{dY}{dX}. \hspace{1cm} (3)$$

Resulting values of the sensitivity and correlation index in the case of the TOF are $R = 0.9901$ and $S = 1143.2 \text{ dB/RIU}$, respectively.

A $LOD$ was determined from the noise level and sensitivity $S$, which is defined by the following equation:

$$LOD = 3 \cdot \text{noise sensitivity} = \frac{3 \cdot \mu \Delta n}{S}. \hspace{1cm} (4)$$

$LOD$ was calculated to reach 0.0026 RIU by using Fig. 11 and Eq. (4).

B. SC MOF Simulations and Measurements
The designed structure of the SC MOF was numerically analyzed using COMSOL Multiphysics, version 5.0, simulation software. Fundamental core mode intensity profiles of the SC MOF were calculated by using the FEM technique at a wavelength of 1550 nm. The calculated effective mode index ($n_{eff}$), effective area ($A_{eff}$), and powers within the evanescent wave in cladding holes of the SC MOF filled by air, 1-propanol, or by GLY77.0 to GLY83.5 (power in analyte) are presented in Table 3.

Numerical analyses show that an overlap of the evanescent wave (the power carried by the evanescent wave in the cladding holes) for the reference measurement, with cladding holes of the SC MOF filled by 1-propanol, is almost nine times higher than the overlap of an evanescent wave for cladding holes of the SC MOF filled by air; see Table 3.

The power in the cladding holes (evanescent wave overlap in cladding holes) filled by GLY83.5 is 1.5 times higher than the power in the cladding holes filled by GLY77.0 and 5.3 times higher than 1-propanol (reference). The calculated effective areas ($A_{eff}$) for GLY80.5 and GLY81.0 have high confinement losses, and GLY83.5 has exceedingly high confinement loss. A selected Visualization 1 of the results of these calculations, at 1550 nm for the SC MOF cladding holes filled by air ($n = 1.0002$), 1-propanol ($n = 1.3738$), and filled by GLY77.0 ($n = 1.4269$) and GLY83.5 ($n = 1.4361$), is shown in Fig. 12.

Light coupled into the SC MOF is strongly guided into the core of the fiber thanks to the high difference in the refractive index between the core material and the air-filled cladding holes. It implies that the overlap of an evanescent wave and the sensitivity of the SC MOF is minimal; see Fig. 12(a). When cladding holes are filled by a liquid analyte, whose refractive index is not dissimilar to the refractive index of the silica core, the overlap of the evanescent wave increases as does sensitivity; see Figs. 12(b)–12(d). A photograph of the longitudinal structure of the SC MOF in the area of the boundary between

| Table 3. Calculated Effective Mode Index ($n_{eff}$), Effective Area ($A_{eff}$), and Optical Power Carried by an Evanescent Wave in the Cladding Holes of the SC MOF Filled by Air, 1-propanol, or by GLY77.0 to GLY83.5 |
|---|---|---|---|
| Analyte | Refractive Index $[\mu m^2]$ | Power in Analyte [%] |
| Air | 1.0002 | 6.76 | 1.33 |
| 1-propanol | 1.3738 | 11.41 | 11.58 |
| GLY77.0 | 1.4269 | 33.92 | 40.77 |
| GLY78.0 | 1.4283 | 37.20 | 43.22 |
| GLY80.5 | 1.4318 | 52.91 | 50.25 |
| GLY81.0 | 1.4325 | 56.84 | 52.94 |
| GLY83.5 | 1.4361 | 61.32 | Too high |
The attenuation of the SC MOF was measured by the cut-back method using the setup shown in Phase 1 part (a) of Fig. 7. The analyzed attenuation of the air-filled cladding holes of the SC MOF, at a wavelength of 1550 nm, was 1 dB/m. The cladding holes of the SC MOF were then filled in the 5 mm length by the reference liquid (1-propanol) and then by experimental liquid analytes GLY77.0 to GLY83.5; see Table 1. The volume of the measured liquid analyte filled in the length of 5 mm in three cladding holes of the SC MOF is approx. 13.9 nl. In this case, the attenuation of the SC MOF was measured by the cut-back method using the setup shown in Phase 2 parts (a) and (b) of Fig. 7. Cladding holes of the SC MOF were filled by measured liquid analytes via capillary forces due to the relatively low viscosity of the liquid mixtures used.

Temporal changes in the attenuation of the SC MOF, based on the refractive index changes of particular mixtures (from GLY77.0 to GLY83.5), are shown in Fig. 14. Liquids of refractive indices of GLY77.0 to GLY83.5, which were used to fill the cladding holes of the SC MOF, caused changes to the refractive index of the cladding structure and induced changes in the attenuation of the guided light in the core of the SC MOF; see Fig. 14. The attenuation of each liquid was measured several times by repeatedly filling the cladding holes of the SC MOF by GLY77.0 to GLY83.5. Slight changes of attenuation for the given refractive index (GLY77.0 to GLY83.5) could be the result of different capillary forces in each cladding hole caused by a slightly different radial diameter for each hole.

A calibration curve—the dependence of the mean measured values of attenuation on the refractive index changes caused by different concentrations of GLY in water used to fill cladding holes of the SC MOF—is shown in Fig. 15 and demonstrates an increase in attenuation in correlation with higher refractive indices of the liquid analyte. The linear dependence was obtained for the total measured interval of refractive indices.

Using the calibration curve (see Fig. 15) and Eq. (3), the sensitivity $S$ of the SC MOF was determined as 600.96 dB/RIU, and by using Eq. (2), the correlation index $R$ was calculated to as 0.97098.

A LOD was calculated by using Fig. 15 and Eq. (4):

$$LOD = \frac{3 \cdot 14.23 + 0.46}{600.96} = 0.0733 \text{ [RIU]}.$$
4. DISCUSSION

The main advantage of the SC MOF is that it requires a minuscule amount of liquid analyte, specifically 27.8 nl/cm. In our case, the liquid filling length is 5.0 mm, i.e., the equivalent volume of liquid analyte in cladding holes of the SC MOF is 13.9 nl. The SC MOF measurement is more complex as the precise filling length must be controlled by a microscope examining various liquid analytes requires the SC MOF, as shown in Fig. 7 in the case of Phase 2, and to use another SC MOF section. It can be solved, e.g., by Ref. [20]. Calculations show that the effective area of the guided modes of the SC MOF, in particular for liquids from GLY 77 to GLY 83.5, is higher in comparison to the effective area of the guided modes of the TOF waist, implying that the SC MOF has a higher confinement loss, which may be explained by optical power being carried by the evanescent wave that is coupled out via the silica bridges. The measured attenuation for different refractive indices (of liquids) by the SC MOF sensor manifests small fluctuations; see Fig. 14. These measurement inaccuracies could be caused, in comparison with the TOF sensor, by manufacturing imperfections of the structural profile and symmetry of the SC MOF cladding holes. This means that each measurement of each liquid (with different viscosities) is slightly influenced by different capillary forces in each cladding hole, which affects individual filling lengths. The accuracy of measurement could also be affected by the cut-back method; a SC MOF section filled by a measured liquid is cleaved after each measurement. On the other hand, the SC MOF is mechanically more robust because the core is connected by the silica bridges to the outer silica cladding, in comparison to the TOF sensor, which is not protected by the outer cladding.

The TOF does provide a defined length of the waist (sensing area) so that the user is only required to immerse the waist of the TOF into the liquid analyte. Originally, the TOF sensor in the region of the taper waist is more fragile compared to the SC MOF. The fragility of the TOF waist is solved by the pipeline system formed by protective glass tube housing. The tube itself has the following dimensions: a length of 60 mm and an inner diameter of 2 mm, i.e., the inner volume is about 188 μl. However, the inner volume of the protective glass tube can be reduced (up to 16 times) to achieve a lower liquid sample volume and a shorter filling time for the liquid analyte. This can be achieved by inserting the TOF into a capillary fiber, which has an internal diameter >125 μm.

Both fiber optic sensors were stable during the whole measurement campaign. The fluctuation in output power during TOF testing was caused by an imperfect purification of the TOF waist surface (in the protective tube) during measurements when the liquid analytes were changed. Light coupling into the TOF was facile as the TOF is made from SMF. Light coupling into the SC MOF core area required a focusing apparatus because the core diameter was only 2.75 μm. Calculations show that the evanescent wave overlap to the liquid analyte and sensitivity of the TOF sensor is higher than the sensitivity of the SC MOF, which was confirmed by measurement.

A comparison of the price of both fiber sensors (SC MOF and TOF) is noteworthy. Current MOF fiber prices are significantly higher than an ordinary SMF, which is tapered to the desired waist diameter.

5. CONCLUSIONS

This paper focused on the application of a TOF sensor for the purposes of detecting prepared mixtures of glycerol dissolved in water to represent hazardous liquids with identical refractive indices. The new TOF principle incorporated in a pipeline system for the in-line regime of measurement was designed, characterized, and applied to liquid analyte detection. To provide a comparison of the TOF with a similar type of fiber sensor, a SC MOF featuring similar parameters to the TOF sensor was chosen. The SC MOF and TOF were tested on refractive indices in the range of 1.4269–1.4361 and at a wavelength of 1550 nm. Both fiber structures were numerically analyzed and the results of the measurements were compared.

A calculated sensitivity of $S = 600.96 \text{ dB/RIU}$ and a limit of detection $\text{LOD} = 0.0733 \text{ RIU}$ were achieved for SC MOF, whereas the TOF sensor achieved $S = 1143.2 \text{ dB/RIU}$ and $\text{LOD} = 0.0026 \text{ RIU}$. The TOF has almost two times higher sensitivity and a 30 times higher limit of detection in comparison to the SC MOF sensor. Such differences are the result of a higher overlap of the evanescent wave to the liquid analyte (1.5 times higher power in an analyte for GLY83.5; see Tables 2 and 3) with respect to the symmetrical, cylindrical shape of the TOF waist (sensing area) when compared to the shape of the SC MOF core (sensing area). The SC MOF sensor can be used for applications where the amount of liquid is limited, as in certain medicinal or botanical situations where one-time detection is possible, and the TOF sensor can be used in applications where the amount of a liquid analyte is readily available, such as when detecting hydrocarbons in fuels or the toluene concentration in water.
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Structurally-modified tapered optical fiber sensors for long-term detection of liquids
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A B S T R A C T
We present an improvement of tapered optical fiber (TOF) sensor’s response for the detection of liquids, which is achieved by TOF surface structural modification. Our TOF sensors utilize the refractometric principle with enhanced evanescent-wave overlap due to the wavelength of 1550 nm and TOF waist diameters of 4–6 μm. The structural modification is achieved by long-term TOF exposition to hygroscopic liquid analytes and ambient atmosphere. To analyze the structural modification process, long-term as well as proof-of-principle tests have been carried out to evaluate TOF sensors stability in terms of sensitivity and resolution. Maximum sensitivity of over 2100 dB/RIU has been reached when TOF is used to detect a liquid analyte with refractive index of 1.415. Increase of more than 1400 dB/RIU is attributed to the enhanced sensitivity. Sample TOF sensors were then linearly calibrated and have been tested in more than one year-long continuous measurement campaign. Resolution better than 7·10⁻⁴ for a refractive index range of from 1.405 to 1.425 with working point drift below 2·10⁻⁴ over 12 months period has been achieved. Our results and observations are suitable for reliable, low-cost and application-tailored TOF sensor development.

1. Introduction

Refractometric detection of liquids based on tapered optical fibers (TOFs) with an enhanced evanescent-wave overlap has been extensively studied, and a variety of configurations have been proposed [1–7]. The key difference of these measurement techniques lies in the intensity-based or the wavelength-shift-based measurement techniques. Wavelength-shift-based TOF sensors generally provide better performance in terms of sensitivity and resolution, on the other hand, they require a more complex processing system. Wavelength-shift-based TOF sensors utilizing periodically tapered fibers [1,2] with sensitivities up to 4000 nm/RIU at a refractive index (RI) of 1.45 were presented in [1]. An average sensitivity of 226 nm/RIU in the RI range from 1.33 to 1.38 was achieved in [2]. Microresonators with a sensitivity of 95.5 nm/RIU in the 1.38 to 1.41 RI range were demonstrated in [3]. To enhance sensor sensitivity, the TOF sensor was further shape-tailored in [4] resulting in 8.0·10⁻⁴ RIU resolution in the RI range of 1.38–1.44. In-line production monitoring and liquid sensing based on single mode-multimode-single mode (SMS) structures were presented in [5] with a sensitivity of 2946 nm/RIU in the RI range of 1.42–1.43. Surface plasmon resonance (SPR) refractometers have also been developed in parallel while utilizing TOFs [6].

Intensity-based sensors remove the wavelength-shift-based sensor demands on the processing system and the complexity of SPR sensor preparation [6,8]. TOF sensors with ultra-thin tapered fiber tips with sensitivities over 8000%/RIU have been presented in [7]. Surface functionalization by additional layer deposition [9] or interferometric configuration can further increase TOF sensor performance but under cost of increased complexity. We have recently demonstrated a possible application of suspended-core microstructured optical fibers for the detection of liquids with a sensitivity of 342 dB/RIU at RI of 1.43 [10].

To provide a facile approach for the detection of liquid analytes, conventional silica single-mode TOF sensors can be applied as they further diminish the disadvantages of both intensity and wavelength-shift-based sensors, such as utilization of specialty optical fibers [1] and sensors’ structure fragility [3,10].

Stability and long-term performance of TOFs have been studied only under laboratory conditions and from a short-term point of view within the range of multi-day time periods. An interesting evaluation of TOF degradation was presented in [11], where the primary contribution to the increase of TOF attenuation is attributed to dust particles attached to the nanotaper surface manifesting as scattering loss. The greatest
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impact was experienced in standard room conditions where, in the case of a TOF with 460 nm waist diameter, dust particles caused almost 10 dB attenuation within a time period of less than 10 h. The effects of humidity were found to be negligible in this study. Crack formations and their degradation effect on TOFs together with the humidity-induced hydrogen-bond formation and further attenuation increase was subsequently summarized in [12] for long microfibers. A 5 dB attenuation increase caused by 18 h long crack formation in a microfiber with a 2 μm waist diameter was observed in [12]. However, none of these publications have described any relation between TOF degradation and sensor performance for the detection of liquids.

This paper presents, for the first time, a long-term evaluation of TOF sensors for refractometric detection of liquids with focus on TOF surface structural modification. We analyze sensitivity enhancement and overall sensor response curve shift. We report on significant sensitivity enhancement, without any need for sol–gel or other functional layer deposition. We study freshly-produced TOF sample versus a structurally-modified TOF sample and we observe similar resolution with a significant shift of the sensors’ response curve. Last a linear calibration is applied for selected TOF sensors, and results from sensor performance tests over more than a year-period of continuous measurement are discussed.

### 2. Sample preparation and measurement setup

Conventional silica single-mode fiber (SMF-28e, G.652) with 8.3/125 μm core/cladding diameters was chosen as the source fiber for development of TOF sensor samples. We used the flame-heating technique and aimed for a reproducible output. Flame temperature $T_f$, hydrogen generator temperature $T_{HG}$, room humidity $R_h$ and ambient temperature $T_a$ were controlled during the tapering process, while initial $T_{HG}$ was kept constant for each singular sample. Fluctuations were kept at $\Delta T_a < 0.1 ^\circ C$ and $\Delta R_h < 0.1 %$.

For the purposes of the long-term analysis, we produced two TOF sample series with the waist length of 10 mm and with waist diameters $w_D$ of 4.5 μm and 5.5 μm (over 25 TOF samples in both series). The waist diameter deviations were kept under 10% for both series, which was verified by a scanning-electron microscope. TOF samples were then stored in normal conditions i.e., $T_a = 22–25 ^\circ C$ and $R_h = 35–45%$.

The measurement configuration is depicted in Fig. 1. An integrated distributed-feedback laser diode (LD) emitted at 1550 nm. LD signal was divided via a 3 dB coupler to two outputs and two TOF sensor samples were placed between the source and detectors in order to measure both TOF sensor samples simultaneously (in the same liquid analyte) and to both verify performance and exclude temperature discrepancies. Two InGaAs PIN photodiodes (DET) were incorporated altogether with LD into a single stabilized monitoring system to cover both instantaneous and continuous data-readout statistics. All FC/APC connectors were fixed. We have furthermore analyzed long-term stability of the measurement configuration during a 3 weeks-long campaign and verified that our system is stable without any degradation. The measurement system dynamic range was limited to around 50 dB.

Laboratory testing of explosive or toxic liquids (e.g. hydrocarbons such as gasoline, toluene, or other toxic liquids as dioxane or chloroform) could be harmful to the health, so appropriate harmless liquid analytes were prepared to test our TOF samples. We substituted the above-mentioned hazardous liquids with environmentally friendly azeotropic mixtures of glycerol (GLY) dissolved in water to achieve refractive indices comparable to hydrocarbons or mixtures of hydrocarbons. Glycerol (1,2,3-Propanetriol) $C_3H_8(OH)_3$ represents a hygroscopic, colorless, viscous liquid (trihydrated alcohol) which is neither explosive, flammable nor toxic, thereby suitable for such tests. The glycerol molecule is polar, therefore, it is unlimitedly miscible with $H_2O$. Mixtures of GLY with $H_2O$ of defined concentrations were related via RI, which was measured at 632 nm (at 20 °C) and recalculated to RI at 1550 nm. Refractive index values at 1550 nm and 20 °C are for water 1.3180 and for glycerol 1.4594. Refractive indices of liquid analytes were continuously monitored with a digital refractometer. Refractive index of the GLY-$H_2O$ mixture was then calculated as:

$$\text{RI}_{GLY,H_2O,1550} = \frac{\text{RI}_{GLY,1550} \cdot \text{RI}_{H_2O,1550}}{100}$$

where $\text{RI}_{GLY,1550}$ is the recalculated refractive index of the GLY-$H_2O$ mixture at 1550 nm, $\text{RI}_{GLY}$ and $\text{RI}_{H_2O}$ represent the percentage concentration of both liquids and finally $\text{RI}_{GLY,1550}$ and $\text{RI}_{H_2O,1550}$ are the refractive indices of both liquids at 1550 nm.

### 3. TOF sensitivity-modification process

First, we measured a randomly selected TOF sample with $w_D = 5.20 \mu m$ immediately after the production. The second measurement was carried out after 18 months (meanwhile the TOF sample was stored in standard room conditions). Before both measurements we perfectly purified the TOF sample using several isopropyl-alcohol (IPA) purification cycles to achieve a stable performance (especially after 18 months to remove all dust particles on the TOF surface).

The test was performed on three selected liquid analytes, IPA (RI = 1.374), Ethylene–glycol (EG, RI = 1.420) and their 50/50 mixture (RI = 1.397). Measurement results are summarized in Table 1. Note 13.6 dB higher attenuation when submersed in EG after 18 months (16.7 dB) with respect to the attenuation value just after production (3.1 dB). This attenuation increase is attributed to the surface structural modification of the TOF sample.

The origin of this phenomenon can be understood as a multi-step process. First, optical fibers are formed by extremely pure silica, thus no alkali ions are present, so leaching can be neglected. The starting conditions are defined by the tapering process carried out by the flame-heating technique using a hydrogen-based flame, which causes $H^+$ and $OH^-$ ions to penetrate into the TOF where concentration decreases in relation to the distance from the TOF surface. Only a few ppm of $H_2O$ content can result in the $OH^-$ ion formation process, where such a low $H_2O$ content is already present after fiber manufacturing [13].

Tapering of silica fibers is achieved by laterally stretching the fiber. The stretching assists in breaking molecular bonds by distorting the SiO2 tetrahedral structure. Thus non-bridging oxygen atoms are formed,

![Stabilized source and detector](image)

**Fig. 1.** Measurement configuration for the analysis of TOF sensor performance in selected liquid analytes.; DET – two InGaAs PIN photodetectors.

### Table 1

<table>
<thead>
<tr>
<th>Analyte RI</th>
<th>After production (dB)</th>
<th>After 18 months (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.374</td>
<td>0.4</td>
<td>6.0</td>
</tr>
<tr>
<td>1.397</td>
<td>1.1</td>
<td>16.2</td>
</tr>
<tr>
<td>1.420</td>
<td>3.1</td>
<td>16.7</td>
</tr>
</tbody>
</table>
bound by one covalent bond to the glass network and holding one negative charge to compensate for the positive ions nearby [14]. The fiber is then less resistant to humidity effects [15].

These effects contribute to the modification of the TOF surface layer, with regard to hydrogen-bonding processes, resulting in a sol-gel layer formation. Note, that this sol-gel layer is formed from the fiber itself, due to the material change in the fiber surface layer, which is completely different from the well-known methods of sol-gel and other functional layer deposition on the fiber surface [9,16].

In the first step, a layer similar to a sol-gel is formed and gradually grows in thickness (in direction towards the TOF core) until equilibrium state is achieved, when TOF is exposed to a humid atmosphere, or submerged into an analyte (presuming the liquid analyte contains water or is able to form OH⁻ ions). Typically, the sol-gel layer thickness is in the order of nanometers. The sol-gel layer's physical properties differ from the pure silica glass material, in particular refractive index is lower [17]. Typically sensor sensitivity is expected to decrease when considering a modified layer on the TOF surface with a lower RI. This assumption is valid until the TOF is dried. Once the TOF is removed from the analyte (or placed in a lower humidity atmosphere), the sol-gel layer dries and micro-cracks develop [12].

The utilization of GLY and EG as liquid analytes further magnifies the effect of sol-gel layer formation as these liquids are highly hygroscopic. In addition, when IPA is used to purify the fibers, it can help even more to increase micro-crack formation. This is based on the fact that IPA (as a 96% alcohol) efficiently binds water, thus drawing the OH⁻ ions from the sol-gel layer. The effect of submerging/drying was observed for multiple TOF samples resulting in a high increase of attenuation, thus also in TOF sensor sensitivity enhancement and response curve shift, as will be described in the next chapter.

4. Measurement of TOF sensor response based on structural modification

We investigated the TOF sensor response and possibility of sensitivity enhancement on two randomly selected TOF sensor samples, with \( w_0 = 4.80 \mu \text{m} \) and \( w_0 = 5.50 \mu \text{m} \), denoted as Samples A and B, respectively. Sample A was purified immediately after the production without any contact with GLY. Sample B was submerged into GLY immediately after the production, then purified and stored. After 12 months both TOF sensor samples were measured for the first time (such samples are hereafter marked by index 1, i.e., \( A_1 \), \( B_1 \)). Both TOF sensor samples were then purified and stored in the same conditions for additional 6 months, resulting in a total of 18 months prior to the second measurement (indexed as \( A_2 \), \( B_2 \)).

A GLY-H₂O solution was prepared for the measurement. The starting point was set to the RI of 1.435 and the solution was diluted, step-by-step in 19 measurement points, down to the RI of 1.360. For each of these points, refractive index of the mixture was analyzed by the refractometer. Increase in attenuation and thus sensitivity was observed for both TOF sensor samples submerged in the same liquid analyte after 18 months in contrast to the results after 12 months, as presented in Fig. 2.

To provide a comparison of studied TOF sensor samples, sensitivity \( S \) was introduced which can be expressed as the ratio of optical intensity difference \( \Delta I \) to refractive index difference \( \Delta n \) as:

\[
S = \frac{\Delta I}{\Delta n}
\]  (2)

Sensitivity enhancements of up to 1300 dB/RIU and 1400 dB/RIU were reached for Sample A and Sample B, respectively, for a liquid analyte RI of 1.415, when comparing results after 12 and 18 months. The achieved maximum sensitivity values after 18 months of exposure were \( S = 1920 \text{ dB/RIU} \) and \( S = 2100 \text{ dB/RIU} \) for Samples A and B, respectively. This is a significant sensitivity enhancement compared to previous results [18], where the studied TOFs were not sensitivity-enhanced.

Please note an interesting point of the TOF surface structural modification: Sample B, with wider \( w_0 \), provided greater sensitivity than Sample A (e.g. compare at RI of 1.415 in Fig. 2b). This is in contrast to the general taper theory which states that a thinner TOF should have a larger evanescent-wave overlap and, thus, greater sensitivity. The enhanced sensitivity in the case of Sample B is attributed to the TOF surface structural modification caused by the submersion of the TOF sample into GLY 12 months prior to the first measurement (right after the production).

5. Long-term measurement

Having achieved enhanced sensitivity, we further evaluated the performance of the structurally-modified TOF sensor samples in comparison to freshly-produced TOF sensor samples. Long-term stability of TOFs was studied in terms of sensitivity and resolution. Two selected TOF sensor samples were chosen, both with the identical \( w_0 = 5.40 \mu \text{m} \), to exclude the effect of waist diameter. First TOF sensor (Sample C) was picked from a freshly manufactured TOF set and was encapsulated in a protective metallic cover as depicted in Fig. 3. Sample D was structurally-modified (i.e. having an enhanced sensitivity) as described in the previous section. Both TOF sensor samples were purified before the test. Afterwards, continuous measurement was carried out for more than 12 months in total.

As the liquid analyte we used again the GLY-H₂O mixture where for the starting point the analyte was diluted to RI of 1.400 and, via water evaporation, the RI of the analyte continuously increased. Once RI of 1.440 was reached (after several weeks), we added H₂O and set RI again to 1.400 to start a new measurement cycle. The measurement
procedure was always the same step-wise process – first we measured actual attenuation of the submerged sensor, then we took a sample of the liquid analyte and measured its refractive index by a refractometer (which was then recalculated to 1550 nm and plotted with regard to attenuation/normalized power).

Calibration was performed for both TOF sensor samples during the first two measurement cycles, representing a relation between measured optical power (attenuation) and corresponding RI of the liquid analyte. It is common that for real sensor application, the operation in the sensors’ linear regime is desired. Sample C provided linear calibration in the RI region of interest (1.400–1.425). However, Sample D required a two-part linear calibration, where at liquid analyte RI range of 1.400–1.416 we can observe a significant increase of the calibration line steepness (denoted as “linear fit steep”). In the RI range of 1.416–1.425 we observe almost a flat response (denoted as “linear fit slow”) for Sample D. Calibration lines with all measured data (over all cycles) are plotted in Fig. 4.

We see a clear trend of the structurally-modified TOF sensor sample, where the linear regime (steep) shifts to lower liquid analyte RIs (below 1.417) and is accompanied by enhanced sensitivity (derivation of the slope). Using the calibration (presented in Fig. 4) we were able to determine the TOF sensor long-term stability in over 12 months of continuous measurement. Sample C showed a standard deviation in measured RI of 6.6·10^{-4} and drift of the working point (mean value) of only 1.3·10^{-4}. Sample D provided a standard deviation in measured RI of 12·10^{-4} and drift of the working point of 15·10^{-4}.

To exactly compare both TOF sensor samples, we calculated their resolutions over all acquired data with regard to their calibration. Resolution (R) was calculated as:

$$R = \frac{\Delta n}{\Delta I/I_{0}}$$  \hspace{1cm} (3)

where \(\sigma_{0}\) stands for the standard deviation of the measured optical power with regard to the calibration.

Fig. 5 presents resolution dependence on the refractive index of the liquid analyte for Sample C and Sample D. For Sample C values around 5·10^{-4} are experienced in the RI range above 1.405, Sample D has comparable values only in the RI range of 1.406–1.416. On the other hand sensitivity Sample C is 218 dB/RIU compared to Sample D with enhanced sensitivity of 883 dB/RIU for a liquid analyte with RI = 1.415.

6. Conclusion

TOF surface structural modification has been presented and discussed with regards to the detection of liquids. We determined a permanent TOF response curve shift and sensitivity enhancement caused by sol–gel development in the TOF inner surface layer. The structural modification was magnified by repeatedly submerging the TOF sensor sample into hygroscopic liquids (Ethylene–glycol or Glycerol) and then by subsequent drying in Isopropyl-alcohol.

We experimentally verified the sensitivity enhancement with an increase up to 1400 dB/RIU for a liquid analyte with a refractive index of 1.415 for the structurally-modified TOF sensor samples. We thus achieved an overall sensitivity of more than 2100 dB/RIU, which is almost ten times higher than for a freshly produced TOF having a sensitivity around 220 dB/RIU.

For the long-term continuous measurement of over 12 months, selected TOF sensor samples with linear calibration were evaluated. Experimental tests demonstrated high performance stability of a structurally-unmodified TOF sensor sample with an RI standard deviation of 6.6·10^{-4} and working point drift below 2·10^{-4}. A structurally-modified TOF sensor sample provided significantly higher sensitivity. Working point drift was 15·10^{-4}.

Our results in TOF structural modification show that we can tailor the linear regime of the TOF sensor response curve to a desired RI range. Enhanced sensitivity can be achieved for a particular range of refractive indices. Measurements with duration of less than one month can expect stability of the sensitivity-enhanced TOF sensors in the order of 10^{-4}.
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Multimode Chalcogenide Fibers for Evanescent Wave Sensing in the Mid-IR

Elena A. Romanova, Svetlana Korsakova, Matej Komanec, Tomas Nemecek, Alexander Velmuzhov, Maksim Sukhanov, and Vladimir S. Shiryaev

Abstract—Evanescent wave spectroscopy in the mid-infrared (MIR) is a powerful tool for remote real-time sensing. Chalcogenide fibers transparent in MIR are considered as a base for creation of a fiber-optical platform for the MIR sensing. In this paper, a rigorous theoretical approach has been applied for the analysis of evanescent modes propagation in a multimode chalcogenide fiber surrounded by an absorbing medium. A role of particular evanescent mode in power delivering through the fiber has been revealed. Strong absorption of water in this spectral range has been shown to be a main factor limiting sensitivity of the evanescent wave sensor. Possibilities of sensitivity enhancement by using waveguiding properties of the fiber have been discussed. The analysis is supported with an experimental measurement of a [GeSe]_3[1], glass fiber partially immersed in an aqueous acetone solution, in the wavelength range of 2–5 \( \mu m \).

Index Terms—Optical fiber devices, infrared sensors, glass, electromagnetic propagation.

I. INTRODUCTION

ONTROL of environmental hazards in cities, enterprises and objects of nature is necessary for health protection and safety. A basis of an effective control is real-time monitoring of air and water chemical composition, which gives information about the content of toxic impurities.

Technology for evanescent wave sensing based on silica fibers is limited to the near-infrared (NIR) and visible (VIS) spectral ranges due to the fibers are transparent at the wavelengths \( \lambda \approx 0.4 \)–2.0 \( \mu m \). Silica fibers and all supporting technology are already mature in the form of compact sources, detectors, connectors, gain media, which can route and exploit the NIR and VIS.
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However an unambiguous identification of molecular species is not possible in these spectral ranges. In the mid-infrared (MIR, \( \lambda = 3 – 25 \mu m \)) spectra of inorganic and organic molecular substances exhibit strong fundamental vibration bands much more suitable for spectroscopic analysis than the weak overtone absorption bands in NIR and VIS.

MIR spectroscopy provides a universal tool for quantitative detection of molecular species in gaseous or liquid form. Current state-of-the-art approach utilizes a sample chamber of an IR spectrometer in which any gas or liquid substance can be analyzed. For real-time remote molecular sensing outside of a laboratory, special technological platform is to be developed.

Chalcogenide glasses are known for their high transparency in MIR, which makes them attractive for the design of a MIR sensing platform. Compositional changes of the glass give rise to variations in optical, physical, chemical, thermal and mechanical properties important for subsequent fabrication of optical devices in both fiber and planar waveguide form.

In recent decades, there has been a significant progress in the design of chalcogenide glass fibers and integrated optical devices for chemical sensing [1], [2] that is often based on evanescent-wave absorption in an external medium and subsequent attenuation of the power transmitted by a fiber or waveguide at wavelengths corresponding to characteristic absorption bands of molecules in a studied medium.

For efficient interaction of the evanescent field with absorbing species, an unclad fiber or waveguide are to be used, or some part of the cladding is to be removed over a given sensing length. In NIR, refractive index of a chalcogenide glass (\( n \approx 2.40 – 2.80 \)) is usually much greater than that of aqueous solutions of measureable analytes (\( n \approx 1.30 – 1.50 \)) and propagating radiation is more confined in a chalcogenide fiber core in comparison with a silica one (\( n \approx 1.45 \)). This is a drawback for the evanescent wave spectroscopy where amount of radiation propagating in the external medium is the key parameter.

Multimode chalcogenide fibers were used in [3]–[5] for measurements of the absorbance spectra of various chemical substances in aqueous solutions in MIR spectral range. In the experiments, linear dependencies of the absorbance on the analytes concentration were obtained. The importance of using multimode fibers to provide linear logarithmic output characteristics and high sensitivity was demonstrated in [6], [7] for a straight silica fiber acting as a sensing element in VIS. In [7], a multimode silica fiber with microbends over a length of 60 mm was used, where the evanescent-wave sensor was acting as a
In electromagnetic theory of optical fibers, complex-valued dielectric constants are used to describe light absorption in a fiber material. If a fiber segment is submerged into an absorbing medium, this medium acts as an absorbing fiber cladding [10]. Then propagation constants of the fiber modes are complex-valued, so that all the guided modes become evanescent. Power flow of an evanescent mode along the fiber axis is decreasing, radial and azimuthal components of the power flow in the fiber being non-zero that means constant power leakage outside the fiber core.

Amplitudes of the evanescent modes can be found from radiation launching conditions at the input facet of the fiber. When an input light beam is coaxial with a fiber axis, only azimuthally symmetric modes of the fiber can be excited. Azimuthally symmetric modes of a weakly guiding step-index fiber are known as HE11m -modes [10] with m being a mode radial order. If the difference between refractive indices of the core nco and cladding ncl is large, the weakly guiding approximation is not valid and solutions of the exact characteristic equation:

$$J_m'(u_{m0}) + J_1(u_{m0}) K_1'(w_{m0}) = 0$$

are to be found. In (5), J1, K1 are, respectively, Bessel and Macdonald functions, Jm′, Km′ are the derivatives of the functions, um and wnm are parameters, which describe transverse profile of the m-th fiber mode, βnm = k√nco2 - u2m/R2 is a longitudinal propagation constant, V = k · R · √(1 + i · βnm) are complex in general with the nonzero imaginary parts appearing due to material losses in the fiber.

Longitudinal propagation constants βnm = βnm0 + i · β′nm of the evanescent modes can be found by numerical solution of (5). Attenuation coefficient γnm = 2β′nm is related to the m-th fiber mode power decrease along the fiber axis z:

$$P_m(z) = P_{0m} \exp (-\gamma_{nm} z)$$

Here P0m is the initial power of an evanescent mode at the fiber input facet, Pm(z) is evaluated as longitudinal component of a power flow. The fraction of an evanescent mode power (2) outside a fiber core is a determining parameter for the attenuation coefficient magnitude. In fact, for each mode this fraction depends on the ratio R/λ [10]. At a given λ, this fraction grows with decrease of the core radius until the mode reaches its cutoff. For a given R, this fraction increases with wavelength.

As guided modes of an infinite dielectric cylinder used as a fiber model are orthogonal they propagate independently of each other and the power flow propagating in a multimode fiber is equal to the sum of powers of all the modes.

As follows from the theory of optical waveguides, number N of guided modes in a fiber is defined by the magnitude of

$$T = \frac{P}{P_0} = \sum_{i=0}^{N} \left( P_i^1 + P_i^2 \cdot \exp(-\alpha \cdot L) \right) / \sum_{i=0}^{N} \left( P_i^1 + P_i^2 \right) = 1 - \left( 1 - \exp(-\alpha \cdot L) \right) \cdot \sum_{i=0}^{N} r_i^2$$

(1)

Here P and P0 are the total powers transmitted through the fiber, respectively, with and without an absorbing medium over an unclad section of length L. α represents the bulk absorption coefficient of the medium, N stands for the number of guided modes propagating in the fiber. P1i and P2i are powers of the i-th guided mode, respectively, inside and outside the fiber core in non-absorbing medium (air), r2i is the fraction of the i-th guided mode power outside the fiber core:

$$r_i^2 = \frac{P_i^2}{\sum_{i=0}^{N} \left( P_i^1 + P_i^2 \right)}.$$
Optical losses of the fiber (Fig. 1(a)) were measured by using a specialized low-tension cleaver. Output signal was then detected by an FTIR within the spectral range far from the fundamental absorption band edge that is at $\lambda \approx 0.6 \mu m$ for the $[\text{GeSe}_2]_{95}\text{[I_5]}$ glass.

Aqueous acetone solutions were used in [3]–[5], [12] in similar experiments.

Spectral dependencies of the molar absorption coefficients shown in Fig. 1(b) have been obtained from the IR spectra of bulk water and bulk acetone recorded by using a Fourier Transform Infrared Spectrometer (FTIR) in zinc-selenide cells with the optical path-length of 18 $\mu m$. At around $\lambda = 3.33 \mu m$, an absorption band is observed that is attributed to acetone molecular vibrations.

From these measurements, the molar absorption coefficient of pure acetone ($\alpha_m^w = 12.01 / \text{mol} / \text{cm}$) and pure water ($\alpha_m^w = 9.01 / \text{mol} / \text{cm}$) have been obtained at $\lambda = 3.33 \mu m$. As the molar concentration of water ($c^w = 55.5 \text{ mol} / \text{l}$) is much greater than that of one of acetone ($c^a = 13.5 \text{ mol} / \text{l}$), the resulting absorption coefficient of water is much greater than that of acetone ($\alpha_m^w c^w < < \alpha_m^a c^a$). These conditions are absolutely different than in VIS range measurements where water absorption is negligible.

For experimental treatment, a broadband 50 W silicon-nitride bulb-based MIR light source with the maximum intensity at $\lambda = 2.5 \mu m$ was used. The light source was free-space coupled to the $[\text{GeSe}_2]_{95}\text{[I_5]}$ fiber, which was cleaved at a 90° angle with a specialized low-tension cleaver.

The whole fiber facet area was coaxially and uniformly irradiated. Output signal was then detected by an FTIR within the spectral range $\lambda = 2 – 6 \mu m$.

The $[\text{GeSe}_2]_{95}\text{[I_5]}$ fiber was inserted into a slightly curved silica glass tube of the length of 24 cm, diameter of 7 mm and radius of curvature of 15 cm (Fig. 2(a)). This tube was used to decrease acetone evaporation that is quite fast in an open vessel.

At first, transmittance $T_0$ of the fiber without the liquid analyte was acquired. Next, an aqueous acetone solution was poured into the tube in a total volume of 5 ml, and the transmittance $T_1$ was measured again. Relevant length $L$ of the fiber submerged into the solution was equal to 14 cm. By evaluating the normalized transmittance $\tau = T_1 / T_0$ for each concentration of the solution, the influence of reflections from the fiber facets was minimized.

Spectral dependencies of $\tau$ shown in Fig. 2(b) have been obtained for several volume concentrations of acetone. As water absorption was strong, the absorption peak of acetone at $\lambda = 3.33 \mu m$ was not observable at its volume concentration less than 50%.
that in the same fiber in the air. This is a reason for some additional radiation losses when electromagnetic field is propagating through the boundary between air and the acetone solution.

In order to evaluate attenuation coefficients of the evanescent modes, imaginary parts of refractive indices of the fiber material and surrounding medium are to be quantified.

In the [GeSe$_4$]$_{95}$I$_5$ fiber, material absorption coefficients of the bulk glass samples of the compositions [GeSe$_4$]$_{95}$I$_5$ in the spectral range 2–5 $\mu$m are no more than 0.01 cm$^{-1}$ [12] that is significantly less than the absorption coefficients of aqueous acetone solutions at $\lambda$ = 3.33 $\mu$m (for ex., $\alpha_{ac}^w c^w = 162$ cm$^{-1}$). Then absorption of the fiber material can be neglected ($n''_{co} = 0$).

As absorbance of a solution in bulk is:

$$A = (\alpha_{mw}^w c^w + \alpha_{ma}^a c^a) \cdot L,$$

in accordance with the Bouguer-Lambert-Beer law, the imaginary part of the refractive index of the solution can be defined as:

$$n''_{cl} = (\alpha_{mw}^w c^w + \alpha_{ma}^a c^a) \cdot \ln(10)/(2k).$$

In Fig. 3(b), magnitudes of the attenuation coefficient $\eta_m$ evaluated at $\lambda = 3.33 \mu$m by numerical solution of (5) are plotted for pure water and for pure acetone at each radial order $m$ of the HE$_{1m}$ modes of the [GeSe$_4$]$_{95}$I$_5$ fiber. In accordance with the theory of optical fibers [10], higher-order modes of the fiber have greater penetration into the cladding than the lower-order ones (an example is shown in Fig. 3(c), inset). That is why magnitudes of $\eta$ of the higher-order modes shown in Fig. 3(b) are more than ten times greater than that of the fundamental mode.

In the analysis, it is reasonable to find out how $\eta_m$ depends on the fiber core radius. If the [GeSe$_4$]$_{95}$I$_5$ fiber would have a greater or a lesser $R$, the number of modes would increase or decrease, respectively, at a given wavelength as shown in Fig. 3(a). Attenuation coefficient of each evanescent mode of a given $m$ grows with an $R$ decrease (Fig. 3(b)) because of greater penetration of the mode filed into the absorbing medium (see Section II). From this point of view, it would be optimal to decrease $R$ as much as possible taking into account relating technological restrictions. However, as was mentioned in Section I, a multimode propagation has an advantage in providing a log-
arithmic output characteristics and a large dynamic range [6, 7].

Another important feature is that at a given core radius, $\eta_m$ of each radial mode grows with wavelength due to greater penetration of a mode field into the cladding (see Section II). In Fig. 3(c), the magnitudes of $\eta_m$ have been calculated in assumption that the absorption coefficient of a liquid was the same at all the wavelengths (equal to $\alpha_m^a = 121 \text{ mol/cm} \cdot \text{cm} \cdot \mu \text{m}$ at $\lambda = 3.33 \mu \text{m}$). The observed $\eta_m$ increase with wavelength is specifically due to the waveguiding properties of the fiber. It is shown here that if the $[\text{GeSe}_2]_{33} \text{I}_5$ fiber would be of $100 \mu \text{m}$ core radius it would be more efficient for the evanescent wave spectroscopy. Over the range $\lambda = 2 - 5 \mu \text{m}$ (Fig. 3(c)), attenuation coefficients of the highest-order $\text{HE}_{1m}$ mode ($m = 79$) of the fiber with $R = 100 \mu \text{m}$ are larger than those of the fibers with greater radii ($m = 114$ for $R = 145 \mu \text{m}$, $m = 221$ for $R = 280 \mu \text{m}$).

This wavelength dependence of the attenuation coefficients reveals why decrease of the fiber transmittance measured at $\lambda = 4.7 \mu \text{m}$ (Fig. 2(b)) is significant in spite of the bulk absorption coefficients of water and acetone are small at this wavelength (Fig. 1(b)).

When several evanescent modes propagate in a fiber, total transmittance depends on initial amplitudes of the modes at the input facet of the fiber. In general, the initial amplitudes depend on radiation launching conditions.

In our analysis, we assume at first that all the input power was launched into just one $m$-th evanescent mode. For this case, the normalized transmittance $\tau = P_m(L)/P_{0m}$, has been calculated for several evanescent modes of the fiber immersed in pure acetone (Fig. 4(a)) or in pure water (Fig. 4(b)).

Transmittance of some higher-order modes at some wavelengths is equal to zero because their attenuation length $L_m = \eta_m^{-1}$ is much less than the length of fiber length immersed in the solution $L = 14 \text{ cm}$ (for ex., in Fig. 4(b), for the evanescent mode with $m = 100$ at $\lambda = 3.33 \mu \text{m}$, $L_m \approx 1 \text{ cm}$).

This means that if only the higher-order modes be excited at the input facet, $L$ can be significantly reduced for sensing purposes. In comparison with the higher-order modes, the lower-order ones are delivering power over longer distances. Attenuation coefficient of the fundamental evanescent mode ($m = 1$) is so small that $L_m \gg L$ and the mode transmittance is equal to unity over all the spectral range. Then we can conclude that the observed decrease of transmittance measured in the experiment (Fig. 2(b)) is due to absorption by a group of evanescent modes having the attenuation length $L_m \approx L$. For the $[\text{GeSe}_2]_{33} \text{I}_5$ fiber, these are modes with $m > 10$ (Fig. 4).

As a next step of the analysis, we assume that the input power is equally distributed between all the evanescent modes. Then the normalized transmittance can be evaluated as

$$\tau = N^{-1} \sum_{m=1}^{N} \exp(-\eta_m L), \quad (9)$$

In spectroscopic sensors based on measurements of power decrease over a path length in a bulk liquid substance, transmittance can be evaluated separately for water $T^w$ and acetone $T^a$ so that the total transmittance is equal to their product:

$$T = 10^{-A} = 10^{-\alpha_m^w L} \cdot 10^{-\alpha_m^a L} = T^w \cdot T^a \quad (10)$$

However for a fiber with an absorbing cladding, (10) is not valid because the magnitude of $\beta_m^a$ of each evanescent mode is defined by the profile of the complex refractive index over all the fiber cross-section with the imaginary part defined by (8).

In Fig. 5, the magnitudes of $\tau$ at different molar concentrations of acetone are shown: calculated separately for some...
evanescent modes (dashed curves) and calculated in approximation of equally distributed input power (solid curves) by using (9). Due to the stronger absorption of water rather than acetone, the transmittance grows with acetone concentration that is unusual in comparison with the absorption spectroscopy in VIS or NIR where an analyte has a stronger absorption than water.

In spite of $N = 114$ at $\lambda = 3.33\,\mu m$ in the $[\text{GeSe}_2]_{95}\text{I}_5$ fiber immersed in the solution, we can see in Fig. 5 that some higher-order modes cannot reach the fiber output because of the stronger absorption. For example, transmittance of the 100-th evanescent mode is negligibly small at low concentrations of acetone. As in fact the input power was not equally distributed between the fiber modes at the input facet, actual number of the evanescent modes delivering power to the fiber output depends on both the initial amplitudes and attenuation coefficients of each mode. Then the 100-th mode of the $[\text{GeSe}_2]_{95}\text{I}_5$ fiber (and some other higher modes) might have a small amplitude and a small impact into the total transmittance. In our approximate calculations, indeed, the curve calculated by using (9) with $N = 80$ provides a good fit with the experimental results (Fig. 5), but the curve obtained with $N = 100$ is located much lower.

For sensitivity characterisation, the derivatives

$$ S = d\tau / dc^a $$

have been evaluated and plotted in Fig. 6 for several individual modes and for $\tau$ calculated by using (9) with $N = 80$. For the fundamental mode ($m = 1$) magnitudes of $S$ are close to zero and do not depend on the acetone concentration. The mode with $m = 80$ is strongly absorbed by water at low acetone concentrations but at greater $c^a$ its sensitivity increases because of partial replacement of water by acetone. In the range of concentrations $c^a = 0 - 2\,\text{mol/L}$, magnitudes of $S$ calculated by using (9), (11) at low $c^a$ are defined mostly by the evanescent modes with $m$ from 20 to 60. At larger concentrations, some higher-order modes, which has not been totally absorbed at $L = 14\,\text{cm}$, impact into the total sensitivity.

In general, magnitudes of $S$ depend on the slopes of the curves shown in Fig. 5, and the slopes depend on the difference between the pure water and pure acetone absorption coefficients at a given $\lambda$.

In addition to the $\text{HE}_1m$ modes considered in this paper, other types of evanescent modes having potentially greater attenuation coefficients can be excited if an input light beam is not co-axial with the fiber. These modes are not azimuthally symmetric and correspond to tilted rays, which may have greater penetration into the absorbing medium.

V. CONCLUSIONS

We have applied a rigorous electrodynamics’ model of a multimode optical fiber with an absorbing cladding for analysis of evanescent wave absorption in a chalcogenide fiber immersed in an aqueous acetone solution. Azimuthally symmetric evanescent modes of a single-index (unclad) fiber have been considered. We have demonstrated that higher-order modes of the fiber have greater attenuation coefficients than the lower-order ones because of greater penetration of the higher-order modes into the absorbing solution. By this, we have revealed that a selective excitation of the higher-order modes can be used for optimisation of fiber-optic sensing elements by decrease of the fiber length immersed into an absorbing medium.

As modal fields penetration into an absorbing cladding grows with decrease of the ratio of the fiber core radius to radiation wavelength, attenuation coefficient of an evanescent mode increases with wavelength. From this point of view, MIR spectral range is more attractive for evanescent wave sensing than VIS or NIR. This is especially important when using chalcogenide fibers, which generally have large refractive indices (2.4 or more). However strong absorption of water is a serious limitation in the MIR spectroscopy. To achieve high sensitivity, absorption coefficient of an analyte should by much greater than that one of pure water at a given wavelength.

For real-time remote sensing, supercontinuum sources are considered as a reasonable alternative to the heat sources used in laboratories. The supercontinuum sources provide coherent high-intensity radiation (more than three orders higher power spectral density than incoherent sources). Recently a new commercially available 1.7–4.2 $\mu m$ mid-IR supercontinuum source has been presented by NKT photonics, thus representing a significant enhancement for spectroscopic applications. Furthermore a supercontinuum generation in chalcogenide fibers in the spectral range of 1–14 $\mu m$ has been demonstrated in laboratory conditions [14], providing an excellent possibility for the future of the MIR spectroscopy.
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Circular Lattice Photonic Crystal Fiber for Mid-IR Supercontinuum Generation
Redwan Ahmad, Matej Komanec, and Stanislav Zvanovec

Abstract—This letter introduces specific design features of a proposed chalcogenide photonic crystal fiber for ultra-wideband supercontinuum generation in the mid-infrared region. The fiber is optimized to include a circular photonic crystal lattice having tremendous potential in the fields of spectroscopy, food quality control, pulse compression, gas sensing, and various nonlinear applications. By tailoring the zero-dispersion wavelength up to 2 and 2.5 μm, we have reached supercontinuum generation in the anomalous dispersion regime with the entire design hinging upon fibers based on two types of chalcogenide glass-arsenic-selenide and arsenic-sulfide, where supercontinuum broadening from 1.2 to 9.3 μm is made possible.

Index Terms—Optical fiber dispersion, optical propagation in nonlinear media, optical solitons.

I. INTRODUCTION
PHOTONIC crystal fibers (PCFs) consisting of a solid core, surrounded by an ordered array of air-holes are attracting considerable interest thanks to their widespread applications in optical fiber communication, nonlinear devices, optical fiber sensors, and other areas [1]. A wide variety of soft-glass fibers and pump lasers have been considered during the development of broadband mid-infrared supercontinuum sources (MIR-SC). Research on non-silica fibers such as tellurite, chalcogenide, and fluoride glass for supercontinuum generation (SCG) applications [2]–[4] has been ongoing for many years. Chalcogenide glass has a high nonlinear refractive index and wider transparency range compared to tellurite, chalcogenide, and fluoride glass [5]. Such types of glass can substantially enhance supercontinuum generation as they have a nonlinear refractive index about 100 to 1000 times that of silica [5]. In such cases, dispersion control becomes a critical design stage as it allows higher flexibility regarding the choice of the SC pump wavelength.

Several research groups have proposed novel designs or procedures to generate ultra-wideband MIR-SC [6]–[10]. More recently Saini et al. numerically proposed a design featuring a triangular core PCF exhibiting ultra-wideband supercontinuum in the range of 2–15 μm when pumped by a 50 fs laser at 4.1 μm [6]. Theoretically, Jonathan et al. introduced a procedure for maximizing the bandwidth of SCG in arsenic-selenide (As2Se3) fiber with a hexagonal geometry, when pumping at 2.5 μm, can generate an optical bandwidth wider than 4 μm [7]. Recently Robichaud et al. proposed first fiber-based mid-IR supercontinuum generated in a low-loss commercial step index As2Se3 fiber up to 8 μm [8]. In [9] Weiqing et al. theoretically and experimentally demonstrated an SCG optical bandwidth wider than 4 μm by using a suspended core As2S3 PCF with the pumping wavelength set at 2.5 μm. They experimentally investigated SCG parameters by changing the fiber length, pump peak power and pump wavelength. Wei et al. numerically investigated an As2Se3PCF by using 10 cm of PCF pumped at 2.78 μm with 800 fs pulses covering broadband SC in the range of 2-12 μm [10].

This letter provides a principle of PCF design for SCG with main focus on the simplicity of manufacturing and tolerance for manufacturing imperfections. Our proposal features a PCF design based on a four circular ring structure with the same air-hole filling fraction ratio in all rings. By using two types of chalcogenide glass (As2S3 and As2Se3) and customizing ZDW to 2.0 μm and 2.5 μm, we analyze SCG in an anomalous dispersion regime. In the case of As2Se3 glass, we achieved a broadening in the wavelength range of 1.2 – 9.3 μm. In both cases, only 0.5 cm long circular PCF (C-PCF) were used.

II. DESIGN METHODOLOGY
We investigated SCG by using a C-PCF structure. Though C-PCFs have been already used in different applications such as in [11]–[14]. However, to the best of our knowledge, no one has analyzed SCG by using C-PCF with chalcogenide glasses. Besides compared to hexagonal PCF, C-PCF has more air-holes in corresponding rings which in turns enhances the confinement performance. Figure 1 illustrates the cross-sectional view of the proposed C-PCF. It contains four rings, each having 8×n air-holes (n = 1, 2, 3, 4). We optimized our C-PCFs to obtain simultaneously high nonlinearity, ZDW within 2.5 μm and simplified design for a manufacturing facility, where the diameters of all air-holes are equal.
The proposed design can then be fabricated, e.g., by using a conventional stack and draw technique [15]. We investigated the modal properties of the proposed C-PCF by using As$_2$Se$_3$ chalcogenide glass. For a better demonstration of the design principle, we as well included the second chalcogenide glass (As$_2$S$_3$) having the same PCF design parameters. The wavelength dependence of the refractive indexes of the As$_2$S$_3$ chalcogenide glass is determined by:

$$n(\lambda) = \sqrt{1 + \frac{B_1\lambda^2}{\lambda^2 - C_1^2} + \frac{B_2\lambda^2}{\lambda^2 - C_2^2} + \frac{B_3\lambda^2}{\lambda^2 - C_3^2} + \frac{B_4\lambda^2}{\lambda^2 - C_4^2} + \frac{B_5\lambda^2}{\lambda^2 - C_5^2}}$$

(1)

With the following Sellmeier coefficients $B_1 = 1.898367$, $B_2 = 1.922297$, $B_3 = 0.87651$, $B_4 = 0.11887$, $B_5 = 0.95699$, $C_1 = 0.15$, $C_2 = 0.25$, $C_3 = 0.35$, $C_4 = 0.45$ and $C_5 = 27.3861$ [16]. The refractive index of the As$_2$Se$_3$ is then determined using the AMTIR-II Sellmeier equation proposed by [17]:

$$n = \sqrt{1 + \frac{\sum_{n=1}^{N} A_n\lambda^2}{\lambda^2 - a_n^2}}$$

(2)

where $A_n$ represents the $n$th order Sellmeier coefficient and $a_n$ is the wavelength for which the refractive index is unity. We have considered $N = 5$ for our calculations.

III. NUMERICAL METHOD

An efficient finite element method (FEM) relying on commercial full-vector finite element software (COMSOL Multiphysics 5.0) is used to investigate the modal properties of the proposed C-PCF. Total chromatic dispersion $D(\lambda)$, including the waveguide and the material dispersion, is calculated by:

$$D(\lambda) = -\frac{2\pi c}{\lambda^2} \beta_2 = -\frac{\lambda}{c} \frac{d^2}{d\lambda^2} \text{Re}[\varepsilon_{\text{eff}}]$$

(3)

$$\gamma = \frac{2\pi n_2}{\lambda A_{\text{eff}}}$$

(4)

Where Re[$\varepsilon_{\text{eff}}$] represents the real part of the effective refractive index, $c$ is the velocity of light and $\beta_2$ is the second order dispersion known as group velocity dispersion (GVD). The nonlinear coefficient of C-PCF represents a significant parameter during SCG analysis as the nonlinear coefficient ($\gamma$) is directly proportional to the nonlinear refractive index ($n_2$) and inversely proportional to the effective area ($A_{\text{eff}}$). The nonlinear coefficient of the analyzed C-PCF is evaluated based on the Equ. 4 [18]. Propagation and broadening of an ultrashort pulse in C-PCF can be described by the nonlinear Schrödinger equation (NLSE) [18]:

$$\frac{\partial}{\partial z} A(z, t) = -\frac{\alpha}{2} A(z, t) + \sum_{m=2}^{\infty} \beta_m \frac{f^{m+1}}{m!} \frac{d^m}{dt^m} A(z, t)$$

$$+ i \gamma \left[ 1 + \frac{i}{\omega n_2} \frac{\partial}{\partial t} \right] \int_{-\infty}^{\infty} R(t') |A(z, t - t')|^2 dt'$$

(5)

TABLE I

<table>
<thead>
<tr>
<th>Material</th>
<th>$\eta$ [fs]</th>
<th>$\eta_0$ [fs]</th>
<th>$\eta_2$ [mW$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>As$_2$S$_3$ [9,19]</td>
<td>15.2</td>
<td>230.5</td>
<td>0.031</td>
</tr>
<tr>
<td>As$_2$Se$_3$ [20]</td>
<td>23.1</td>
<td>195.0</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Where $A(z, t)$ is the slowly varying envelope of the electric field of the optical pulse and $\alpha$ represents the propagation loss coefficient in C-PCF which is neglected here since only a short length of C-PCF (0.5 cm) is used.

In our simulation the hyperbolic secant pulse is assumed to act as an input pulse defined as:

$$A(z = 0, t) = \sqrt{P_0} \sec h \left( \frac{t}{T_0} \right)$$

(6)

Here $T_0$ is the pulse duration related to $T_{\text{FWHM}}$ (Full width at half maximum) as $T_0 = T_{\text{FWHM}}/1.7627$. Higher order dispersion coefficients can be determined by:

$$\beta_m = \frac{\delta m \beta}{\delta \omega^m}$$

(7)

where $m = 2, 3, 4, \ldots$ represents the $m$th order dispersion coefficients in the Taylor series expansion. The nonlinear response function $R(t)$ can be defined as:

$$R(t) = (1 - f_R) \delta(t) + f_R h_R(t)$$

(8)

$$h_R(t) = \frac{\tau_1^2 + \tau_2^2}{\tau_1 \tau_2} \exp \left( -\frac{t}{\tau_1} \right) \sin \left( \frac{t}{\tau_2} \right)$$

(9)

where $f_R$ is the fractional contribution of the Raman response and $h_R$ is the Raman response function with Raman period ($\tau_1$) and lifetime ($\tau_2$). The material parameters ($f_R, \tau_1, \tau_2$) are summarized in Tab. I.

IV. SIMULATION RESULTS AND DISCUSSION

Based on the optimization the following parameters for our C-PCFs were determined: the pitch of the lattice $\Lambda = 1.9 \, \mu m$; the diameter of each air hole $d = 1.3 \, \mu m$; and core diameter $(2 \times (\Lambda-d/2))=2.5 \, \mu m$. The ZDW of the proposed C-PCF (As$_2$S$_3$) is 1985 nm. For our analysis, the pumping wavelength at 2000 nm was chosen (anomalous dispersion), where the proposed C-PCF exhibits $A_{\text{eff}} = 3.98 \, \mu m^2$ and $\gamma = 2362 \, W^{-1}km^{-1}$. By taking $\lambda_0 = 2000 \, nm$ as the pumping wavelength of the input pulse, the calculated dispersion coefficient values of the Taylor expansion are listed in Tab. II. In the case of the As$_2$S$_3$ glass material, we obtained the ZDW at 2466 nm and we chose the pumping wavelength at 2500 nm. The proposed As$_2$Se$_3$C-PCF offers $\gamma$ of 14923 $W^{-1}km^{-1}$, which helps to make the SCG broader in the mid-IR region and $A_{\text{eff}}$ of 4.042 $\mu m^2$. By taking $\lambda = 2.50 \, \mu m$ as the pumping wavelength of the input pulse, the calculated dispersion coefficient values of the Taylor expansion are described in Tab. II. During manufacturing, a tolerance of $\pm 2\%$ from the parameters designed for the proposed C-PCF is expected [24].

So the next step includes a tolerance analysis on the proposed C-PCF by varying pitch (up to approximately $\pm 5\%$) and air hole’s diameter (up to approximately $\pm 8\%$) in As$_2$S$_3$ C-PCF, we vary pitch parameter ($\Lambda = 1.8, 1.9$ and $2.0 \, \mu m$) while...
TABLE II
HIGHER ORDER DISPERSION COEFFICIENTS

<table>
<thead>
<tr>
<th>βn / Material</th>
<th>As2S3 C-PCF</th>
<th>As2Se3 C-PCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>β0</td>
<td>-0.0107 ps/m</td>
<td>-0.0313 ps/m</td>
</tr>
<tr>
<td>β1</td>
<td>1.45×10^6 ps/m</td>
<td>3.08×10^6 ps/m</td>
</tr>
<tr>
<td>β2</td>
<td>3.82×10^7 ps/m</td>
<td>-1.06×10^7 ps/m</td>
</tr>
<tr>
<td>β3</td>
<td>2.1×10^9 ps/m</td>
<td>7.17×10^9 ps/m</td>
</tr>
<tr>
<td>β4</td>
<td>-1.25×10^10 ps/m</td>
<td>-5.3×10^9 ps/m</td>
</tr>
<tr>
<td>β5</td>
<td>8.50×10^11 ps/m</td>
<td>4.80×10^11 ps/m</td>
</tr>
<tr>
<td>β6</td>
<td>-5.68×10^12 ps/m</td>
<td>-3.72×10^12 ps/m</td>
</tr>
<tr>
<td>β7</td>
<td>1.51×10^13 ps/m</td>
<td>1.18×10^13 ps/m</td>
</tr>
<tr>
<td>β8</td>
<td>6.51×10^13 ps/m</td>
<td>1.007×10^13 ps/m</td>
</tr>
</tbody>
</table>

Fig. 2. Dispersion curve as a function of wavelength (a) varying pitch in As2S3 C-PCF, (b) varying the air hole’s diameter (d) in As2Se3 C-PCF.

keeping the diameter of the air holes fixed, and in As2Se3 C-PCF we vary air hole diameters (d = 1.2, 1.3 and 1.4 μm) while keeping pitch fixed. From Fig. 2, showing wavelength dependence of dispersion on different parameters of air holes.

It is clear that we do not experience a significant change in the dispersion curve while varying pitch and air hole’s diameter.

We have chosen power of input pulses by considering damage threshold of chalcogenide glass fibers as it was demonstrated e.g. by high pulsed laser power in arsenic sulfide fibers (2 - 5 μm region) in [26]. By using chalcogenide fibers (As2Se3) in [27] Yuan has numerically shown Mid-IR SC in the range of 2 - 10 μm when pumped with femtosecond pulses having 10 kW peak power at 4.1 μm. Kubat et al. theoretically demonstrated MIR-SC broadening from 0.9 to 9 μm by using concatenated fluoride and chalcogenide glass fibers pumped with a standard pulsed Thulium (Tm) laser even with peak power of 20 kW [28].

A. Supercontinuum Generation Analysis in As2S3 C-PCF

In our simulation hyperbolic secant pulse was selected as the input pulse with TFWHM = 50 fs and peak power (Ppeak) of 1 kW, 5 kW and 10 kW respectively. And their corresponding pulse energy values are 56.8 pJ, 0.28 nJ and 0.56 nJ. The simulation results show that by using peak power of 10 kW we can observe spectral broadening from 1100 nm to 4100 nm (Fig. 3b). Moreover, by using peak power of 1 kW and 5 kW, we obtained spectral broadening of about 1300 nm (Fig. 3a) and 2300 nm (1200 nm to 3500 nm) respectively. In all of the above cases, we employed only 0.5 cm-long PCF with TFWHM = 50 fs. The simulation results show that as peak power increases from 5 kW to 10 kW, there is a slight change in spectral broadening. For pumping at 2.00 μm, a mode-locked Thulium fiber laser can be used [21], [22]. The nonlinear length (LNL = 1/|γ P0|) and the dispersion length (L_D = T0^2/|β2|) of the proposed C-PCF, using As2S3 materials, are 4.23×10^5 m and 7.5×10^5 m, respectively, (P_peak = 10 kW and T0 = 0.0284 ps) at 2000 nm pumping wavelength. So, the nonlinear effects initially play a significant role in spectral broadening. By fulfilling conditions as (LNL < L_D) and (LNL < L_PC F) [25], the nonlinear effect is dominant here and, initially, the self-phase modulation (SPM) leads to a symmetric spectral broadening of the input pulse. In next step, we have analyzed the effects on broadening by varying pulse duration using fixed P_peak as 2 kW. The pulse duration TFWM was set as 50 fs, 100 fs, and 150 fs, respectively with 1 cm long C-PCF (Figures are not shown here). Simulation results show that as pulse duration increases, the starting length of broadening shifts with a slight increase. In all above cases, the spectral broadening range is the same as that of a different intensity level. From Fig. 3 it is seen that the SC spectra exhibit some ripples formed mainly by the effect of SPM. For low peak power of 1 kW, the spectral flatness is with a maximal 10 dB fluctuation over a 1250 nm optical bandwidth (Fig.3a). As peak power increases, ripples become more significant, rising to 20 dB.

B. Supercontinuum Generation Analysis in As2Se3 C-PCF

In our simulation, we selected hyperbolic secant pulse as input pulse with TFWHM = 50 fs and pulse energy of 0.56 nJ, 0.85 nJ and 1.13 nJ respectively. In [7]–[9] they have used 2.5 μm as a pumping wavelength for demonstration of SCG in microstructured optical fiber. For pumping at 2.5 μm, we can use passively mode-locked Tm:fiber lasers and fiber-based Cr:ZnS lasers operating at 2.0-2.5 μm. Which offers sub-100 femtosecond pulses, tens of Nano joule pulse energies, frequency combs with average output powers of several Watt and peak powers of hundreds of kilowatts [23]. There are several advantages of the 2.0-2.5 μm window such as the broad tuning range, comparatively eye-safe laser within this window, low cost InGaAs detectors operating at room temperatures and one may employ conventional silica fibers as well as optical components such as lenses, mirrors and optical filters etc. for the receiver part [23]. Simulation results demonstrate that by using TFWM = 50 fs and pulse energy as 0.56 nJ (Peak power= 10 kW), we reach spectral broadening from 1200 nm to 6700 nm (Fig. 4a). By using pulse energy of 0.85 nJ with TFWM = 50 fs, the spectral broadening is primarily around 6600 nm, from 1200 nm to 7800 nm (Fig. 4b). Spectral broadening from 1200 nm to 9300 nm is experienced when using 1.13 nJ pulse energy (Fig. 4c). LNL and LD of the proposed As2Se3-C-PCF are 6.70×10^5 m and 2.57×10^2 m respectively (Ppeak = 10 kW and T0 = 0.0284 ps) at 2.50 μm pumping wavelength. Initial spectral
broadening of input pulse mainly lead by SPM though the nonlinear effect is dominant here ($L_{NL} < L_D$).

V. CONCLUSION

The design of a circular ring lattice photonic crystal fiber based on chalcogenide glass and tailored dispersion for supercontinuum generation with pumps being placed at 2.0 µm and 2.5 µm has been presented. Numerical studies show the proposed C-PCFs as being suitable for mid-IR supercontinuum generation especially via As$_2$Se$_3$ where only a 0.5 cm-long C-PCF was needed to obtain spectral broadening in an optical bandwidth of 8000 nm. The major advantage of our proposed design is the simplicity of manufacturing it and its tolerance for manufacturing imperfections. Moreover due to having dominant non-linear effect, slight change in ZDW (tolerance analysis) of the proposed C-PCF will not cause any significant change in spectral broadening. With ultra-wideband SCG, the proposed C-PCF has the potential to be used in numerous applications such as spectroscopy, gas sensing and various nonlinear applications. In next steps, we would like to further extend this principle for other laser sources moved towards MIR [6], [8], [10], [27].
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Abstract. A modified octagonal photonic crystal fiber (MO-PCF) is proposed and numerically investigated for the purpose of residual dispersion compensation in the optical transmission link. The results show that the proposed fiber with optimized parameters exhibits ultra-flattened negative dispersion over the 300 nm band (1380 nm-1680 nm) with an average dispersion of -506 ps/(nm·km) and an absolute dispersion variation of 11.3 ps/(nm·km). In addition to large negative dispersion, the proposed MO-PCF also exhibits high birefringence in the order of 0.0207 at the 1550 nm wavelength. The proposed MO-PCF can be advantageously used especially for residual chromatic dispersion compensation in the wavelength-division-multiplexing optical fiber transmission system. The proposed fiber design is easy to draw and is tolerant to manufacturing imperfections.
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1. Introduction

In optical fiber transmission systems, chromatic dispersion in a single mode fiber (SMF) is challenging as it causes broadening of the optical pulse and limits the link bandwidth especially for higher data rates. Typical standard single-mode fiber has positive dispersion in the range of ~10 to 20 ps/(nm·km), therefore dispersion compensating fibers (DCF) are extensively used to compensate for the chromatic dispersion [1]. However, some flattened positive dispersion still remains even after dispersion compensation, which could result in serious restrictions in the transmission data rates [2]. Hence, a fiber having flattened negative dispersion becomes an essential component of optical communication systems. Moreover, dispersion compensation over a wide wavelength range is particularly required for wavelength division multiplexing (WDM) [3] over the entire range 1260 nm – 1675 nm of the telecommunication bands. On the other hand, to minimize losses and reduce costs, the inserted residual dispersion compensating fiber (R-DCF) should be as short as possible with high negative dispersion and flattened characteristics to compensate for dispersion in wavelength-division-multiplexing systems effectively [4-5].

Photonic crystal fibers (PCFs) with high negative and flattened dispersion characteristics have been proposed by several groups studying residual dispersion [6-10, 18, 20, 21, 24]. Franco et al. [6] proposed a PCF with seven defected air-holes in the core region and having a low average negative dispersion of -179 ps/(nm·km) over the S+C+L+U wavelength bands. Another PCF has been proposed in [7] based on a genetic algorithm with resulting average negative dispersion of -212 ps/(nm·km) and an absolute dispersion variation of 11 ps/(nm·km) over the S+C+L+U wavelength bands. By having low average dispersion, the PCFs mentioned above require a long length to compensate a standard SMF-based link. One of the main disadvantages lies in the core doping as presented in [7] when describing, in particular, fabrication difficulties. An equiangular spiral PCF (ES-PCF) proposed by Islam et al. in [8] had an average negative dispersion of -227 ps/(nm·km) along with high birefringence. Though this design exhibited high negative dispersion, in addition to promising polarization-maintaining characteristics, the main drawback was introduced by the elliptical air hole in the center core which made the whole design and future fabrication processes more complex. More recently PCF in fabrication design has been proposed by [9] which showed an extremely high negative dispersion of -457.4 ps/(nm·km) over the E+S+C+L+U wavelength bands. However, small air holes in the core PCF structure make the complex design extremely difficult to fabricate, as was as well mentioned in [9]. In previous work [10], Samiul et al. proposed MO-PCF with a specific core region shape exhibiting a negative dispersion of -465.5 ps/(nm·km) with an absolute dispersion variation of 10.5 ps/(nm·km) covering a 215 nm flat band. In the same year, Hasan et al. [18] published a similar design as in [10], where they achieved flatness over 240 nm band with higher negative dispersion.
dispersion value compared to [10]. A pentagonal PCF design has been proposed by Xuyou et al. [21] where they achieved 250 nm flatness with an average negative dispersion of -474 ps/(nm·km) and birefringence in the order of 1.75×10^-2. On the other hand, MO-PCF has been proposed by Shubi, F. et al. [20] where they reported only 95 nm flatness with negative dispersion value from -226 ps/(nm·km) to -290 ps/(nm·km). A square photonic crystal fiber has been proposed by Mahmud et al. [24], where they achieved flatness over only 170 nm using silica PCF and 230 nm using lead-silicate PCF. However, compared to silica PCF, the fabrication cost is much higher in the case of lead-silicate PCF as a dispersion compensating fiber. Our main research goal was to propose a new improved design of a photonic crystal fiber which can cover wider wavelength band (flattened) while also providing high negative dispersion value. This was achieved by inserting an extra elliptical ring in the PCF core region, which in turn also gave a higher negative dispersion value while also providing wider wavelength band compared to above-mentioned results.

In this paper, we propose a new design based on a modified octagonal photonic crystal fiber acting as R-DCF with a double row elliptical shape core region that ensures higher average negative dispersion with flattened characteristics, ultra-high birefringence and low confinement loss. The paper presents a considerable extension of our previous work presented in [10]. The newly proposed MO-PCF exhibits negative dispersion of -506 ps/(nm·km) covering a 300 nm flat band (from 1380 nm to 1680 nm) with negative dispersion -511 ps/(nm·km) at wavelength 1550 nm. Thanks to having a modest number of design parameters, it makes the design significantly less complex compared to other approaches [7-9] and therefore, our MO-PCF is considerably easier to fabricate.

2. Structure Design of Proposed MO-PCF

Figure 1 shows the proposed MO-PCF with optimized air-hole diameters d and d1. We have selected an octagonal structure for R-DCF, as this structure offers smaller confinement losses along with better dispersion accuracy [10-12]. The spacing between the air-hole centers is indicated as A, whereas A1 depicts the spacing between air-hole centers on the same ring. Octagonal structure A1 is related to A by the relation A1=0.765 A. By replacing the first ring of air holes with an elliptical core shape (see in Fig. 1 (a)) within the full structure and in Fig. 1 (b) inner elliptical ring), birefringence increases and negative dispersion characteristics are flattened. Moreover, we designed two air holes in the first ring with a diameter equal in size to the air holes in the outer ring to increase the range of flatness [10]. Two air hole elliptical rings in our new design with ten extra air holes result in a new structure design that leads, in turn, to the broadening of the flatness band of the proposed R-DCF.

Fig 1. (a) Cross section of 3 ring MO-PCF (b) Elliptical core shape (where a, b and a', b' denote the lengths of the major and minor axes of 1st and 2nd ring).

The lengths of the major and minor axes of the elliptical shapes of the 1st and 2nd rings were denoted as a, b, a' and b' respectively (see Fig. 1 b). The optimum values of a, b, a' and b' are 1.2 µm, 0.6 µm, 1.6 µm and 1.2 µm respectively. By using only two optimized diameters d and d1, the proposed R-DCF is formed.

3. Simulation Results and Discussion

To optimize the proposed structure, we have used COMSOL multiphysics software featuring the full-vector finite element method (FEM) with a perfectly matched boundary layer (PML). The material dispersion obtained from the three-term Sellmeier formula is directly included in the calculation. The dispersion, confinement loss and effective area of the proposed MO-PCF are evaluated based on the following equations [13]:

\[ D(\lambda) = -\lambda/c \left( d^2 \text{Re}[n_{eff}]/d\lambda^2 \right) \text{ ps/(nm·km)} \]  
\[ L_c = 8.686 \times k_0 \text{ Im}[n_{eff}] \times 10^3 \text{ dB/km} \]  
\[ A_{eff} = \left( \bar{E}^2 \text{dxdy} \right)/\left( \bar{|E|^2} \text{dxdy} \right) \mu\text{m}^2 \]

where \( \text{Re}[n_{eff}] \) and \( \text{Im}[n_{eff}] \) are the real and imaginary parts of the effective refractive index, c is the velocity of light, \( k_0 = 2\pi/\lambda \) free-space wave number in vacuum and \( E \) is the electric field intensity derived by solving the Maxwell equations. Polarization-maintaining (PM) fibers have highly asymmetrical core region, which in turn provide an extremely high effective index difference between the two orthogonal polarization modes. The modes of a perfect six-fold symmetric core and cladding structure are not birefringent [23]. In practice, however, the large glass-air
index difference means that even slight asymmetry in the structure yields a degree of birefringence. The propagating mode is then split into two co-propagating polarization orthogonal modes. Birefringence is the difference between the mode indices of material/structure for two orthogonal polarization fundamental modes.

\[ B = |n_x - n_y| \]  

(4)

where \( n_x \) and \( n_y \) are the effective refractive indices of \( x \) and \( y \) polarization state respectively. In high bit-rate fiber transmission systems, PM fiber plays an important role. Such as PM fibers can eliminate the influence of polarization mode dispersion (PMD) or stabilize the operation of optical devices [19]. The numerical results are reported for an optimized structure with the number of rings \( N_r = 5 \), \( d/A = 0.7 \), \( d_2/A = 0.4 \) and \( A = 1 \) \( \mu \)m for R-DCF. Typically, for better compensation, a R-DCF should have flattened negative dispersion with significantly high magnitude across the whole bands of the wavelength of interest. The proposed and optimized design exhibits an average value of chromatic dispersion equal to -506 ps/(nm·km) with a dispersion variation of 11.3 ps/(nm·km) between -500.5 ps/(nm·km) and -511.8 ps/(nm·km) in the wavelength range 1380 nm to 1680 nm for the fundamental slow axis mode – see figure 2.

As the effective refractive index of the \( y \)-axis mode is higher than the \( x \)-axis, the \( y \)-polarization mode acts in slow-axis mode and the \( x \)-polarization mode acts as the fast-axis mode. Meanwhile confinement loss represents one of the most important issues when designing the R-DCF, though such losses can be minimized by inserting extra rings of air holes surrounding the core of the MO-PCF without affecting the characteristics of the dispersion curve [14]. Figure 3 presents confinement loss values for the R-DCF designed for the test case with four to ten rings of air holes surrounding the core. It can be clearly demonstrated, that confinement loss at 1550 nm reaches 5 dB/km, 0.46 dB/km and 0.045 dB/km when \( N_r \) (number of rings) is 8, 9 and 10 respectively.

Uncertainties, which can be experienced during fiber fabrication, need to be considered, where a 1% variation of structural parameters is typically acquired while the fiber is being drawn [15]. For that reason, when numerically analysing proposed fiber performance, we have included the influence of fabrication by up to a 2% variation uncertainty in global diameters of the proposed MO-PCF. Results including uncertainties of particular parameters are plotted in figures 4 to 6 (all for the case of \( N_r = 5 \)). From the tolerance analysis, it can be seen that a 2% variation in \( d_1 \) has a meager effect in the dispersion curve flatness, but
increases the average chromatic dispersion up to +4% from the optimum value (when almost all fiber parameters such as dispersion, birefringence and flatness are met). Moreover, for the purpose of the sensitivity of final design parameters during fabrication, we have also performed a tolerance analysis of pitch (Λ) variation which is plotted in figure 5. From the figure it can be determined that for the variations of pitch of +1%, +2%, -1% and -2%, the average dispersion becomes -524 ps/(nm·km), -542 ps/(nm·km), -488 ps/(nm·km) and -470 ps/(nm·km), respectively, with flattened characteristics. Afterwards, we set the tolerance analysis of the major and minor axes of the central core shape. It is evident that changes in parameters a, b, a’ and b’ of up to 2% variation increase the average dispersion towards -557 ps/(nm·km) without affecting the flattening of characteristics (figure 6). With the exception of the results mentioned above, where we analyzed the MO-PCF by using ring number \( N_r =5 \) for the optimum condition, we have demonstrated the effect on dispersion flatness by changing the ring number (see the influence on increased and decreased number on \( N_r \) in figure 7). From figure 7 it is evident that there is no such effect on average dispersion value while increasing the number of rings and a limited effect when decreasing to 4. Figure 8 shows that the birefringence of the MO-PCF reaches \( 2.07 \times 10^{-2} \) at 1.55 µm for \( N_r = 5 \). It can be seen that there is no noteworthy influence on birefringence value when we change the number of rings.

Due to the elliptical shape of the center core, the high birefringence of the proposed structure is formed. A fiber of this property can be used to eliminate the effect of polarization mode dispersion (PMD) in transmission systems and many other areas where high birefringence is required. On the other hand, the proposed MO-PCF will be a suitable candidate for applications in optical fiber sensing and polarization maintaining transmission systems as it exhibits high birefringence. Furthermore highly birefringent fibers are extensively used in extremely precise fiber interferometers especially in fiber optic gyroscopes and as a major component for optical fiber sensing applications [22].

One important aspect of the residual dispersion compensating fiber introduces a splice loss, which can be found when coupling between PCFs and conventional SMFs for splice loss is inversely related to effective area and this should be reduced to ensure the optimum performance of the proposed R-DCF. There have been reports of splice-free interconnection techniques between PCFs of almost any structure and SMFs, provided the PCF is drawn from individual stackable units as reported by [16]. From figure 9 it is seen that the proposed R-DCF exhibits an effective area of about 2.6 µm² at wavelength 1550 nm. We have carried out a tolerance analysis of the effective area by varying the pitch size from ±1% to ±2%,

![Fig. 6. Dispersion as a function of wavelength for variation of a, b, a’ and b’ from ±1% to ±2% (units of a, b, a’ and b’ are in µm).](image1)

![Fig. 7. Dispersion as a function of wavelength for variation of number of rings.](image2)

![Fig. 8. Birefringence as a function of wavelength for optimum design parameters with variation of number of rings.](image3)

![Fig. 9. Effective area as a function of wavelength for optimum design parameters with variation of pitch (λ).](image4)
which is shown in figure 9. Owing to a small effective mode area; the proposed modified octagonal PCF is expected to be insensitive to bending losses [17].

Fabrication complexity is one of the important challenges in the realization of any proposed PCF. There are several methods, which could be used for fabrication of PCF including the stack and draw method, sol-gel casting, extrusion, ultrasonic drilling etc. Stack and draw method is cost-effective and allows easy control over shape [25]. Several complex PCF designs have been already fabricated by using the stack and draw method, which is explained in detail in [19, 26]. Besides using sol-gel casting technique, many complex structures of PCF have been fabricated by [27]. Sol-gel casting method offers a wide range of design flexibility which is required for dispersion compensation designs [27]. Both stack and draw and sol-gel casting technique are well suited for fabrication of PCF having circular air holes. As our proposed MO-PCF consists of only circular air holes, both methods could be used to fabricate our proposed MO-PCF.

4. Conclusion

A new type of modified octagonal PCF with dual-elliptical core structure, which can be used as a residual dispersion compensating fiber operating over a 300 nm bandwidth, has been proposed. The proposed structure exhibits an average dispersion of -506 ps/(nm-km) with a variation of 11.3 ps/(nm-km) in the range from 1380 nm to 1680 nm. It was shown that the confinement loss of the proposed R-DCF is 0.045 dB/km for ten rings. All of these guiding properties make our design a promising cost-effective broadband dispersion compensator in WDM optical fiber transmission system while maintaining a single polarization state. In particular, it allows tolerance to fabrication processes when average dispersion and its flatness remain resistant to slight changes of the designed structural parameters during fiber drawing. This fabrication tolerance represents a major advantage of our proposed fiber in contrast to other rather complex PCF structures designed for dispersion compensation [7-9]. Apart from dispersion compensation, this design also maintains high birefringence.
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\textbf{A B S T R A C T}

A generalized model for the detection of liquids within suspended-core microstructured optical fibers has been experimentally and theoretically derived. The sensor detection is based on the refractometric principle of transmission losses due to the overlap of the evanescent field with the liquid analyte. A number of parameters, including fiber core diameter and filling length, have been included in the general model. Specially tailored suspended-core fibers were manufactured with the core diameters within the range of 2.4 μm to 4.0 μm. Five selected liquid analytes were used to cover the refractive index range of 1.35 to 1.42. Based on experiments, the characteristics of the parameters of the semi-empirical model have been determined by a genetic algorithm using 283 measurement data sets. The model can be used to design sensors for the detection of liquid analytes as it provides a set of parameters allowing to optimize the sensor’s sensitivity for a wide scale of applications. Finally, numerical simulations of the system were carried out by an eigenmode routine to support the results of the generalized model.

1. Introduction

Remote monitoring of the quality of liquids in toxic, explosive or flammable environments is essential for safety and is required in various industrial and agricultural processes. Fiber-optic sensors provide many advantages over electronic sensors, including their small size and low weight, their immunity to electromagnetic interference, the absence of any sparks, their long lifetime and easy system integration.

To enhance fiber-optic sensor features, especially sensitivity and resolution, special optical fiber designs have been developed employing microstructured optical fibers (MOFs) [1,2]. The potential of MOFs for optical detection lies in the possibility of tailoring the MOF structure to achieve enhanced sensor performance [3]. Among MOFs, suspended-core MOFs (SC-MOFs) can provide significantly increased evanescent field overlap with the measured analyte, making them exceptionally suitable for the purposes of the detection of liquid analytes. An overview of SC-MOF sensor applications is summarized in [4,5]. SC-MOF sensors focusing on specific liquid analytes or in-liquid particles were developed using plasmon resonance [6,7] and other spectroscopic sensing methods [8]. Even though the abovementioned SC-MOF sensors provide high sensitivity, they require a complex multi-step sensor preparation, often including opto-chemical transducers.

Refractive index-based sensors represent a simplified and universal sensor approach for the detection of liquid analytes, e.g. in petrol quality analysis, where the refractive index of gasoline change as a result of blending with bioalcohol was studied in [9] and similarly ethanol-gasoline concentration was measured by long-period gratings in [10]. Several SC-MOF structural modifications for the detection of liquid analytes have been previously presented as an exposed-core fiber [11,12]. Conventional and selective hole filling of SC-MOF was also examined [13,14]. The combination of fiber Bragg gratings and SC-MOF was presented in [15], where the achieved sensitivity was up to 100 nm/RIU. Resonance based RI sensing was demonstrated by MOF tapering, resulting in air-hole collapse [16], where the resolution acquired by this approach was around $1 \times 10^{-5}$ RIU. An interference-based sensor, consisting of two air-clad MOFs spliced between standard single-mode fibers, was presented in [17], indicated sensitivity was 230 nm/RIU and achieving resolution of $3.4 \times 10^{-3}$ RIU.

This paper significantly extends our previous work [18] by developing an analytical description of optical signal propagation within a liquid analyte filled SC-MOF. Based on an extensive amount of experimental data, a generalized model is derived, which describes the
theoretical and empirical behavior of the SC-MOF sensor. This model can be used as a universal tool for SC-MOF sensor design.

2. Light propagation in SC-MOF structure

The mechanisms which cause losses in a partially liquid-filled SC-MOF (shown in Fig. 1) can be divided into two essential loss contributions. The major loss sources are illustrated in Fig. 1 b). The first of them is represented by reflection and scattering losses at the boundary where the air-filled cladding (depicted as Region I) interfaces the liquid-filled cladding (depicted as Region II), as well as in the case of the interface of liquid-filled cladding (depicted as Region III) and free-space at the end of the SC-MOF (depicted as Region IV). Region IV further represents radiation from the SC-MOF end-face. The second type of loss is caused by the evanescent component of the SC-MOF mode being either absorbed or scattered by the liquid analyte itself (Region III).

A numerical-based solution of the losses in the liquid-filled SC-MOF was carried out by a self-developed eigenmode routine using a finite-difference method with a sparse-matrix eigenvalue solver which we utilized to solve the propagation of modes in both the air- and liquid-filled sections of the SC-MOF sensor (Region I and Region III). It was important to consider the full-polarization form of the wave equation because the tight confinement of the modes depends strongly on the boundary conditions between glass and air, or, glass and the liquid analyte (previously defined in [18]). A set of first-order polarized guided modes derived for SC-MOF, with a core diameter \( d_{\text{core}} \) of 4 \( \mu \text{m} \), is shown in Fig. 2.

It was assumed, for the purpose of simplicity, that only the fundamental mode is excited in Region I. The model can be written as:

\[
\overline{E}_{\text{ff}} = a_0 \overline{E}_0 + \overline{E}_s, \tag{1}
\]

where \( \overline{E}_s \) is light scattered at the interface, \( \overline{E}_0 \) is the normalized fundamental mode electric field in Region III and \( a_0^2 \) gives the fraction of power coupled into the outgoing fundamental mode [19], used as the input field for Region III. It is assumed that the remaining power \((1-a_0^2)\) is scattered into the cladding modes and mostly lost due to scattering out of SC-MOF. The power, therefore, transferred to the fundamental mode of Region III at the interface (Region II) is given by:

\[
\frac{\partial P}{\partial x} = -(\rho_a \sigma_{\text{abs}} + \rho_s \sigma_{\text{scatt}}) \eta P, \tag{3}
\]

where \( P \) is the power along the length of SC-MOF, \( \sigma_{\text{abs}}, \sigma_{\text{scatt}} \) are the absorption and scattering cross-sections, respectively, \( \rho_a \) and \( \rho_s \) are the density of absorbing and scattering centers in the liquid analyte, respectively, and \( \eta \) is the percentage of mode intensity overlap with the liquid analyte. The derived dependencies of power overlapping with liquid and interface losses on RI and core diameter are shown in Fig. 3. The solution to Eq. (3), considering the full length of the liquid-filled section, can be written as:

\[
P = P_{\text{II}} e^{-\rho_a \sigma_{\text{abs}} + \rho_s \sigma_{\text{scatt}} \eta L_{\text{II}}} \tag{4}
\]

where \( L_{\text{II}} \) is the length of liquid-filled SC-MOF, and \( P_{\text{II}} \) stands for the power at the input interface of Region III.

The losses in Region IV do not change significantly from the completely unfilled SC-MOF to the filled case. Since the losses of the filled SC-MOF will be calculated relative to that of the completely unfilled SC-MOF, losses due to Region IV are not included in the final equation.

Finally, inserting Eq. (2) into Eq. (4), the attenuation caused by liquid analyte in the SC-MOF sensor can be determined in [dB] by:
3. Analyte measurements

To derive a generalized model of the SC-MOF sensor, an extensive measurement campaign has been performed. In our measurement setup (see Fig. 4), a super-luminescent LED (SLED) diode centered at a wavelength of 1545 nm with a 40 nm full-width at half-maximum intensity distribution was used. The polarization of the SLED output was adjusted by a polarization controller (PC), collimated by a GRIN collimator and, subsequently, focused via an objective (with a 40x magnification and a numerical aperture of NA = 0.60) into the selected silica SC-MOF (RI at 1545 nm is 1.441). The detector was a Ge-based photodiode with a sensitivity level of 50 nW. SC-MOFs were filled with selected liquid analytes and the filling length was monitored with a digital microscope, which allowed us to achieve a filling-length precision better than 20 μm.

To cover a wide range of liquid analyte RIs, we prepared liquid analytes: Ethyl-alcohol (RI = 1.3520) and mixtures of Isopropyl-alcohol and Ethylene-glycol (EG) (with RI = 1.3861, 1.3970, 1.4085 and 1.4200 at EG concentrations by volume of 25%, 50%, 75% and 100%, respectively). All RI data assumes a wavelength of 1545 nm. Each liquid analyte was used to characterize the performance of each SC-MOF sample with inner core diameters of 2.40, 2.75, 3.40, and 4.00 μm. Cladding outer diameter ranged from 108 μm to 157 μm. In each measurement step (see Fig. 4) the reference power was first measured with the air-filled SC-MOF (Step 1). Subsequently, a defined length of the SC-MOF was filled with a liquid analyte via capillary forces (Step 2). Filling lengths ranged from 0 cm to 4.5 cm (the upper limit was set by the dynamic range of the measurement setup). We measured each liquid analyte three times within the above-mentioned Steps 1–3. The temperature was kept constant within the range of ±1 °C during the measurement to eliminate RI drifts of the liquid analytes. Fundamental-mode excitation was optimized by near-field measurements of the guided light within SC-MOF.

The measured dependencies of attenuation (Latt) of an SC-MOF sensor (determined as the difference from the reference measurement) with a core diameter of 3.40 μm for the range of tested liquid analytes and different filling lengths are illustrated in Fig. 5 a). Note that the slope of the curve is linear in the case of filling lengths ranging from 0.5 cm up to 4.5 cm. This is in contrast to shorter filling lengths where the scattered light from the air-to-liquid interface (illustrated in Fig. 1 b) still has a significant intensity at the point it reaches the detector.

\[
L_{\text{att}} = 10 \log_{10}(e)((\rho_{\text{light}} + \rho_{\text{scatt}})h_{\text{fill}} - \ln(\rho_{\text{light}}^2)).
\]  

3. The temperature was kept constant within the range of ±1 °C during the measurement to eliminate RI drifts of the liquid analytes. Fundamental-mode excitation was optimized by near-field measurements of the guided light within SC-MOF.

4. Generalized model

Parameters generated by the numerical model require a large computational effort to determine a detailed description of a specific sensor system, thus we have derived a generalized model of a SC-MOF sensor for the detection of liquid analytes based on experimental data and validated by simulation. The performance of the SC-MOF sensor can be determined in relation to \(L_{\text{att}}\) caused by the: i) dependence on the filling length \(l_{\text{fill}}\) ranging from 0.5 cm to 4.5 cm; ii) dependence on the RI of the liquid analyte \(R_{\text{liq}}\) from 1.35 to 1.42; and iii) dependence on the power overlap in the liquid analyte corresponding to the core diameter (from 2.4 μm to 4.0 μm). The following generalized model of overall sensor attenuation has been derived based on Eq. (5) and the measured data:

\[
L_{\text{att}}(l_{\text{fill}}, R_{\text{liq}}, d_{\text{core}}) = L_{\text{fill}} \times c_1(R_{\text{liq}}, d_{\text{core}}) + c_2(R_{\text{liq}}, d_{\text{core}}),
\]

where \(c_1\) and \(c_2\) are experimentally derived coefficients dependent on \(R_{\text{liq}}\) and \(d_{\text{core}}\) based on 283 measurements. While the coefficient \(c_1\) represents attenuation in the liquid-filled SC-MOF (Region III), \(c_2\) is then influenced by conditions on the interface between the air and the liquid-filled cladding holes (Region II, IV) corresponding to the scattering and reflection of the optical signal. The dependencies of the coefficients \(c_1\) and \(c_2\) have been empirically determined, see the visualization with respect to \(R_{\text{liq}}\) and \(d_{\text{core}}\) in Fig. 6.

The general description of \(c_1\) [dB/cm] and \(c_2\) [dB] dependencies has been derived utilizing a genetic algorithm [20] on the experimentally collected data. A population of 10 generations was used to obtain a precise solution. The following dependencies have been derived using the genetic algorithm:
\[ c_1 = a_1 \left( 1 + \frac{a_2}{d_{core}} \right) \times \left( e^{(a_3/R_{I_{aq}})} - 1 \right), \]  
(7)

\[ c_2 = \left( b_1 + \frac{b_2}{d_{core}} \right) \times \left( e^{(b_3/R_{I_{aq}})} - 1 \right), \]  
(8)

The standard deviation of the generalized model is below 0.9 dB over the entire studied RI range. Sensor resolution, based on experimental data, is better than 10^{-4} RIU over the whole RI range 1.35 to 1.42 and SC-MOF core diameter from 2.4 \, \mu m to 4 \, \mu m.

5. Conclusions

The semi-empirical generalized model of SC-MOF for the detection of liquid analytes has been derived. The model serves as a universal tool for a specific sensor design given a wide scale of input parameters such as refractive index range, dynamic range or minimal sensitivity requirements. The generalized model is based on an immense experimental data set, which also eliminated the need for the computationally expensive eigenvalue routine which still requires additional input parameters such as the scattering and absorption cross sections of the analyte. We carried out 283 measurements of SC-MOFs with core diameters in the range of 2.4 \, \mu m to 4.0 \, \mu m, and with liquid analyte refractive index in the range of 1.35 to 1.42. A genetic algorithm was applied to find a simplified general description of sensor behavior over a wide range of SC-MOF parameters.

Using the genetic algorithm, we found two key coefficients to describe the sensor. The first coefficient represents optical signal attenuation in the liquid analyte, while the second represents signal loss at the air-analyte interface. These results are in strong correlation with the analytical description based on the numerical solutions, where a developed theoretical approach has been applied to describe the complete system performance using an eigenmode solver. The standard deviation of the semi-empirical model is below 0.9 dB for the entire refractive index range and the whole scale of SC-MOF parameters that we investigated. The resolution and sensitivity of the proposed SC-MOF sensors are more than sufficient for detection of a broad range of liquid analytes, e.g. petrol quality analysis in Ethylene-glycol and gasoline blends monitoring.
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<table>
<thead>
<tr>
<th>Table 2</th>
<th>Example of sensor design based on a constant dynamic range of 20 dB for Ethylene-glycol monitoring.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-MOF</td>
<td>Core size [\mu m]</td>
</tr>
<tr>
<td>---------</td>
<td>------------------</td>
</tr>
<tr>
<td>2.5</td>
<td>1.77</td>
</tr>
<tr>
<td>3.0</td>
<td>2.32</td>
</tr>
<tr>
<td>3.5</td>
<td>3.01</td>
</tr>
<tr>
<td>4.0</td>
<td>3.92</td>
</tr>
</tbody>
</table>

limits, the model proposes a set of SC-MOFs of various core diameters. For each core diameter the maximum filling length is limited by the maximum dynamic range. Final solutions of the sensor are summarized in Table 2, where the sensitivity \( S \) is determined as:

\[ S = \frac{\Delta L_{sat}}{\Delta R_{I_{aq}}} \]  
(9)

The highest sensitivity, based on data from the derived model, can be reached in this case for an SC-MOF of 4 \, \mu m core diameter and a filling length of 3.92 cm.

Using the genetic algorithm, we found two key coefficients to describe the sensor. The first coefficient represents optical signal attenuation in the liquid analyte, while the second represents signal loss at the air-analyte interface. These results are in strong correlation with the analytical description based on the numerical solutions, where a developed theoretical approach has been applied to describe the complete system performance using an eigenmode solver. The standard deviation of the semi-empirical model is below 0.9 dB for the entire refractive index range and the whole scale of SC-MOF parameters that we investigated. The resolution and sensitivity of the proposed SC-MOF sensors are more than sufficient for detection of a broad range of liquid analytes, e.g. petrol quality analysis in Ethylene-glycol and gasoline blends monitoring.
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Exact modeling of photonic crystal fibers for determination of fundamental properties

Dmytro Suslov*, Matěj Komanec, Tomáš Němeček, Jan Bohata, Stanislav Zvánovec

Abstract

We present a simple but highly accurate modeling technique for real photonic crystal fibers (PCFs) characterization. We determine the influence caused by idealized model parameters. Our technique can be applied to arbitrary PCF air-hole structures, as it takes into account all structural distortions. It requires only an image of the PCF cross-section to create an accurate PCF model. Model outputs are presented in comparison with the measurement of chromatic dispersion curve and the effective mode area. We provide a study on the impact of imprecise determination of glass refractive index on the PCF model accuracy. We demonstrate how the simplification of the air-hole deformations can influence the chromatic dispersion curve. Finally, we show the effect of precise PCF modeling on example of supercontinuum generation.
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1. Introduction

Photonic crystal fibers (PCFs) are widely used thanks to the versatility and freedom of their design. This allows to specifically tailor PCF properties towards individual applications such as supercontinuum generation (SCG) [1,2], sensing [3,4] or signal filtering [5].

Various methods have been proposed for efficient PCF design and tailoring of their properties [6,7]. These methods enable us to derive the PCF chromatic dispersion (CD) curve, mode-field distribution, or effective mode area (A_eff) [8]. Moreover, results of PCF application, such as SCG, can be predicted even prior to the drawing of the PCF.

The PCF drawing process, however, can introduce distortions to the designed PCF air-hole structure causing significant differences from the pre-draw PCF design. The effect of such distortions has been studied in hollow-core fibers in [9–11], as well as in index-guided PCFs [12]. These distortions were found to cause an increase in insertion loss (IL) by a factor of ten [10], as well as a more than a 0.2 μm reduction in the PCF transmission bandwidth [10].

It is possible to predict the PCF structure evolution during the fiber drawing process by considering the pressure applied to the outer cladding and the surface tension, pressure and the viscosity of the air-hole microstructure (using the fluid dynamics model) [13]. However, this approach has its limitations and requires exact knowledge of the drawing process and as such, it is impossible to apply this method to characterize already drawn PCFs.

PCF parameters (CD, mode-field distribution, A_eff) can be measured directly [8]. However, such approach is often time and cost-intensive. A fast and accurate method capable of deriving PCF properties based on the simulation model is preferable.

In this paper, we present an easy, straightforward and precise technique of PCF characterization based on the creation of an exact model of the post-draw PCF. This technique works well even with a short PCF segment (with length less than 1 m) and can be carried out in just 3 subsequent steps: i) At first, an accurate photograph of the PCF structure is acquired; ii) next refractive index (RI) of the glass is obtained; and iii) finally, the PCF model is created. Even though separate steps of this technique are known, a comprehensive study of the entire process is missing. Moreover, the impact of the modelling precision and air-hole structure deformation is provided, with regard to CD and SCG.

To demonstrate this technique, two models of a sample lead-silicate PCF are presented. The first one presents a precise post-draw PCF model with accurate PCF properties and the second model includes a simplified air-hole structure. Finally, the presented technique is verified by measurement of CD and A_eff.
The following sections describe each of these steps in detail.

2.1. Air-hole structure

In literature, PCF structures are typically described by parameters such as the core diameter, the diameter of the air-holes (for each ring) and the distance between the air-holes (lattice constant/pitch) [14–16]. These parameters are often used in the PCF design process and therefore may lead to the assumption that the drawn PCF would have the same regular structure. However, this is usually not the case, as during the PCF drawing process distortions of the air-hole structure occur. These can then change/shift the shape/position of the air-holes, which can also lead to the change or deformation of the core area diameter. The distortions can influence each individual air-hole differently.

To obtain a precise PCF model, these distortions must be taken into account. For FEM based model, it is necessary to create a mesh that provides a representation of the PCF structure. This mesh must include all the distortions, therefore a detailed image of the PCF cross-section is needed. A scanning electron microscope (SEM) is typically used to capture the image, however we have found that for some types of PCFs an ordinary light microscope (OLM) can be used as well. An OLM with at least 400× magnification can provide enough detail for some simpler PCF structures, such as suspended-core PCFs. For more complicated structures with many air-holes, the use of SEM is necessary as OLM typically does not provide high enough resolution to capture the exact dimensions of the air-holes with a diameter in the order of micrometers. The comparison of microscopes usage can be seen in Fig. 1, where the image of suspended-core PCF cross-section is obtained with OLM as shown in Fig. 1a) and with SEM shown in Fig. 1b). The same comparison is then shown for a honeycomb PCF with small air-holes - see OLM image in Fig. 1c) and SEM image in Fig. 1d).

The captured image is then converted into a mesh using vector graphic software, where the outlines of the air-holes are drawn as vector elements which then form the PCF model. This allows us to capture all the distortions of the PCF structure. Since only the image of PCF cross-section is required, a very short piece of PCF is sufficient (e.g. cleaved-off PCF segments).

2.2. Refractive index

The second step of the PCF model is getting the RI dependence on wavelength, i.e. RI curve of the glass material. For a glass material, RI is described by the well-known Sellmeier equation [17]:

\begin{equation}
    n(\lambda) = \sqrt{1 + \sum_{n} \frac{B_n \lambda^2}{\lambda^2 - C_n}}
\end{equation}

where \( \lambda \) is wavelength, \( B_n \) and \( C_n \) are \( n \)-th fitting coefficients.

Many of glass materials commonly used for manufacturing PCF have already been well defined and their fitting coefficients are readily available [18]. Glass RI values for each wavelength are commonly described with the precision of 10⁻⁴ and wavelength spanning from visible to near-infrared region.

However, newly developed glass materials require a detailed study of their respective RI curves. For proper PCF characterization, the RI curve must be measured with the above-mentioned precision of 10⁻⁴ for each value of RI. For this purpose, the Abbe refractometer is commonly used with the modification for the infrared region [19].

2.3. Modelling approach

One of the commonly used methods for the computation of modal properties in a PCF is FEM, which is a well-described method [20] [21] with many of the commercially available solvers. In this paper, we use Comsol Multiphysics 5.1 as a direct full-vector FEM eigenvalue solver.

The derived mode field distribution can provide several parameters like effective refractive index (\( n_{eff} \)), electric field intensity \( E \) and the propagation constant (\( \beta \)) for a given wavelength. Also CD and \( A_{eff} \) can be investigated. Especially CD curve can be used as a good tool for PCF examination since it is susceptible even to the small changes of the air-hole structure or glass material RI. The CD coefficient for each wavelength is determined as [22]:

\begin{equation}
    D(\lambda) = -\frac{2\pi}{\lambda^2} \beta_2 = \frac{\lambda^2 Re(n_{eff})}{c} \frac{\partial}{\partial \lambda^2}
\end{equation}

where \( c \) is the speed of light and \( \beta_2 \) is the group velocity dispersion.

\( A_{eff} \) represents a significant parameter for nonlinear applications, which are typical uses of many PCFs. We calculate \( A_{eff} \) by integrating the intensity of the electric field over the surface of the fiber end (A) as [22]:

\begin{equation}
    A_{eff} = \frac{\int \left( \int E^2 dA \right)^2}{\int \int E^2 dA} = \frac{\int \left( \int |E|^2 dA \right) dA}{\int |E|^2 dA}
\end{equation}

where \( I \) is the near-field optical intensity.

3. PCF model example

To demonstrate the impact of air-hole distortions and imprecise RI determination, a sample PCF is examined. We have selected a hexagonally-structured PCF made of lead-silicate glass (denoted as PBG-08), with the composition of PbO: 39.17%, Bi₂O₃: 27.26%, Ga₂O₃: 14.26%, SiO₂: 14.06% and C₂O: 5.26%. Image of the sample PCF structure can be seen in Fig. 1d). We have created two models of this sample PCF.

3.1. PCF air-hole structure models

“Model 1” is based on the real post-draw PCF. This model is created by vectorization of the image of the PCF cross-section obtained with SEM. Therefore, this PCF model provides an accurate representation of the real post-draw PCF and the properties derived from this model match the properties of the real PCF (as will be shown later). This model is an exact copy of the PCF cross-section, it includes all air-hole shape deformations and size changes that occurred during drawing process. For this reason this model is not described by standardized PCF parameters that describe air-hole structure (air-hole diameters, pitch, core diameter).

“Model 2” is a commonly used, but simplified model. We present it to demonstrate how even small changes in the PCF air-hole structure.
(comparable to varying real parameters) can influence the derived PCF properties and that at first look reasonable simplifications of the PCF air-hole structure can lead to significantly incorrect results.

Model 2 is created using post-draw PCF structure as a template (the identical SEM image of the PCF cross-section that is used for Model 1), however in this case we consider all of the air-holes to be perfectly circular having the same specific air-hole diameter \( d_1 \) for all air-holes in the innermost ring and \( d_2 \) for all air-holes in the outer rings, the same distance between air-holes (pitch—\( \Lambda \)) and a core diameter (\( d_{\text{core}} \)).

Each of these parameters is obtained by averaging the measured values that can be seen in Fig. 2. First, we average all of the innermost ring air-holes to obtain parameter \( d_1 \) and then air-holes in outer rings to obtain parameter \( d_2 \). Last, we average distances between the air-holes to obtain parameter \( \Lambda \). In our case, we have measured \( d_1 = 1.33 \mu m \), \( d_2 = 1.15 \mu m \), \( \Lambda = 2.35 \mu m \) and \( d_{\text{core}} = 3.52 \mu m \). The core areas of the resulting air-hole structures of Model 1 and Model 2 are compared in Fig. 3.

### 3.2. Refractive index curves

Following the PCF model creation step, we now examine the impact of imprecise glass RI determination on the PCF model outputs. The Sellmeier coefficients of the lead-silicate glass (PBG-081) of the sample PCF were published in [16]. Refractive index is dependent on wavelength, thus precise characterization of RI is necessary to obtain correct PCF model results. This can sometimes present a challenge for new and experimental PCF materials, such as one used in our sample PCF. To demonstrate the effect of such an imprecision, we have constructed a second RI curve (PBG-082), which is shifted and diverges in the longer wavelength region from the RI curve in [16] (PBG-081). Both examined RI Sellmeier equation coefficients are presented in Table 1 and in Fig. 4.

Here we can see that the two RI curves are merely shifted in the shorter wavelength region, but at longer wavelengths the two curves begin to diverge with difference in order of 0.005.

### 3.3. Model results

We have evaluated the impact of the RI curves on CD, which can be determined using Eq. 2. The calculation is carried out for Model 1 using two RI curves depicted in Fig. 4. We use a single model (Model 1) of air-hole structure, since a dominant part of CD in PCFs is formed by waveguide dispersion. Therefore, to demonstrate only the impact of RI on...
the resulting CD, a single PCF model must be used. Calculated CD curves are then shown in Fig. 5.

This result underlines the fact that even small differences in RI such as \( \pm 0.005 \) can cause a significant divergence in the CD curves with a zero-dispersion wavelength (ZDWL) shift of up to 0.450 \( \mu \text{m} \) (ZDWLPBG-081 = 1.445 \( \mu \text{m} \) and ZDWLPBG-082 = 1.950 \( \mu \text{m} \)).

Seeing the strong effect of the glass RI, we study the effect of the air-hole structure deformation. CD curves are calculated for Model 1 and Model 2 using Sellmeier coefficients of PBG-081. The results can be seen in Fig. 6. The CD curves for Model 1 and Model 2 are in a good agreement for shorter wavelengths, but as wavelength increases the CD plots begin to diverge significantly (difference of 23.46 ps nm \(^{-1} \text{km}^{-1} \) at 1.550 \( \mu \text{m} \) and 49.57 ps nm \(^{-1} \text{km}^{-1} \) at 2 \( \mu \text{m} \)). The ZDWL shift between Model 1 and Model 2 is 0.077 \( \mu \text{m} \) (1.445 vs 1.522 \( \mu \text{m} \)). Such differences in CD curves can have significant consequences for practical applications which are discussed more in Chapter 5.

\( A_{df} \) is calculated for both Models using Eq. 3. The values of the electric field of the examined mode were obtained from FEM solver at \( \lambda = 1.550 \mu \text{m} \). The results are shown in Table 2.

These results show that there are only minor differences (0.01 \( \mu \text{m} \(^2\)) in \( A_{df} \) between the RI curves. However, there are noticeable differences in the \( A_{df} \) between the two models (0.71 \( \mu \text{m} \(^2\)), as the changes in the air-hole structure significantly affect the physical dimensions of the waveguide and therefore the mode-field distribution of the fundamental mode in PCF.

4. Verification of PCF model parameters

To demonstrate that our technique yields accurate values, we have verified the presented PCF model via the CD curve and \( A_{df} \). Note that these measurements are not necessary to create the PCF model.

| Table 2
<table>
<thead>
<tr>
<th>( A_{df} ) values at ( \lambda = 1.550 \mu \text{m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBG-081</td>
</tr>
<tr>
<td>( A_{df \text{model 1 (um}^2)</td>
</tr>
<tr>
<td>( A_{df \text{model 2 (um}^2)</td>
</tr>
</tbody>
</table>

4.1. Chromatic dispersion measurement

The CD curve of the sample PCF is measured using the free-space interferometric method [23], which is based on the measurement of the optical path difference between two signals propagating in the reference (free-space) path and measured (sample PCF) path – see the setup of the measurement depicted in Fig. 7.

In this setup we use a supercontinuum (SC) source (NKT SuperK Extreme EXR-15) as a broadband light source which allows us to measure the entire spectrum at once. The 6 W output of the supercontinuum source is launched via a free-space collimator and split in a 96/4 ratio via a wedge glass prism, where the 4% signal is further filtered using an optical filter (Thorlabs FELH0750) to remove the visible part of the SC spectrum. The signal is then split into two arms in freespace using a 50/50 beam splitter (BS) (Thorlabs PBSW-1550). The measurement arm contains the PCF and lens 1 and lens 2 (both Thorlabs C660TME-C) used to couple the signal into and out of the PCF. These lenses are positioned on the micromovement stage to enable alignment with sub-micron precision. The reference arm contains a micromovement stage with two mirrors (Thorlabs PF10-03-P01) that allow the tuning of the optical path length. The output of both arms is then combined on another 50/50 BS (Thorlabs PBSW-1550) and coupled into the output fiber using lens 3 (convex lens with \( f = 5 \text{ cm} \)). Resulting data are visualized via the optical spectrum analyzer (OSA) (Yokogawa AQ6370C).

These measurements provide a spectral interferogram which can be observed at OSA as a beat signal at specific wavelengths. From the interference pattern it is possible to calculate the resulting CD as [23]:

\[
D = \frac{1}{c} \frac{2N_{PCF}}{\Delta \lambda},
\]

where \( D \) is the chromatic dispersion, \( c \) is the speed of light, \( N_{PCF} \) is the number of periods, and \( \Delta \lambda \) is the free-spectral range.

Fig. 6. Comparison of the CD curves for Model 1 and Model 2. Both models consider PBG-081 glass.

Fig. 7. Interferometric setup for the measurement of the CD curve using a broadband source. Supercontinuum source (SC source), beam splitter (BS), optical spectrum analyzer (OSA).
N_{PCF} = \frac{2\Delta l - \Delta l_{\text{meas}}}{b_{\text{PCF}}} + 1 \tag{5}

where $N_{PCF}$ is given as the group refractive index of PCF, $b_{\text{PCF}}$ is the PCF length, $\Delta l$ is the optical path difference between the measurement and reference arms, $\Delta l_{\text{meas}}$ is the additional optical path difference caused by the signal passing through the lenses in the measurement arm.

To validate our PCF model (Model 1 using PBG-081), measured and calculated CD curves are compared. We illustrate the results in Fig. 8.

The ZDWL obtained from our CD measurement is $ZDWL_{\text{sim}} = 1.412 \, \mu m$, while the ZDWL obtained from the simulation Model 1 using PBG-081 is $ZDWL_{\text{sim}} = 1.443 \, \mu m$. This result is in agreement with the model. The 0.031 $\mu m$ blue shift of the measured CD curve is caused by the unknown lens thickness at the point of the signal as well as imprecision in determining the wavelength of interference maximum.

### 4.2. Effective mode area

The second validation of the PCF model is done via $A_{\text{eff}}$ of the sample PCF, which is obtained by measuring the PCF mode-field distribution in the near-field. Effective mode area is calculated using Eq. 3. The measurement setup can be seen in Fig. 9.

The laser signal at 1.55 $\mu m$ (ID Photonics Cobrite DX4) is coupled into our sample PCF with lens 1 (Thorlabs C660TME-C, 40% coupling efficiency). The PCF output signal is then collimated using lens 2 (Thorlabs G660TME-C) and propagates to the BS (Thorlabs PBSW-1550). 50% of the signal is captured with the CCD camera (Gentec Beamage 4 M IR), the other 50% is deflected and is not used.

For correct measurement of the near-field distribution, PCF end-facet must be positioned precisely in the focus of lens 2 and the magnification of lens 2 must be determined. To ensure that, we use laser 2 (ID Photonics Cobrite DX4) with lens 3 (convex lens with focus distance = 5 cm) that serves to illuminate the PCF end-facet. The image of the air-hole structure of the sample PCF is then reflected back on the BS and to the CCD camera. Therefore, when we can see the sharp image of the PCF air-hole structure on the CCD camera, we are sure that the PCF is in the focus of lens 2. The magnification of the lens 2 can be easily determined from the image captured by the CCD camera, as the reflected image of the air-hole structure passes through lens 1 and BS, it is subjected to same magnification as mode-field distribution of the PCF and the dimensions of the PCF air-hole structure are already known.

Using this method we are able to obtain $A_{\text{eff,meas}} = 7.87 \, \mu m^2$ at $\lambda = 1.550 \, \mu m$, which is in good agreement with the data obtained from the Model 1 with $A_{\text{eff}} = 7.92 \, \mu m^2$. The small 0.05 $\mu m^2$ difference in $A_{\text{eff}}$ is contributed to the finite resolution of the camera ($2048 \times 2048$ px), inherent noise of the camera and the uncertainty in determining the focus of the PCF end-facet.

### 5. Discussion

From the presented results, it is clear that to achieve accurate PCF characterization we need to transfer the exact PCF air-hole structure into the proposed model (Model 1). Defining a PCF by using uniform parameters (Model 2) is not suitable as the model does not include all deformations of shape, size, or position of the air-holes.

We have shown that in some cases an OLM with 400x magnification is sufficient to obtain a detailed enough image of the PCF air-hole structure. Using OLMs can simplify the model preparation process and make it less cost-intensive.

The precise characterization of the RI curve of studied PCF glass material has proven to be critical. In this paper, we have studied a sample PCF made from experimental lead-silicate glass. As shown in Fig. 4 and Fig. 5, even small RI variations in the order of $10^{-3}$ can produce significant differences in the resulting CD curve and 0.077 $\mu m$ ZDWL shift. On the other hand, typically well known glass materials are used, such as silica glasses, which have already been precisely characterized and then the RI measurement step can be omitted.

Now we want to emphasize the importance of the precise PCF modeling in the context of a practical application. For this purpose, SCG was calculated using [24] with the parameters of Model 1 and Model 2. The sample PCF nonlinear coefficient $\gamma$ and the propagation constants $\beta_2 - \beta_m$ at the pump wavelength were calculated. $\beta_2$ can be obtained using Eq. 2, or derived from the models, while $\beta_2 - \beta_m$ are calculated by the derivation of subsequent $\beta$ as [22]:

$$\beta_m = \frac{\partial \beta}{\partial \omega m} \quad (m = 2, 3, \ldots)$$

where $\omega$ is the central frequency of the pump pulse spectrum.

The nonlinear coefficient $\gamma$ is calculated as [22]:

$$\gamma = \frac{2n_2}{\lambda A_{\text{eff}}}$$

where $n_2$ is the nonlinear refractive index; $n_2 = 4.3 \times 10^{-19} \, \text{m}^2/\text{W}$ (measured at $\lambda = 1.240 \, \mu m$) for PBG-081 glass [25]. $A_{\text{eff}}$ is calculated using the COMSOL simulation for a particular wavelength and the PCF model. We consider the input pulse duration $t = 400 \, \text{fs}$ with 30kW peak power and 20% PCF coupling efficiency. A comparison of the derived $A_{\text{eff}}$ and $\gamma$ is presented in Table 3.

Considering the ZDWL results shown in Fig. 6 (Model 1 = 1.445 $\mu m$ and Model 2 = 1.522 $\mu m$ with PBG = 0$\phi_1$) and based on the values obtained with Model 2 it would lead to the assumption that optimal SCG could be achieved with sources centered at around 1.575 $\mu m$ region. We have confirmed this by calculating SCG with such source and using values in Table 3. We could observe the SCG formation starting at 3cm PCF length and fully forming at 4cm PCF length with SCG spanning from 0.860 to 2.900 $\mu m$. However, for the same setup and with 4cm of real drawn PCF (PCF model 1) we can observe SCG spanning only from 1.150 to 2.600 $\mu m$. 

---

**Fig. 8.** Simulated and measured CD curve of sample PCF. Simulation results are based on Model 1 and Model 2 using PBG-081, glass material.

**Fig. 9.** Setup for measuring the mode-field distribution of sample PCF in the near-field.
To effectively pump real post-draw PCF, a laser source centered at 1.450 μm must be used, which produces SCG spanning from 2.600 to 2.900 μm with using only 3.5 cm of PCF. For practical applications, it is thereby necessary to use precise PCF modeling technique.

6. Conclusion

We presented an easy straightforward technique to obtain an accurate model of the real post-draw PCF, which gives reliable outputs for subsequent applications. The advantage of our approach is in time and cost saving without the need for a detailed experimental measurement campaign. In many cases, where the PCF glass material is already known only a several centimeters long PCF segment is all that is required to construct the accurate PCF model. Additionally, our PCF model (Model 1) was verified by CD and mode effective area measurements.

We then compared our accurate PCF Model 1 to a commonly used simplified model (Model 2) considering a sample lead-silicate hexagonally-structured PCF. We calculated the CD curve, γ and A_eff for both PCF models. We show a ZDWL shift of 0.077 μm as compared to the Model 1 with SCG spanning only 1.150–2.600 μm as compared to the Model 1 with SCG spanning 0.600–2.900 μm.

These differences in model outputs illustrate the imprecision that occurs when even seemingly reasonable simplification of the PCF structure is considered (Model 2). The model differences in CD, A_eff and SCG highlight the need to use real post-draw PCF design with all air-hole distortions and to define glass RI with the precision of at least 10⁻⁴.
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Table 3
Calculated A_eff and γ of sample PCF. Results are calculated for two PCF models considering PBG-08, glass material.

<table>
<thead>
<tr>
<th>A_eff [μm²]</th>
<th>A_eff [μm²]</th>
<th>γ [W⁻¹ km⁻¹]</th>
<th>γ [W⁻¹ km⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7.82</td>
<td>8.11</td>
<td>7.10</td>
</tr>
<tr>
<td>Model 1</td>
<td>223.00</td>
<td>211.51</td>
<td>262.44</td>
</tr>
<tr>
<td>Model 2</td>
<td>262.44</td>
<td>242.09</td>
<td></td>
</tr>
</tbody>
</table>

To effectively pump real post-draw PCF, a laser source centered at 1.450 μm must be used, which produces SCG spanning from 0.600 to 2.900 μm with using only 3.5 cm of PCF. For practical applications, it is thereby necessary to use precise PCF modeling technique.
Low-Loss and Low-Back-Reflection Hollow-Core to Standard Fiber Interconnection


Abstract—We present a new approach to permanently inter-connect hollow-core fiber (HCF) to solid-core fiber, which does not involve fusion splicing. Our approach is based on a modification of the glue-based fiber-array technique routinely used for fiber pigtailing of planar lightwave circuits. The resulting interconnection provides for a low insertion loss due to the fact that the HCF microstructure is not deformed during the gluing (low temperature) procedure that is almost impossible to achieve with the standard (high temperature) fusion splicing method. Furthermore, this low-temperature technique enables the deposition and preservation of thin films deposited at the solid-to-hollow core fiber interface, allowing for additional functionality without the introduction of extra losses or any increase in complexity. To demonstrate this, we have applied an anti-reflection (AR) coating. A further feature of our approach is the ability to control very precisely the length of the graded-index (GRIN) fiber mode field (MF) adapter inserted in between the standard single-mode fiber (SMF-28) and the HCF. We show experimentally how the length of the GRIN fiber MF adapter influences the coupling between the SMF-28 and the fundamental as well as the higher-order modes of the HCF. We coupled between SMF-28 [10 dump mode field diameter (MFD)] and the fundamental mode of a 19-cell hollow-core photonic bandgap fiber (HC-PBGF, 21.1 dump MFD) with the lowest-ever reported insertion loss of 0.30 dB per interface.

Index Terms—Optical components, optical fiber connecting, optical fibers.

I. INTRODUCTION

HOLLOW-CORE fibers such as hollow-core photonic bandgap fibers (HC-PBGFs) offer many advantages over conventional solid-core fibers due to the strongly reduced interaction of the guided light with the glass material. Examples of the benefits of this are the extremely low fiber nonlinearity, low and stable [1] signal latency, the possibility to construct long-length gas cells [2], etc.
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A key property of any optical fiber is attenuation. In HC-PBGF the attenuation is defined principally by the fiber design. The common forms are the so-called 7-cell and 19-cell designs (made by removing 7 and 19 glass capillaries respectively to form the core in the preform from which the fiber is subsequently drawn). 7-cell HC-PBGFs typically have smaller cores (and mode field diameters, MFDs) and higher attenuation than 19-cell HC-PBGFs due to the increased interaction between the guided mode and the glass core surround (cladding). However, 7-cell HC-PBGF remains popular as it can be more straightforwardly interconnected to SMF-28 since both have a similar MFD. By contrast, when interconnecting 19-cell HC-PBGF [3] to SMF-28 there is a significant mismatch in MFD that needs to be managed e.g., using a mode field (MF) adapting bridge fiber.

Whilst generally operating in the single-mode regime both, 7-cell and 19-cell HC-PBGFs are inherently multi-moded, making the interconnection with SMF-28 prone to the unwanted coupling of part of the energy into higher-order modes (HOMs). This is highly undesirable in most applications, as it causes multi-path interference (MPI). To avoid this unwanted effect, the MFD and the MF profile of the fundamental modes of both interconnecting fibers must be very well matched; this is also needed to minimize the insertion loss (IL) of the interconnection.

There is sometimes an inconsistency in the literature when reporting insertion loss measurements for SMF-28-HC-PBGF interconnections. In some cases, the signal from the SMF-28 is coupled into the HC-PBGF and the power at the HC-PBGF output (total power in all of the excited guided modes) is measured. However, this does not represent the coupling loss between the fundamental mode of the SMF-28 and HC-PBGF. Moreover, due to multi-mode nature of HC-PBGFs, such measurements typically do not yield symmetric insertion loss values, i.e. the measured IL is different depending on whether the signal is propagating from the SMF-28 into the HC-PBGF, or vice-versa [4]. To properly characterize the coupling between the two fundamental fiber modes, it is important to measure only the power in the fundamental mode of HC-PBGF.

Apart from mitigating MPI and minimizing IL, the remaining challenges for hollow-core to solid-core fiber interconnection are the relatively strong Fresnel back-reflection and distortion of the HC-PBGF microstructure during the splicing process.

Regarding the solid-core to hollow-core interconnection IL, the best result reported up to date is 0.3 dB [5]. This result, however, was not achieved using standard SMF-28, but a custom-made large mode area single-mode fiber. The insertion loss was measured for a HC-PBGF interconnected to SMF-28 fiber at both ends. Both interconnections exhibited a loss of 0.3 dB, confirming efficient coupling into the fundamental mode of the HC-PBGF. An anti-reflection (AR) coating was deposited on the large mode area fiber and this reduced the back-reflection to $-31$ dB at 1550 nm. The connection [5] was housed in a connector-style arrangement. This result is impressive and gives a benchmark as to how a coupling loss and back-reflection can be achieved with AR coatings. The main areas of improvements, however, are: (i) how to realize the low-loss connection with SMF-28, and (ii) how to hermetically seal the interconnection to avoid any degradation in the HCF loss with time (e.g., humidity-caused increase of attenuation).

Back-reflections can also be reduced by splicing angle-cleaved fibers to HC-PBGFs. The main drawback of this approach so far is in the relatively high level of IL > 3 dB [6] when 19-cell HC-PBGF was used (although an excellent $-60$ dB level of back-reflection was achieved). With further refinement a reduced IL of 1-2 dB with a slight compromise in back-reflection ($-50$ dB) was reported [7]. The main challenges of this approach are the difficulty in reliably achieving accurate angle cleaves on such delicate structures and the high sensitivity of the IL to the cleave quality.

In this letter, we demonstrate a novel approach for low-loss, low back-reflection and highly-efficient fundamental-mode coupling between SMF-28 fiber and HC-PBGF. Our approach is based on fiber-array (FA) interconnection technology [8] which can be used to create a robust and permanent HC-PBGF to SMF-28 interconnection, whilst at the same time hermetically sealing the end-facet of the HC-PBGF.

We incorporate a graded-index (GRIN) fiber based MF adapter and demonstrate how sensitive low-loss coupling between the SMF-28 and the fundamental mode of the HC-PBGF is to the precise length of the GRIN fiber used. We achieved ILs as low as 0.30 dB between the fundamental modes of the two fibers (a record value); with a reduced back-reflection loss of $-30$ dB. We also characterized the level of MPI and measured the polarization-dependent loss.

II. MODIFIED FIBER-ARRAY TECHNOLOGY

Our approach is based on the FA assembly technique, which is a well-established method to pigtail photonic lightwave circuits (PLCs) with solid-core optical fibers. The fibers are first glued into a V-groove array, which is then glued onto the PLC end-facet. Adaptation is required to apply this basic approach to the case of HC-PBGF to solid-core fiber interconnection and a schematic of the modified FA assembly is depicted in Fig. 1 along with the principle of MF adaptation using a GRIN fiber segment.

First we use a 1-channel FA for the solid-core fiber and MF adaptation, we fusion splice GRIN fiber to the end of the input SMF-28. This MF adaptation technique has previously been used to make connectors for high power laser applications [9] in which a large MFD (and thus lower power density) is required at the point of interconnection. We cleave the GRIN fiber to a length longer than the target length and insert the spliced SMF-28 and GRIN segment into the V-groove before gluing it in place. Finally, we polish the fiber-array end-face until the desired GRIN length is achieved. This process allows for very precise control of the GRIN fiber length ($\mu$m-level), which is essential for low-loss interconnection, as we shall show later. Subsequently, for this proof-of-principle demonstration, we deposit a simple TiO$_2$/SiO$_2$ 2-layer AR coating on the GRIN end-face (see the SMF-28-GRIN component in Fig. 1a). The AR coating had the minimum reflection of $-32$ dB at 1600 nm and a 3-dB bandwidth of 60 nm.

Simulations (ray-tracing in ZEMAX) indicated that the best commercially available GRIN fiber has a core diameter of 62.5 $\mu$m (standard OM1 graded-index multi-mode fiber). For a fully-collimating (quarter-pitch, length 265 $\mu$m) GRIN, it gives MFD of 24.6 $\mu$m, which is close to the MFD of the fundamental mode in HC-PBGF.

HC-PBGF cannot be polished in the V-groove in the same way as the solid-core GRIN fiber because of fear of damage to the delicate microstructure and ingression of polishing products. Thus, we modified the FA assembly procedure for HC-PBGF, which also takes into account the fact that HC-PBGFs generally have non-standard outer diameters which can vary from HC-PBGF sample to sample. The FA is a 1-channel type, but includes three V-grooves. The two side V-grooves are used to set the vertical gap size, c) with a schematic of the MF propagation and MF matching at the GRIN-PC-PBGF interface.
is polished and cleaned. After that, we insert a freshly cleaved HC-PBGF into the central V-groove and precisely align its end-face with the front edge of the FA (see the HC-PBGF component in Fig. 1b).

III. MEASUREMENT SETUP

The HC-PBGF used in our experiments was an in-house made 19-cell HC-PBGF with a 230 µm outer diameter and a 31.4 µm central air-hole diameter. The MFD of the fundamental mode was calculated (in COMSOL) to be 21.1 µm at 1550 nm. Calculated interconnection loss between the calculated shape of the HC-PBGF mode and a Gaussian beam of 21.1 µm (ideal) and 24.6 µm (our quarter-pitch GRIN lens) was 0.13 dB and 0.23 dB, respectively. We prepared two samples, having 10 m and 50 m HC-PBGF lengths, and made interconnections to SMF-28 fiber pigtails at each side.

For precise alignment, the FAs were placed on 5-axis micropositioning stages (X,Y,Z, pitch, and yaw), as shown in Fig. 2. We used a stabilized Erbium-doped fiber amplifier (EDFA) as a broadband light source. The EDFA output (ASE) was coupled into an optical bandpass filter (OBPF) with 10 nm bandwidth. The light then passed through a circulator (CIRC), a fiber polarization controller (PC), and the first SMF28-GRIN-HC-PBGF. After the HC-PBGF sample, the signal was coupled through the second HC-PBGF-GRIN-SMF-28 (again, using 5-axis micropositioning stage) and was measured with the optical spectrum analyzer (OSA) or power meter (PM). The spectrum of the reflected signal was measured at the 3rd CIRC port.

IV. RESULTS

First, we measured the IL dependence on the GRIN length. Our preliminary experimental results (not shown here) indicated that the optimum GRIN length is slightly longer than that expected from the theoretical analysis. We used five pairs of GRIN-SMF-28 FA with the 2-layer ARC and

![Fig. 2. Measurement configuration including a) input signal generation, b) developed interconnection with output power/spectral measurement, c) side-view of the alignment apparatus, and d) 19-cell HC-PBGF structure, EDFA - Erbium-doped fiber amplifier, OBPF - optical bandpass filter, CIRC - circulator, PC - polarization controller, GRIN - graded-index fiber MF adapter, PM - power meter, OSA - optical spectrum analyzer.](image)

![Fig. 3. Dependence of total insertion loss of the whole SMF-GRIN-HC-PBGF-GRIN-SMF component on the GRIN fiber MF adapter length (the same GRIN length was always used on both sides), utilizing a 10-m long 19-cell HC-PBGF.](image)
that the glue does not creep into the HC-PBGF microstructured region - we used a fast (\(<5\) s) UV-curable, high viscosity glue for this purpose. First, we aligned both 5-axis stages for the entire SMF-28-GRIN-HC-PBGF-GRIN-SMF-28 assembly. During the gluing, (the first interconnection followed by the second one), we observed a maximum increase in the IL per interface of 0.05 dB. Subsequently, we interconnected a 50-m long HC-PBGF. We achieved an IL of 0.87±0.05 dB (which also includes the PDL) for the complete SMF-28-GRIN-HC-PBGF-GRIN-SMF-28 glued assembly. Considering the loss of the 50-m long HC-PBGF (4.0 dB/km), we calculated IL per connection of 0.30 dB. Figure 5 shows the measured back-reflection spectrum of the 50-m long HC-PBGF after the assembly process (without the OBPF). We observed 15 dB lower back-reflection at 1580 nm (the used ARC showed minimum reflection there) with respect to the measured 4% reflection from a flat interface.

V. CONCLUSION
In this letter we have presented for the first time a FA based approach to create a permanent hermetically sealed interconnection of HC-PBGF to SMF-28s. Our method provides signal propagation in the fundamental mode, with the signal propagating in the higher-order modes being significantly suppressed, reducing multipath propagation effects. Using our approach, a coating can be applied to the interface. As a proof-of-principle, we have reduced back-reflections by 15 dB compared to the typical silica-air interface by depositing a simple 2-layer AR coating. Apart from reducing the back-reflection, the AR coating is also expected to reduce IL by 0.17 dB per silica-air interface.

We reached best-ever reported insertion loss between SMF-28 and 19-cell HC-PBGF of 0.30 dB, confirmed both for a 10-m long and 50-m long HC-PBGF. The interconnection was reciprocal, with IL difference of only 0.03 dB for both propagation directions, confirming good coupling between fundamental modes of both fibers. Furthermore we have presented a simple approach of single-mode launch verification by monitoring MPI with a spectrum analyzer.

An additional advantage of the presented method lies in the fact that it can be straightforwardly extended to simultaneously interconnecting several (e.g., 64) HC-PBGFs with multiple SMF-28s or even with a multi-port planar lightwave circuit (e.g., a 64x64 PLC coupler).
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Abstract.
Today hollow-core optical fibers (HCF) are on the verge of surpassing the attenuation benchmark of silica single-mode optical fibers used in optical communication. Compared to solid-core optical fibers, HCFs exhibit ultra-low nonlinearity, high damage threshold, low latency and temperature insensitivity, making them ideal candidates for high-speed data communication, high-resolution sensing, high-power delivery and precise interferometry. The main challenges of low insertion loss, suppressed back-reflections and fundamental mode coupling must be addressed to incorporate HCFs into existing fiber-optic systems to fully exploit their potential.

This paper provides an overview of the HCF history, from early papers in the 1980s, over the invention of photonic-bandgap HCFs, to the recent achievements with antiresonant HCFs. Then light guiding mechanisms are presented and key HCF properties are discussed. Interconnection techniques to standard optical fibers are compared with respect to possible HCF applications. Fusion splicing results are presented with an alternative interconnection solution based on a modified fiber-array technique newly developed by our team. Finally, cutting-edge HCF applications that take advantage of our HCF interconnection, are discussed.
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Hollow-core fibers, Photonic crystal fibers, Antiresonant, Photonic bandgap, Interconnection, Fabry-Perot

1. Introduction
Silica single-mode optical fibers (SMFs) form the core of today’s high-capacity telecommunication networks. However, network capacity is limited and a so-called “capacity crunch” is inevitable in the near future. Further improvement of the SMF performance will not be possible due to the physical limit of the Rayleigh scattering and the nonlinear Shannon limit [1]. Today’s record-low attenuation for SMF of only 0.14 dB/km at 1550 nm was achieved in 2018 [2].

Contrary to solid-core fibers, guiding light over long lengths in air (ideally in a vacuum) is extremely appealing. Hollow-core optical fibers (HCFs) have an air-filled core surrounded with microstructured glass cladding allowing high level of light confinement. Figure 1 gives an example of a 19-cell hollow-core photonic bandgap fiber (PBGF).

HCFs offer extremely low nonlinearity [3], low latency [4], high damage threshold [5] and temperature insensitivity [6–8]. HCFs can be advantageously used in many applications, e.g., long-length gas cells [9], high-power delivery [10], pulse compression [11], nonlinear phenomena [12], mid-infrared (MIR) propagation and sensing [13], MIR gas-filled lasers [14], ultra-precise fiber-optic gyroscopes [15] or Fabry-Perot resonators [16].

In telecommunications, HCFs are now challenging the attenuation of standard SMFs [17]. An 11-km-long HCF has already been drawn [18], while predictions of a more than 100 km-long HCF drawing were presented in [19]. To effectively use HCFs in conventional fiber-optic systems, it is essential to connect HCFs to solid-core optical fibers, in most cases to SMFs. Three main challenges exist for such an HCF-SMF interconnection: i) the air-silica boundary causing unwanted back-reflections; ii) state-of-the-art low-loss HCFs have a significantly larger mode-field diameter (MFD) compared to SMFs; and iii) HCFs with large MFD are inherently multi-modal, therefore higher-order mode (HOM) excitation must be suppressed to ensure only fundamental mode coupling.

Fig. 1. Photographs of a 19-cell PBGF developed at the University of Southampton, acquired by a scanning-electron microscope

Fusion splicing is a method that is typically used for permanent, low-loss interconnection of solid-core optical fibers. This method can be reasonably well applied [20]
to the HCF-SMF interconnection, but does not address back-reflections that occur on a glass-air interface. To suppress back-reflections, angled-splicing of HCFs was proposed, but proved to be quite lossy [21, 22].

We have developed an alternative approach for an HCF-SMF interconnection based on a modified fiber-array technology [23], which solves the issue with back-reflections by applying optical coatings (optical coatings cannot be used in fusion splicing because of high temperatures). Furthermore, fundamental mode coupling is achieved by using mode-field adapters in the form of graded-index multimode fibers.

This paper begins with a historical overview of the evolution of HCFs from the first real HCF samples to current state-of-the-art hollow-core nested antiresonant nodeless fibers (NANFs) with only 0.28 dB/km attenuation at 1550 nm [17]. The section after the historical overview discusses the main HCF guidance mechanisms, from Bragg fibers, PBGFs to antiresonant fibers (ARFs), followed by a section summarizing HCF key properties, comparing PBGFs and ARFs, which are the main focus of this article. In the next section we show HCF interconnection techniques. Fusion splicing results are compared to our modified fiber-array technology. Advantages of our interconnection technique are discussed with regard to HCF applications in the last section.

2. Historical overview

The idea of wave guidance in a hollow-core has existed since the end of the 19th century, when J. Thomson [24] and Lord Rayleigh [25] first discussed the possibility of metallic waveguides. Later in the 1960s, at the Bell labs, E. A. J. Marcatili and R. A. Schmeltzer [26] proposed a hollow-core metal-coated dielectric waveguide for short-range transmission of millimeter waves. The main length-limiting factor was attributed to waveguide bend-induced losses, e. g., a minimal attenuation of 1.85 dB/km was predicted, whereas the attenuation doubled for a curvature radius of R~10 km. With the advent of optical fibers later in the 1960s, the focus had shifted to solid-core fibers and the development of hollow-core waveguides for light delivery was significantly limited.

HCFs first appeared in the early 1980s in the form of hollow-core metal-coated fibers, which were designed for the 10.63 μm (940 cm\(^{-1}\)) band to guide light from CO\(_2\) lasers [27]. These hollow-core fibers were made of Pb-oxide glass and exhibited attenuation of 7.7 dB/m. Just ten years later, in 1991, silica-based HCF was presented for CO\(_2\) laser delivery with attenuation below 1 dB/m [28]. It is important to mention that these HCFs typically had core diameters larger than 1 mm.

In 1993 two interesting studies on HCFs appeared that were based on the silica-air design. First, HCFs in the vicinity of 10 μm were used to measure gas concentration where HCF, with a 1.5 mm inner core diameter and of 1 m length, acted as a gas cell to analyze NH\(_3\) content [29]. Second, an interferometric HCF-based fiber sensor was published in [30], where the HCF was formed by a glass capillary with a 70 μm inner diameter and length of 137 μm. Later, in 1995, a single-glass capillary HCF was used to transport atoms by optical forces [31]. In this work the main limitation originated from glass capillary attenuation, proving the need for better light guidance. Annular core fibers were mentioned as a possible substitute for glass capillaries.

Bragg HCFs have subsequently superseded the older HCF-type metal-coated capillary fibers [28] thanks to their lower attenuation at identical wavelengths. To give an example, the first Bragg HCF, denoted as an Omniguide fiber, was presented in 2002 [32] with high-refractive-index glass and a low-refractive-index polymer microstructure. Omniguide fibers exhibited less than 1 dB/m attenuation at 10.6 μm while it was possible to get tens of meters of Omniguide fiber in a single draw. Later the focus was primarily placed on Bragg fibers from pure silica where the rings were held together by glass struts [33].

Parallel to this, in 1996, a fundamental breakthrough was made in the field of optical fibers when J. C. Knight published experimental results of the very first photonic crystal fiber (PCF) and thus revolutionized the fiber-optic world [34]. The idea of PCF came from P. St. J. Russell and was based on the paper by Y. Jablonovitch [35] and S. John [36], who first showed the possibilities of 2D and 3D photonic crystals and derived the photonic bandgap conditions. The invention of PCFs allowed unprecedented freedom in PCF parameter tailoring (such as the chromatic dispersion curve, zero-dispersion wavelength, single-mode cut-off wavelength, mode-field diameter) which can be easily modified by changing the design of the PCF microstructure. Endlessly-single mode PCFs appeared a year after [37], group-velocity dispersion management became possible [38] and soon supercontinuum generation was first demonstrated using PCFs with zero-dispersion wavelength at 800 nm producing broadband radiation from visible to near-infrared [39].

The first photonic crystal HCF was presented in 1999 by Cregan et al. [40], members of the P. St. J. Russell team at the University of Bath, where most of the pioneering research in HCFs was carried out in the following years. In [40], a silica-based HCF with honeycomb microstructure and a core diameter of 14.8 μm was fabricated. The guidance mechanism was attributed to the 2D photonic bandgap (PBG) effect. This first hollow-core photonic bandgap fiber (HC-PBGF, or more simply PBGF) led to numerous application areas where HCF were afterwards advantageously used such as gas sensing [41], gas-filled lasers [42], fiber-optic gyroscopes [15], high-speed data transmission [17], and many more [5, 16, 43].

Considering telecommunication, i.e. optical networks, the most important parameters are fiber attenuation in the 1550 nm band (denoted as C-band) and fiber transmission bandwidth. In 2002, a 7-cell PBGF with attenuation of 13 dB/km was reported [44], while, in 2004, attenuation was improved to 1.7 dB/km [45] and to 1.2 dB/km [46] in...
2005 which, until today, still the record-low attenuation for PBGFs (see Fig. 2b). The design of the PBGF eventually limited the progress in achieving low-attenuation and broadband performance (e.g., in [46] the achieved bandwidth was only 70 THz) and an alternative HCF design was pursued.

The first alternative appeared in 2002 when a new type of HCF, denoted as Kagome HCF, was invented [47]. Kagome HCFs provide an extremely delicate structure of thin triangular-lattice struts with no cladding nodes (see Fig. 2e), which leads to multi-band transmission and much lower mode-field overlap with the glass cladding thanks to inhibited coupling. Even then was the attenuation of Kagome HCF higher than that of PBGFs by more than two orders of magnitude due to the high confinement loss [48].

The next milestone in HCF development occurred in 2010 with the development of negative curvature Kagome HCFs, denoted as hypocycloid fibers [49]. These Kagome HCFs worked on the principle of antiresonance and are thus a representative of an ARFs. The negative curvature represents the shape of the first ring around the ARF core (see Fig. 2f) which led to a decrease of fiber attenuation down to hundreds of dB/km with a bandwidth of 1000 nm. Although the attenuation of this negative curvature Kagome HCF was significantly higher than that of PBGF, the bandwidth was superior to that of the PBGF. Later, in 2016 a Kagome HCF with attenuation of 12.3 dB/km at 1550 nm was presented [50].

By 2018 a cojoined-tube fiber (CTF) with a minimal loss of 2 dB/km at 1512 nm was demonstrated [54] (see Fig. 2g). In parallel, NANFs have undergone rapid development (see Fig. 2h). NANF with only 1.3 dB/km was presented the same year [55] and this attenuation value was significantly decreased just a year later by NANF with attenuation of 0.65 dB/km [56]. Recently, in 2020, a NANF with a record-low attenuation of only 0.28 dB/km has been presented [17], challenging the long-held record of SMFs.

2002 2005 2011 2017
Tubular ARF 7.2 dB/km 0.28 dB/km
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Fig. 2. Timeline of the hollow-core optical fiber evolution including both fiber design and attenuation milestones, values are given for the wavelength of 1550 nm.
3. HCF fabrication and waveguiding

The most common fabrication method of HCFs is the stack-and-draw principle [34] where multiple glass capillaries are stacked in a large capillary, then drawn to a preform, and, finally, drawn to the final HCF structure [40]. Extreme care needs to be taken especially when applying specific pressures or a vacuum to the capillaries to achieve the desired HCF design. Less common methods to obtain a preform are extrusion, drilling or sol-gel casting, techniques often used for short fiber samples and glass materials other than silica (e.g., chalcogenide glass). As HCF drawing is a time-consuming and extremely costly process, virtual HCF drawing was presented in 2014 by G. Jasion in [57].

HCF waveguiding principles can be divided into three categories according to HCF design:

- Bragg hollow-core fibers with a layered structure of cladding (1D photonic crystal) - find example in Fig. 3.

- Hollow-core photonic bandgap fiber (PBGF) with a large number or periodic air-holes arranged in rings surrounding the central air-core - see example in Fig. 1, 2a and 2b.

- Antiresonant hollow-core fiber (ARF) with a Kagome or a simple cladding structure - examples given in Fig. 2c-h.

This section overviews the basic principles for each HCF type mentioned-above with focus on ARFs which are the state-of-the-art HCFs.

3.1 Bragg HCF guidance

Bragg HCFs have a simple inner structure that can be described as a 1D photonic crystal formed by a series of layers with periodically changing refractive indices \( n_1 \) and \( n_2 \). Bragg’s law is given as:

\[
N \lambda = 2 \Lambda \sin \phi, \tag{1}
\]

where \( N \) is a positive integer, \( \lambda \) is the wavelength, \( \Lambda \) is the period of the cladding and \( \phi \) is the angle of the incident wave. Total reflection then occurs for a range of wavelengths around \( \lambda \) and a range of angles around \( \phi \). To acquire high reflectance, i.e. low guiding losses, a significant difference in refractive indices \( \Delta n \) (high \( n_1/n_2 \) ratio) is needed. This condition applies to glass materials having high-refractive indices, thereby exhibiting higher material losses limiting possibly low Bragg HCF attenuation. However, for short ranges in order of meters attenuation is not critical and Bragg fibers are, therefore, an excellent candidate for CO₂ laser delivery.

3.2 Photonic bandgap guidance

Hollow-core PBGF is formed by introducing a defect in the periodic photonic crystal structure. Light is then trapped in the defect as it cannot escape through the cladding due to the photonic bandgap (PBG) effect, and is guided along the fiber. The defect can be created by removing a capillary from the center of the preform (e.g., to form a symmetric low-index core we can remove 7, 19 or 37 capillaries, thus so-called 7-, 19- and 37-cell PBGFs are drawn).

The analogy between electronic bandgaps and photonic bandgaps originates from the periodic arrangement of atomic potentials and two different dielectrics, respectively. The periodicity of the two dielectrics (representing the cladding) gives rise to a frequency band where propagation of photons is forbidden.

The PBG effect is described in great detail in [40, 58, 59]. Here we briefly overview three approaches, from the oldest to the current one:

1. Using numerical approaches from solid-state physics.
2. Brute-force techniques, such as a finite difference methods, finite element method (FEM) or plane-wave expansion.
3. An antiresonance description of a number of resonators in the cladding.

The first description of the guidance mechanism, based on the analogy with solid-state physics, appeared in 1999 [40] and presented the 2D PBG effect principle, which was denoted as "frustrated tunneling PBG guidance". The cladding structure was considered as a double layer dielectric stack with an air-core in between. Light was confined once the stacks provided PBG for a range of propagation constants (\( \beta = k_n \cos \phi \)) at fixed optical frequencies.

In the following effort to find the best lattice configuration, numerical approaches from solid-state physics were
applied to calculate the PBGs supporting the air-guided mode of a unit cell with periodic boundary conditions as a function of the wavevector direction [60, 61]. These first papers brought noteworthy PBGF design optimizations, such as a triangular lattice outperforming a honeycomb lattice [62] and the introduction of bandwidth scaling based on the air-filling fraction (percentage of air content to glass material) [63]. However, these approaches considered only a perfectly symmetric PBGF microstructure.

With rapid increase in computational power, methods such finite difference method [64] became more common. These methods allowed for a far more accurate description of mode distribution in HCFs as they consider the real HCF microstructure instead of the idealized one, which was the case of previously used analytical models. However, these methods did not explain the physical mechanisms, nor did they provide any more-in-depth understanding. Nevertheless, they have since often been applied due to improved computational capacities and satisfactory approximate results.

In the last decade, researchers have moved towards describing PBGFs by antiresonance, which we will discuss in greater detail after introducing the basic antiresonance waveguiding principles.

3.3 Antiresonant guidance mechanism

For some HCFs the light guidance cannot be explained by the formation of PBGs as the glass membrane (strut) thickness \( t \) is typically hundreds of nm, which is one or two orders of magnitude thicker than the boundary condition for PBG. Here, antiresonant reflection confines light in the air-core (or generally lower refractive index region) without the need for periodic cladding and the PBG effect. The antiresonant reflecting optical waveguide (ARROW) model has been often used to describe ARFs, where the first idea appeared in 2002 [65] and has been further evolved [66]. The principle of ARROW assumed high-index circular layers around the low-index (air) core, where each layer acts as a Fabry-Perot resonator.

We will describe the antiresonant guidance with simplified examples of a 1D slab waveguide, an annular core fiber and a negative curvature fiber. Then we will return to the PBG effect and describe its interpretation via antiresonance reflection.

1D slab waveguide approach

To understand the antiresonance principle, the example of a 1D slab waveguide is often given. The situation is depicted in Fig. 4 with \( D_{\text{core}} \gg \lambda \). The resonance condition (phase difference is \( 2\pi \)) for the transversal wave vector \( k_T \) is described as [67]:

\[
k_T t = \pi m
\]

(2)

\[
k_T = \sqrt{k_T^2n_1^2 - \beta^2} = k\sqrt{n_1^2 - 1},
\]

(3)

where we consider \( n_1 \) as the refractive index of the glass material and the refractive index of air is \( n_{\text{air}} = 1 \). The parameter \( m \) is a real positive integer and \( t \) is the glass thickness. We can then find a resonance wavelength \( \lambda_{\text{res}} \), where all the light is transmitted in the transversal direction given as [67]:

\[
\lambda_{\text{res}} = \frac{2t\sqrt{n_1^2 - 1}}{m}, \quad m = 0, 1, 2, \ldots
\]

(4)

For wavelengths other than \( \lambda_{\text{res}} \), light is confined inside the air-core with low leakage loss. The solution of the 1D slab waveguide based on anti-resonance leads to a number of resulting glass thicknesses based on \( m \). These solutions provide high leakage loss for given wavelengths. Fiber transmission bands are present between them (see example cases given in [67]).

For the fundamental mode, not only does \( t \) play a critical role, but also air-core diameter \( D_{\text{core}} \). The transmission bands do not change with \( D_{\text{core}} \), but leakage loss increases as \( D_{\text{core}} \) gets larger [67].

Annular core fiber

Moving from the 1D slab waveguide to the simplest case of a fiber structure, we can assume a high-index glass ring around the air-core, which forms two reflective surfaces. This configuration is denoted as an annular core fiber and is depicted in Fig. 5. For a mode existing in the glass ring, the effective index is between that of glass and air. For a mode propagating in the air-core, the effective refractive index is lower than that of air. Depending on glass thickness \( t \), multiple transmission bands will be present, with losses dependent on \( t \) and \( D_{\text{core}} \). The modes of the annular core fiber can be easily calculated using FEM [67] or mode-matching methods [68].
Negative curvature fiber

Let us consider a simple tubular ARF, as shown in Fig. 6 with a set of capillaries around the central air-core, which are in touch with each other. The core boundary is now formed by glass membranes (capillary walls) having a negative curvature with respect to the radial direction. The overall geometry of such negative curvature fiber is described by $D_{\text{core}}$, capillary thickness $t$, capillary diameter $D_{\text{cap}}$ and the number of capillaries $N$ as [67]:

$$D_{\text{core}} = D_{\text{cap}} + 2t - (D_{\text{cap}} + 2t).$$

For negative curvature fibers, the effective refractive index of the fundamental mode is larger than that for the same $D_{\text{core}}$ of annular fibers due to the negative curvature, given an empirical 5% increase [67]. This fact is interconnected with the required glass membrane thickness $t$, which is smaller for negative curvature fibers than for annular core fibers thanks again to the negative curvature effect [69].

Figure 7 shows an example of an advanced type of the negative curvature fiber with non-touching capillaries, parameter $g$ then defines the gap. These fibers eliminate the remaining glass nodes which are not in anti-resonance. The nodes can be seen e.g., in Fig. 6 at the point where the capillaries touch each other. The addition of the gap leads to better confinement of the core mode and therefore lower attenuation of the tubular ARF. Furthermore, HOMs are significantly attenuated due to the added gaps.

For a more detailed description and illustrative calculated examples of the 1D slab waveguide, annular core and negative curvature fibers and inhibited coupling see [67].

PBGF described by antiresonance

In the last decade research has turned to antiresonance principles in order to describe light guiding mechanism of the PBGF [59]. The idea is illustrated in Fig. 8 showing a simplified formation of the bandgap formation as the PBGF is being assembled.

At first, we assume just a single silica rod in an infinite air-cladding (see inset of Fig. 8a), the guided modes are described by the well-known dispersion equation, using the normalized frequency $V$ and rod radius $r$ as:

$$V = \frac{2\pi r}{\lambda} (n_1^2 - n_0^2).$$

Then we can set the air-line as given e.g., in [59] as:

$$w^2 = (\beta^2 - k_0^2)r^2 = 0,$$

where $\beta$ is the propagation constant (in the direction of propagation) and $k_0$ is the wavenumber in air. No modes can propagate above air-line (in the white regions) as they...
are in antiresonance with the rod modes and also they cannot propagate in the cladding. Below the air-line is a continuum of plane-wave-like air modes [59], see Fig. 8a.

![Fig. 8. Creation of an air-guiding PBG, simplified from [59]](image-url)

When more rods are arranged in a symmetric/periodic fashion to form a single ring around the central rod (see inset of Fig. 8b), the dispersion equation changes and conditions broaden around the particular mode cut-offs (intersection of the mode curves with the air-line). In fact, the rod modes become so expanded that they overlap with the other rod modes and a spatial superposition occurs. Meanwhile, periodic forbidden bands appear below the air-line (coloured regions in Fig. 8b, marked as I and II).

If we create a defect, i.e., remove one of the rods, light can be coupled into the defect region and propagate in the PBG regions. Further addition of more rods in the 2nd, 3rd, etc. rings increases the confinement (considering we create the defect in the fiber center). By placing the rods closer to each other (decreasing the so-called pitch) we decrease the bandwidth of the PBG while allowing more modes to propagate in the PBG, which is often unwanted as HOMs are detrimental to various applications.

To create a real PBGF, we need to interconnect the rods so that the fiber holds together. We achieve this by introducing struts (see Fig. 8c). The struts are not in antiresonance to the air-core mode (confined in the defect). We can see in Fig. 8c that high frequency PBGs disappeared (blue regions marked as II) due to the effective refractive index being raised by the glass struts above the air-line. This is the reason behind PBGF having only one transmission band in contrary to ARFs where multiple transmission bands are present.

4. **HCF losses and modes**

This section will briefly explain the main HCF parameters and state-of-the-art results.

4.1 **HCF attenuation**

Hollow-core fibers are envisioned to surpass the minimal intrinsic attenuation of silica SMFs [2] in the near future. Currently, the lowest HCF attenuation at 1550 nm for PBGF is 1.2 dB/km, achieved in 2005 [46], and 0.28 dB/km for NANF as presented in 2020 [17]. There is negligible Rayleigh scattering loss in HCFs compared to silica fibers, on the other hand, surface-scattering loss (SSL) and confinement loss (CL), i.e., leakage loss can be detrimental.

SSL is dominant for PBGFs. The struts supporting the rods in the PBGF microstructure are made as thin as possible to widen the transmission bandwidth and, thus, are not in anti-resonance. Therefore, a mode-field overlap with the struts occurs. This overlap results in scattering at the air-glass interface, which is dependent on the inner surface roughness and HCF non-uniformity. This roughness is caused by the surface capillary waves that are thermodynamically locked-in when the HCF cools during HCF drawing. Compared to the SSL effect, CL is negligible in PBGF thanks to the possibility of increasing the number of rings (resonators). Considering bending losses, PBGFs are the most resistant of all above-mentioned HCFs [70].

ARFs (excluding Kagome fibers) perform oppositely to PBGFs, regarding sources of fiber losses. Thanks to their negative curvature, inhibited coupling and antiresonance, SSL is negligible (there is minimal mode-field overlap with the glass material). For state-of-the-art NANFs, SSL is lower than $10^{-1}$ dB/km. Contrary to SSL, confinement loss is detrimental to many ARFs due to the gaps between tubes and since only one ring of the antiresonant structure is included. For ARFs, CL is typically around $10^{-6}$. NANFs have introduced a solution to increase the mode-field confinement by adding nested tubes and have thus achieved lower CL of only $10^{-8}$ [6]. In [6] it was also shown that for $D_{core} = 50 \mu m$, SSL and CL are equal, with CL scaling with the core radius $R_{core}$ as $R_{core}^{-8}$ and SSL with $R_{core}^{-3}$. Furthermore, F. Poletti predicted in [6] that for $D_{core} = 40 \mu m$ it would bring fiber attenuation to the 0.1 dB/km level, which would surpass SMFs in the wavelength region of 1.5 to 2.3 μm. Increasing the size of $D_{core}$ promises to reach even lower fiber attenuation.

The combination of negligible SSL and lowered CL led to NANFs with sub-1 dB/km attenuation achieved in 2019 [56] and 2020 [17].

4.2 **Higher-order modes**

To minimize SSL and reduce the mode-field overlap with glass material, PBGFs and ARFs are designed with a large $D_{core}/\lambda$ ratio (typically above 10). This leads to an increased number of guided modes and lower HOM atte-
uation. For PBGFs, the number of modes is given by the PBG - approximately 12 modes are present in case of a 7-cell PBGF, around 40 modes for 19-cell PBGF and approximately 80 modes in case of 37-cell PBGF [71]. In PBGF, the lowest-order HOM (LP\textsubscript{11}) propagates with attenuation of only about 2.5 times larger than the fundamental mode (LP\textsubscript{01}) and, therefore, HOMs can propagate even over longer PBGF lengths [70]. In NANFs HOMs propagate with attenuation in orders of hundreds or even thousands of dB/km, which allows effective single-mode guidance to be obtained even at short fiber lengths.

with precise alignment is not a viable long-term solution due to limited time stability. Connectors are challenging as well, as the exposed HCF is susceptible to mechanical damage or a humid environment [73]. Therefore permanent and hermetic interconnection is required, as with conventional fiber-optic components.

Key requirements on the interconnection, apart from being permanent and hermetic, are:

- Low insertion loss (IL)
- Suppressed back-reflections on the silica-air interface, i.e., low return loss, RL
- Strict fundamental mode excitation (suppression of HOMs)

### 5.1 Fusion splicing

A common practice of creating a permanent interconnection of two optical fibers is fusion splicing. This is typically done using an arc-discharge that heats the two fiber ends, which are then pressed together to form a permanent, robust, repeatable and low-loss splice. When splicing two SMFs we can obtain virtually loss-less interconnection with no unwanted back-reflections. After the appearance of HCFs, modified splicing techniques have emerged with focus on maintaining the delicate microstructure, which easily collapses if overheated [9,74]. The main modification is typically done by using a heating offset (by arc, filament or CO\textsubscript{2} laser) so that the SMF is heated more than the PCF and the HCF is then softly pushed onto the HCF. Unfortunately, this generally leads to low strength splices.

The first efforts in HCF splicing occurred in 2005, where the effect of an HCF microstructure collapse via an arc-discharge was studied [74], and in the same year, HCFs were spliced for use in gas-cells [9] with IL of 1.7 dB. In 2006 a deeper HCF splicing analysis was published [75], focusing on 7-cell (MFD ∼ 7.5 μm) and a 19-cell (MFD ∼ 13 μm) PBGFs. For an SMF to 7-cell PBGF splice, IL of 1.5-2.0 dB was observed for SMF-PBGF transition and 2.6-3.0 dB for the HCF-SMF transition. In the case of the 19-cell PBGF, IL was 0.3-0.5 dB and over 2.0 dB for SMF-HCF and HCF-SMF transitions, respectively. This unbalanced result of SMF-HCF and HCF-SMF insertion loss is extremely important, as it shows a huge effect of HOM excitation on measured IL once the MFD and numerical aperture of the SMF and HCF are not well matched. It is necessary to always measure two splices (generally interconnections), the input and output together so that the effect of the HOM is neglected. Or if just one splice is evaluated, fundamental mode coupling must be ensured or the effect of the HOM corrected (using a long enough HCF so that all HOMs would be attenuated).

Further attempts at HCF-SMF splicing brought improved IL and were focused on suppressing unwanted back-reflections that occur at the glass-air interface. In 2007,
splicing of flat and angled-cleaved 7-cell PBGFs was presented [21], with IL of 0.9 dB and 3.0 dB for flat and angled-cleaved HCFs, respectively, with RL of -16 dB and -60 dB. In 2016, splicing of 7-cell and 19-cell angled-cleaved PBGFs [22] brought improved IL of 1-2 dB with slightly lower RL of -50 dB. IL in this work was measured including HOMs which explains the great range of obtained IL values; furthermore, the obtained cleave angle variation was significant, from 7 to 12 degrees. In the same year, high-strength fusion splicing of 7-cell PBGF was demonstrated with IL of 1.3 dB [76].

To achieve sub-1 dB insertion losses, the move to bridge fibers acting as mode-field adapters was necessary. In 2014, MFD accommodation using a few-mode fiber to a 7-cell PBGF was published [20], showing the potential of bridge fibers formed by thermally-expanded core (TEC) fibers. Splice loss of only 0.73 dB was obtained for an SMF-TEC-PBGF interconnection.

5.2 Fiber-array based interconnection

When we first came with the idea of an alternative HCF-SMF interconnection approach, the best interconnection result had not yet been reached by a splice, but by using an HCF connector [77] and a large-mode area (LMA) single-mode fiber acting as a mode-field adapter (afterwards spliced to SMF) with a benchmark IL of 0.3 dB and RL of -31 dB thanks to a deposited anti-reflective (AR) coating on the LMA fiber.

Prior to HCFs, we already had some experience with interconnecting solid-core chalcogenide fibers to conventional SMFs, where AR coating was used to accommodate the difference in refractive indices and a bridge fiber was used to accommodate MFD. The deposition of AR coating or generally any optical coating was extremely appealing for HCFs, as fusion splicing prohibits the use of optical coatings due to high temperatures during splicing. Therefore, we developed a new alternative interconnection technology for HCFs, which, at that time, was envisioned to provide MFD accommodation, low IL and suppress unwanted back-reflections.

As a result, we published a low-loss, low-back-reflection reciprocal HCF-SMF interconnection in 2019 [23] based on the fiber-array technology and graded-index (GRIN) multi-mode fibers as mode-field adapters. In this first result we showed state-of-the-art IL per a single interconnection of 0.30 dB for fundamental mode coupling and RL of almost -30 dB, which are comparable values to [77]. However, in [77] the interconnection was based on a connectorized PBGF and, thus, the interconnection was not permanent and hermetic as the interconnection we developed is. In the development of our interconnection technique, we also devised a new method for HOM content monitoring (seen in Fig. 9), which is described in detail in [23]. The basic principle of the interconnection is depicted in Fig. 10, where both fiber-arrays are then glued together at temperatures below 80°C, thus also considered as a "cold splice" technique. Our interconnection can essentially work for any HCF with any solid-core fiber, while any optical coating can be deposited.

Fig. 10. Principle of the fiber-array-based interconnection of hollow-core to solid-core fiber; a) solid-core fiber with spliced mode-field adapting fiber segment in a 1-channel fiber-array, b) hollow-core fiber in a 3-channel fiber-array, where the side channels serve for precise gap setting.

In our first result [23], we observed very low HOM excitation, which is welcomed in many HCF applications as is shown in Fig. 9. Nevertheless, as mentioned above, PBGFs are inherently multi-modal and HOMs propagate with low attenuation, so even with high HOM suppression PBGF still exhibits multi-modal behavior. The next logical step was to move to ARFs, which have currently surpassed PBGFs in most aspects (other than bend loss resistance). The most promising of all ARFs are NANFs.

Using our interconnection approach, we modified our graded-index mode-field adapters for NANFs and the prior results showed IL below 0.5 dB with RL of -35 dB using an improved AR coating [78]. An image of an experimental NANF overlapped with its mode-field distribution can be seen in Fig. 11. As the NANF has a closer mode shape to a Gaussian than a PBGF and close to single-mode behavior, we expect to achieve record-low IL of the interconnection soon.

Fig. 11. NANF overlapped with its measured mode-field distribution.

5.3 Other interconnection solutions

An interesting solution has recently appeared using micro-optic collimator technology [79], where IL of 0.53 dB was presented for a single SMF-HCF interconnection with RL better than -45 dB and good HOM suppression (> 20 dB).
A tapered SMF as a coupling option has been theoretically and experimentally investigated [80], where the taper was inserted into the ARF core area. The resulting IL was approximately 0.8 dB for an SMF-NANF coupling, whereas back-reflections were suppressed well below -60 dB (considered as Fresnel-loss free). The design was based on a tapered coupling of an SMF-HCF published previously, in 2017, by R. Pennetta [41].

Regarding HCF to HCF interconnection, an interconnection has already been demonstrated via fusion splicing with only 0.16 dB average splice loss [81].

6. Interconnected HCF applications

In this section we present an overview of the main application fields where our HCF-SMF interconnection technology can be advantageously used.

6.1 HCF-based interferometers

In interferometric applications, HCFs offer the advantages of low nonlinearity thanks to the negligible light-glass interaction and HCF thermal insensitivity [7].

The flagship representative among all fiber-optic interferometric sensors is the Sagnac interferometer acting as a fiber-optic gyroscope (FOG). Use of HCFs in FOGs is especially desired due to their low nonlinearity and thermal polarization stability. A proposal for a HCF-based FOG was presented in [15] using a 7-cell PBGF of 20 m length. HCF-SMF interconnection was found to be one of the key challenges for further FOG development. Mach-Zehnder interferometer based on HCFs has been predominantly used as a gas/pressure sensor, such as the one shown in [82].

Our interconnection technology brings the advantages of low IL, optical coatings deposition to reduce back-reflection, fundamental mode excitation and also possible gas-cell formation (by adding gas inlets in the interconnection) which can serve to apply purge gases for further increase of interferometer stability and sensitivity [7].

Recently, we have been focusing on fiber-based Fabry-Perot interferometers (FPIs) which permit us to build on our interconnection technique. Using a highly-reflective (>98%) coating we created two long-length FPIs [16] with lengths of 5 m and 22 m. Achieved finesse was over 120 for both FPIs with transmission peaks of only 47 kHz. Furthermore thermal stability of our HCF-based FPIs was evaluated and was measured to be 14.5 times better than for an identical FPI made of SMF.

6.2 Data transmission

HCFs are especially suitable for data transmission thanks to their low latency [4], low nonlinearity [3], and in the case of NANFs, extreme bandwidth and low attenuation. In 2019, data transmission over a 1-km-long NANF was demonstrated, where the tested NANF exhibited bandwidth of 700 nm with attenuation of 6.6 dB/km at 1550 nm which allowed 50 Gbit/s On-off keying (OOK) and 100 Gbit/s 4-level Pulse Amplitude Modulation (4PAM) signals [83]. The same year, 4.8-km-long NANF segment with attenuation of 1.18 dB/km at 1550 nm was used in a recirculating loop. This allowed for a data transmission of over 341-km-long NANF link with better pre-forward error correction bit error rate than 3E-2 [84].

To enable NANF application in real optical networks, fusion splicing may serve well when back-reflections are not a limiting factor. Otherwise, our interconnection technology provides better performance. Nevertheless for all interconnection approaches long-term stability must be ensured.

6.3 Gas sensing

HCFs have evolved significantly over the last two decades and are excellent candidates for highly sensitive gas sensing applications [85]. This is especially due to their almost 100% mode-field overlap with the studied gas analyte. HCFs also allow the possibility to construct long-length gas cells which substitute the need for conventional multi-path free-space cells [14]. Among HCFs, ARFs provide a homogeneous and low-defect structure with substantial mitigation of HOMs, thus becoming the most suitable choice to form gas cells. Further advantage of silica HCFs for gas sensing is their MIR transparency. Even though silica is opaque above 2.4 μm, thanks to the negligible overlap of the core mode with the glass material, silica HCFs can work up to 4.0-4.5 μm with reasonable attenuation [43].

The common approach to analyzing gases is to use infra-red (IR) spectroscopy [86]. A complementary detection technique is Raman spectroscopy which is especially advantageous when studying multi-component gas analytes as it does not require a strict wavelength to match the respective absorption line [87].

Nevertheless, the gas-cell is mostly built in a laboratory environment where light is coupled via lens-systems. Alternatively, gas cells are sometimes fusion spliced to solid-core fibers resulting in higher IL and unwanted back-reflections.

Using our fiber-array interconnection technology we can either significantly suppress back-reflections or, as in the case of Fabry-Perot interferometers, we can increase the reflection and allow multi-path propagation to increase the interaction length by a factor of 10-100 depending on HCF attenuation and coating reflectivity. Furthermore, we can ensure fundamental mode excitation and thus reduce noise of the sensing system dramatically.

6.4 Other application fields

Gas-filled MIR lasers based on HCFs [42] can also benefit from providing a permanent interconnection of HCF to
solid-core fibers, most likely not SMFs, but MIR transparent fibers, such as fluoride (ZBLAN). Nevertheless, the interconnection methodologies (of both fusion splicing and using fiber-arrays) will need to be modified to work with other glass materials.

For high-power delivery, HCFs are extremely interesting due to their high damage threshold [5]. From particular power levels (depending on a continuous-wave or pulsed regime and on wavelength) HCFs, or more specifically ARFs, are the only option, as glass fibers are limited by the material damage threshold. Increasing power places higher requirements on the optical coatings, heat transfer from the interconnection and high HOM suppression. Our fiber-array approach has already shown very good HOM suppression, nevertheless efficient heat transfer and high-power optical coatings must still be investigated.

7. Conclusion

We have presented an overview of hollow-core optical fibers which are considered to be the future successors of conventional solid-core optical fibers, from their early stages all the way to current state-of-the-art antiresonant optical fibers.

Light guiding mechanisms of Bragg, photonic-bandgap and antiresonant fibers were discussed. Nested antiresonant nodeless fibers and conjoined-tube fibers are the two most promising antiresonant fiber designs for achieving ultra-low attenuation.

We have discussed interconnection options of hollow-core fibers to standard single-mode silica fibers. An alternative interconnection technique developed by our team was presented. Thanks to the mode-field adaptation using graded-index multimode fiber we achieved record-low insertion loss and also suppressed higher-order modes. Deposition of anti-reflective coating allowed us to reduce unwanted backreflections. Finally, cutting-edge application of hollow-core fibers have been summarized with respect to the advantages of our proposed interconnection technology.

Hollow-core optical fibers are undoubtedly the future of fiber-optic communication, gas sensing, metrology, ultra-precise interferometry or mid-infrared lasers. Therefore, they definitely are worthy of scientific attention.
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Low loss and high performance interconnection between standard single-mode fiber and antiresonant hollow-core fiber

Dmytro Suslov1,2*, Matěj Komanec1, Eric R. Numkam Fokoua1, Daniel Dousek1, Ailing Zhong1, Stanislav Zvánovec1, Thomas D. Bradley2, Francesco Poletti2, David J. Richardson2 & Radan Slavík2

We demonstrate halving the record-low loss of interconnection between a nested antiresonant nodeless type hollow-core fiber (NANF) and standard single-mode fiber (SMF). The achieved interconnection loss of 0.15 dB is only 0.07 dB above the theoretically-expected minimum loss. We also optimized the interconnection in terms of unwanted cross-coupling into the higher-order modes of the NANF. We achieved cross-coupling as low as −35 dB into the LP_{11} mode (the lowest-loss higher-order mode and thus the most important to eliminate). With the help of simulations, we show that the measured LP_{11} mode coupling is most likely limited by the slightly imperfect symmetry of the manufactured NANF. The coupling cross-talk into the highly-lossy LP_{02} mode (> 2000 dB/km in our fiber) was measured to be below −22 dB. Furthermore, we show experimentally that the anti-reflective coating applied to the interconnect interface reduces the insertion loss by 0.15 dB while simultaneously reducing the back-reflection below −40 dB over a 60 nm bandwidth. Finally, we also demonstrated an alternative mode-field adapter to adapt the mode-field size between SMF and NANF, based on thermally-expanded core fibers. This approach enabled us to achieve an interconnection loss of 0.21 dB and cross-coupling of −35 dB into the LP_{11} mode.

Hollow core fibers (HCFs) have been reported to reduce the attenuation from 1.3 dB/km a year ago to the current state-of-the-art of 0.28 dB/km, making the prospect of obtaining an optical fiber with attenuation below that of solid silica single-mode fiber (SMF) a distinct possibility in the near future. The latest three low-loss records in HCFs (1.3 dB/km, 0.65 dB/km, and 0.28 dB/km) were reported in the Nested Antiresonant Nodeless Fiber (NANF), which therefore emerges as the most promising geometry in the quest for lower losses than the SMF. Besides this potential for ultra-low attenuation, HCFs have a range of additional advantages including low latency of propagation, low thermal sensitivity of latency as well as accumulated phase, low nonlinearity, high damage threshold, etc., making them of interest in a wide range of applications. To fully benefit from these advantages, however, an efficient low-loss and low-back-reflection interconnection between HCFs and mainstream SMFs is needed.

Recently, we demonstrated a new permanent, low-loss SMF-HCF interconnection technique based on gluing rather than splicing. Fiber gluing is a widely-used process in demanding and cost-sensitive applications including telecoms, e.g., for pigtailing of planar lightwave splitters. As gluing does not require any heating of the fibers (as opposed to fusion splicing), there is no deformation to the HCF micro-structure, which otherwise increases the interconnection loss. Further, no heating means that an optical coating can be applied in between the HCF and SMF. When anti-reflective (AR) coating is deposited, it significantly reduces the unwanted 3.5% back-reflection occurring at the glass-air interface in between the air core of the HCF and the solid silica glass core of the SMF. In addition to reducing the back-reflection, it also lowers the insertion loss (by up to 3.5% that would otherwise be lost in the back-reflection). The most important aspect, however, that must be addressed to achieve low-loss SMF-HCF interconnection, is to adapt the mode-field diameter, which at 1550 nm is typically 10.4 µm for the SMF and > 20 µm for low-attenuation HCF.
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In\textsuperscript{6}, we inserted a short segment of graded-index multi-mode fiber (GRIN) in between the SMF and HCF, which served as a lens that adapted the mode field size. When complemented with the AR coating, an HCF-SMF insertion loss (IL) as low as 0.3 dB and back-reflection below $-30$ dB were achieved. This was demonstrated with a photonic bandgap type of HCF, which was the state-of-the-art in terms of attenuation before the NANF emerged. These two types of HCFs are fundamentally different in their guiding mechanism (photonic bandgap guiding versus antiresonant effect guiding) as well as structure (delicate photonic bandgap with a large number of thin glass membranes versus a small number of tubes). As the antiresonant HCFs emerged as a low-attenuation solution only recently, there is only a limited number of reports on their interconnection with SMF. To the best of our knowledge, the lowest interconnection loss reported is 0.5 dB for simple SMF-NANF interconnection\textsuperscript{11} or 1.5 dB for a more complex device (1 $\times$ 2 splitter\textsuperscript{12}).

Although the lowest-loss value reported for a HCF-SMF interconnection of 0.3 dB is acceptable for a wide range of applications, it is 0.17 dB higher than expected from simulations\textsuperscript{8}. Additionally, there are no data on how much of the light is coupled into the HCF’s higher-order modes (HOMs) in these low-loss interconnections, and (even more importantly) how and how much this can be suppressed. From the practical point of view, loss lower than 0.3 dB will be of interest in high-power applications and laser resonators. Lower unwanted coupling into HOMs is of interest in applications sensitive to modal noise, e.g., interferometry\textsuperscript{13}, precise time\textsuperscript{14}, frequency transfer\textsuperscript{15} and even telecommunications\textsuperscript{16,17}.

In this paper, we show a record low-loss SMF-NANF interconnection of 0.15 dB (which increases slightly to 0.16 dB when permanently glued), which is only 0.07 dB higher than the theoretically predicted minimum loss of 0.08 dB (calculated from the mode-field overlap between the field in NANF and a Gaussian field profile). This represents over 2 times improvement from the previous result in which the interconnection loss of 0.30 dB was 0.17 dB above the theoretical limit\textsuperscript{9}. This improvement is thanks to the use of a mode-field adapter that is better matched to the mode of the HCF used. Simultaneously, we report a low-back-reflection level of $-40$ dB over 60 nm bandwidth thanks to a high-performance AR coating. Furthermore, we calculated and measured the coupling into the HOMs and show that: (1) the coupling magnitude to the LP$_{11}$ mode was measured to be below $-35$ dB (calculated value: $-41$ dB) and that it is likely to be limited by the symmetry of the fabricated NANF, and (2) coupling magnitude to the LP$_{02}$ mode was measured to be below $-22$ dB (calculated value: $-24$ dB). In addition to the GRIN-based mode field adaptation, we also present a new configuration based on thermally-expanded core fibers (TECs), showing experimentally a NANF-SMF interconnection loss of 0.21 dB.

**Simulations of NANF mode field profile and higher-order modes**

NANF HCF used in our experiment is of the same geometry as reported in\textsuperscript{1}, operating in the 2nd antiresonant window at 1550 nm. It has six large tubes with smaller tubes placed inside them, see Fig. 1a. The measured core diameter is 32.5 $\mu$m.

![Diagram](https://www.nature.com/scientificreports/)  
**Figure 1.** (a) Measured mode field distribution at the output of NANF overlaid with the captured image of the NANF core area. (b) Simulated fundamental mode field distribution overlaid with the NANF microstructure, extracted from the used NANF end-face photograph. (c) Mode field profiles from (b) along the two principal axes shown in (b). (d) Averaged axis 1 and 2 mode field profiles from measurement and simulation. (e) Mode field profile from (c) and its Gaussian fit.

Firstly, we measured the field profile of light at the NANF output. The result together with an image of the used NANF end-face are shown in Fig. 1a. Subsequently, we simulated the fundamental mode-field profile of the NANF used in our experiments (obtained using the fiber end-face image shown in Fig. 1a and technique described in detail in\textsuperscript{30}) using COMSOL Multiphysics. Both simulated and measured mode field profiles show that NANF mode is not circularly symmetric—it actually has a six-fold symmetry, following the symmetry of...
the fiber microstructure. This is also visualized in Fig. 1c, where the mode field profile is plotted along the two principal axes (that are shown in Fig. 1b).

Let us consider light coupling between the NANF fundamental mode and a Gaussian-profile beam. A priori, we expect the mismatch between the circular symmetry of the Gaussian beam and the six-fold symmetry of the NANF fundamental mode to impose a fundamental limit on the achievable interconnection loss. However, the symmetry is not the only limiting factor, as we can see by analyzing the data shown in Fig. 1e, where one of the mode field profiles from Fig. 1c is fitted with a Gaussian profile. Clearly, the NANF mode field profile is not Gaussian, which is especially visible in the mode field tails, where the Gaussian profile vanishes more slowly than the profile of the NANF fundamental mode. Both of these phenomena (the non-circular symmetry and non-Gaussian mode field profile) contribute to: (1) the minimum-achievable coupling loss between a Gaussian-profile beam and the fundamental mode of NANF, and (2) coupling into HOMs. Theoretical analysis (calculating overlap integrals between the Gaussian mode and the NANF modes) shows that the minimum coupling loss from a Gaussian beam into NANF fundamental mode is 0.08 dB, with simultaneous coupling into LP_{02} mode (essentially a cross-talk) of −24 dB. Coupling into the LP_{11} mode is −41 dB. The LP_{11} coupling occurs due to the small deviations from the ideal symmetry (fabrication errors) of the manufactured NANF structure, this coupling would ideally be zero thanks to the different symmetries of the fundamental mode and the LP_{11} mode.

The attenuation of the fundamental, LP_{01} modes (limited by confinement loss) is calculated to be ∼0.6 dB/km, ∼35 dB/km and ∼2100 dB/km, respectively.

Mode field adaptation

There are two aspects to be addressed to obtain ultra-low-loss interconnection between NANF and standard SMF: (1) The differences in mode field profile between the NANF and SMF-28 and (2) the Fresnel losses and back-reflection caused by the difference in refractive indices at a glass-air interface (about 3.5% for a silica glass-air interface).

As for the mode field adaptation, we would ideally need to transform the mode field profile and size of the SMF to match those of the NANF. As discussed earlier, transforming the mode field profile is challenging due to the different symmetry (circular for SMF and six-fold for NANF) as well as the slightly different field profiles: both SMF and NANF modes are almost Gaussian, but as we have shown in Fig. 1e they do not fit the Gaussian profile perfectly. Thus, we attempt to match the mode field size only, accepting this will limit the minimum-achievable coupling loss. As shown in our theoretical analysis, this limitation is expected to be 0.08 dB (provided we generate a perfectly-Gaussian mode field profile of optimum size).

To enlarge the mode field diameter (MFD) of SMF (10.4 µm) to that of our NANF (∼24 µm), we use here two approaches: the first one uses commercially available graded-index multi-mode fiber (GRIN) as mode field adapters (MFA), the other one uses SMF-based TEC mode field adapters.

GRIN and TEC fiber based MFAs. An optical signal that propagates from SMF to GRIN enlarges and shrinks its MFD in a periodic/sinusoidal fashion along the length of the GRIN (one period is referred to as ‘one pitch’). It is therefore possible to achieve the desired MFD by controlling the length of the GRIN segment. The largest MFD is obtained when the GRIN length is at 1/4 of the pitch, which is also the length at which the output beam is collimated. In our experiment, we splice the GRIN fiber to SMF-28, put it into a single-channel glass fiber array (FA) and polish it to the desired length, which depends on the required MFD. We described this technique in detail in our previous publication.

We consider commercially available GRIN fibers of type OM1 (core diameter 62.5 µm, numerical aperture NA = 0.275) and OM2 (core diameter 50 µm, NA = 0.20). We used BeamProp software to model propagation through the GRIN fibers (OM1 and OM2) to get an estimate of the 1/4 pitch length as well as the output MFD. The modelling results for GRIN length in the vicinity of the 1/4 pitch (which is the region of our interest, as we show later) are shown in Fig. 2a. MFD is calculated at the 1/4 of the intensity profile. We see that OM1 type GRIN provides a MFD up to 19.1 µm (at 1/4 pitch length of 260 µm), while OM2 type GRIN offers a MFD up to 23.2 µm (at 1/4 pitch length of 300 µm). The main reason OM2 provides larger MFD as compared to OM1 is its lower NA. Fig. 2b shows coupling loss between the mode generated by the GRIN MFA (which we measured in the near-field to be Gaussian) and a Gaussian mode with 24.1 µm MFD (MFD value obtained by fitting the NANF mode with a Gaussian profile). We see that OM2 should provide close to 0 dB loss for coupling into a Gaussian mode of 24.1 µm MFD for a GRIN length of 250–350 µm. Fig. 2c shows the coupling loss between the mode generated by the GRIN MFA (considered to be Gaussian) and mode of our NANF (which includes the loss due to the mode field diameter mismatch (shown in Fig. 2b) together with loss due to NANF’s 6-fold symmetry and its slightly non-Gaussian field profile) with the earlier-discussed limit of 0.08 dB. However, MFD is not the only parameter of the beam leaving GRIN fiber. Unless it is at 1/4 pitch, the beam is converging (focusing) or diverging, introducing phase curvature across the mode profile. This effect is not considered in our simulations.

To overcome Fresnel losses, we use an AR coating applied on to the polished GRIN surface. To deposit this coating, particular care must be given to the coating deposition temperature, as the GRIN is glued inside the FA. Glue may not withstand high temperatures used for standard thin-film coating procedures and lower deposition temperature may compromise the coating quality. This is why in our previous report, we achieved a back-reflection level of −30 dB only. Although this level of back-reflection does not degrade the interconnection loss (−30 dB back-reflection corresponds to 0.1% of transmission loss, which is negligible as compared to the expected insertion loss of 0.08 dB (1.8%) transmission loss), better back-reflection suppression would be of interest in many applications. Here, we improved the control of the AR deposition process, achieving more than 10 dB better back-reflection suppression. The AR coating is a 4-layer TiO_{2}/SiO_{2} design, which allows suppression of back-reflection by up to 48 dB, with >40 dB suppression over a 60 nm bandwidth (1550–1610 nm) (Fig. 3).
TECs are commercially-available and typically provide 2-3 times magnification of the mode field size of standard SMF. We purchased TECs with mode field diameters of 20, 24, and 26 µm and a deposited AR coating of 40-dB back-reflection-level at 1550 nm as shown in Fig. 3.

SMF-NANF interconnection characterization

Measurement setup. As NANF can support the guidance of HOMs, we need to be cautious when measuring a single SMF-NANF interconnection to accurately characterize the coupling between the SMF and the NANF fundamental mode. This is because measuring power directly at the NANF output includes contributions from all the propagating modes and HOMs can carry an appreciable fraction of the total optical power.

One way to measure coupling between the SMF and NANF fundamental mode is to use a long length of NANF in which all HOMs are attenuated (thanks to the relatively high differential loss between the NANF fundamental mode and HOMs), obtaining only the fundamental mode power at the NANF output.

We chose another approach, using a short NANF (10 m) and performing interconnection with the SMF at both ends using a pair of identical MFAs (Fig. 4). This method allows for accurate coupling loss measurement between the fundamental modes of the two fibers and also allows for estimation of the coupling efficiency into HOMs, which is not possible using a single interconnection and a long length NANF (HOMs will already be attenuated and no interference pattern will be visible). This approach provides additional means of characterizing the interconnection performance.

We took a set of GRIN and TEC MFA pairs with various mode field sizes. For each MFA pair, we aligned them with a 10 m long NANF sample and measured the total insertion loss as shown in Fig. 4. We used an Erbium-doped fiber amplifier (EDFA) operated in automatic power control mode as a broadband light source (Keyopsys KPS-BT2-C-10-LN-SA). We chose this source as it is broadband and unpolarized, avoiding effects of polarization dependent loss or interference during the alignment. The EDFA signal was filtered with a 10 nm wide optical band-pass filter (OBPF) (1545–1555 nm). The output of OBPF was then passed through a circulator (CIRC) to the input of the first MFA. The MFA output was precisely aligned with NANF using a 5-axis micropositioning stage (Thorlabs NanoMax MAX313D/M with pitch and yaw tilt platform APY002/M). Port 3 of CIRC enabled measurement of the back-reflection. The NANF output was aligned in a similar fashion to the second MFA.

There are two important aspects of our measurement we would like to emphasise: firstly, the use of the 5-axis stages that enables pitch and yaw alignment. Besides angular misalignment compensation, it also allows for compensation of small imperfections in the NANF cleave angle, which was always below 1° in our experiments. Secondly, the accurate calibration of transmitted power for accurate insertion loss measurement. For this, we firstly measured the transmitted power using an SMF patchcord and considered it as our reference (zero loss).
value. Subsequently, we cut this patchcord in the middle and spliced the two MFAs in. Finally, we inserted the N AF sample in between the two MFAs and measure the total insertion loss of the SMF-NANF interconnections. Loss of a single SMF-NANF interconnection is then given as half of this value. This, however, means our loss measurement includes two SMF-SMF splices, which we do not account for in our analysis and which may cause up to 0.01 dB loss each. Although this makes for a slightly overestimated loss value, this is, however, at the level of accuracy of our power measurement (0.01 dB) and is thus considered negligible.

The output signal was captured using either a power meter (PM, Thorlabs S154C, to characterize insertion loss) or an optical spectrum analyzer (OSA, Yokogawa AQ6370C, to characterize back-reflection and HOM interference). This approach allows us to repeatedly achieve the insertion loss of 0.15 dB within ± 0.01 dB accuracy.

As analyzed in simulations, we expect some level of coupling into HOMs even when perfectly aligning the MFA with the N AF. As we mentioned, analysis of the optical spectrum of a broadband signal that propagates through N AF interconnected on both ends with SMF enables observation of coupling into HOMs. This manifests itself as an interference pattern. The light that is coupled into a HOM at the first MFA-NANF interface propagates in that mode and a fraction of it is coupled back into the fundamental mode of SMF after the second N ANF-MFA interface. As the fundamental mode and the HOM have different effective refractive indices, the power recorded at the OSA shows a signature interference pattern. The amplitude of the interference pattern is proportional to the magnitude of the HOM excitation, while the interference period is proportional to the difference in propagation constants between the HOM and the fundamental mode of the N AF. Thus, we can distinguish between coupling to various HOMs too. This approach is significantly faster and easier to use than the traditional time of flight method, which is especially of interest during the alignment of the interconnection, in which we try to simultaneously maximize the output power (hence coupling into the fundamental mode) and minimize the HOM interference pattern amplitude observed at the OSA (to minimize coupling into HOMs). It is important to note that in practice this technique is only possible with short pieces of fiber due to the limitation of the OSA resolution. E.g. our OSA (Yokogawa AQ6370C) with a minimum resolution of 0.02 nm allows the use of 44 m long fiber.

Interconnection loss with GRIN MFAs. In this work we consider commercially available GRIN fibers to find the best MFD match. For our N AF we found the OM2 GRIN fiber to provide the closest match with the OM1 coming the second. However, depending on the particular N AF and its corresponding MFD, different type of GRIN fiber can provide an optimal mode-field adaptation. The insertion loss of SMF-NANF interconnections was measured for each GRIN MFA pair, see Fig. 5.

For OM1-based AR-coated MFA, a minimum loss of 0.32 dB was achieved with the GRIN fiber 1/4 pitch long (250 µm, Fig. 5), corresponding to the largest MFD that can be provided by the OM1 based MFA, Fig. 2. This MFD (19.1 µm) is smaller than what is necessary for our N AF (Fig. 1d, MFD about 24 µm). The expected loss is 0.35 dB (Fig. 2c), which is close to the measured loss of 0.32 dB. We speculate this small discrepancy is caused by the small gap between the GRIN MFA and N AF fiber that was made during the alignment targeted to find the best value, which may have slightly enlarged the beam MFD (an effect we have not accounted for in our theoretical analysis).

The OM2-based MFA is expected to give significantly better match of the mode field size (up to 23.2 µm in 1/4 pitch GRIN length, which is achieved for 300 µm, Fig. 2a) to that of our N AF. As coupling between Gaussian fields of 23.2 µm and 24 µm MFDs leads to a negligible loss (< 0.01 dB, Fig. 2b), we expect the N ANF-MFA interconnection loss to be dominated by the 0.08 dB additional loss due to the symmetry and shape mismatch. Our experiments show a loss only slightly higher than expected: 0.15 dB. This was achieved for a slightly shorter GRIN length (265 µm), which however is, similarly to the optimum 1/4 pitch length, expected to bring negligible (< 0.01 dB) mode field size mismatch loss, Fig. 2b. The 0.15 dB loss includes the loss of the SMF-GRIN splice. We measured this splice loss and found it to be below our power measurement resolution (< 0.01 dB). To evaluate the effect of the AR coating on the insertion loss, we also measured IL with the GRIN-MFAs before applying the coating, Fig. 5, showing 0.15 dB increase in the IL (corresponding to 3.5%), which is exactly in line with the value expected in the theoretical model.

Unlike our previous study with photonic bandgap HCFs in which we concluded that the GRIN length in MFA is very critical (± 5 µm length change produced almost 0.1 dB interconnection loss increase), here we see that significantly larger GRIN length variation in here-used HCF and GRIN MFA should produce negligible interconnection increase (Fig. 2c). Specifically, a change of up to ± 30 µm in GRIN length is predicted to produce insertion loss degradation below 0.01 dB. Experimentally, we confirm this, albeit only over a limited GRIN length variation of 15 µm. This improvement is thanks to the MFA used in combination with the HCF which was designed to ensure that the MFD of the mode generated with the quarter-pitch length GRIN is well matched to

![Figure 4. Setup used for insertion loss and back-reflection measurement of SMF-NANF-SMF interconnect for GRIN/TEC MFA pairs.](https://example.com/figure4.png)
the MFD of the NAF. The larger margin on the GRIN length we show here can be achieved with cleaving, reducing the complexity of preparing an optimum-length GRIN MFA.

Interconnection loss with TEC MFAs. The insertion loss for each TEC MFA pair was measured, Fig. 6. As expected, the TEC producing a MFD of 24 µm gives the lowest insertion loss. We measured 0.21 dB, which is 0.13 dB above the mode symmetry and shape mismatch limit of 0.08 dB. For 21 and 26.5 µm MFD TECs, we measured an insertion loss of 0.24 and 0.29 dB, respectively. Based on the mode size mismatch, we would expect degradation of 0.08 dB for 21 µm and 0.04 dB for 26.5 µm as compared to the optimum 24 µm. These very small values do not correlate well with the experiment (although they are of the same magnitude as measured). This can be caused either by mode shape mismatch (the TEC-MFA mode can deviate more from the Gaussian shape for larger MFDs) or by inner TEC insertion loss (larger TEC-MFA having higher insertion loss). Both of these are plausible, as larger MFD TEC expansion requires longer heat processing and thus provides less control over the shape of the output TEC refractive index and mode field profile.

Measurement of higher-order mode content. HOM interference patterns (optical spectrum measured at the SMF-MFA-NANF-MFA-SMF output) measured when using the best-performing pairs of GRIN and TEC MFAs are shown in Fig. 7.

We see very weak (below 0.05 dB peak-to-peak) spectral oscillations of the transmitted power. The period of the oscillation is directly proportional to the propagation delay in NAF between the fundamental mode and a HOM that is being excited. Thus, a Fourier transform of the spectrum enables us to analyze the HOMs that are being excited, as we know the guided modes propagation constants from simulations. Figure 8 shows the Fourier transform of data from Fig. 7, in which we have identified two HOMs that were predominantly excited: LP_{11} (expected from simulations to be at 3.1 ps/m) and LP_{02} (expected from simulations to be at 8.7 ps/m) modes. To estimate how much power is carried by these two modes, we have to find the relationship between the coupling efficiency for these HOMs and the measured quantities.

Considering only the fundamental mode and a single HOM, the detected power is:

\[ |E + \alpha E \cos (\Delta \tau L)|^2 = |E|^2 + 2\alpha |E|^2 \cos (\Delta \tau), \]
where $\alpha$ is the fraction of energy that couples into the HOM, propagates in the HOM, and then couples back into the fundamental mode. $\Delta \tau$ is the normalized differential delay between the two modes inside the NMF. $L$ is the fiber length and $E$ is the intensity of the electric field. We have neglected the term proportional to $\alpha^2$. Then, the Fourier transform of the measured data is:

$$\mathcal{F} \left( |E + \alpha E|^2 \right) = |E|^2 \delta(t) + \alpha |E|^2 \delta(t - \Delta \tau) + \delta(t + \Delta \tau).$$

(2)

In Fig. 8, we see the tone at $t - \Delta \tau$ (due to the beating between the NMF fundamental mode and the HOM) which has a normalized amplitude of $\alpha$. When taking into account the calculated attenuation of the LP$_{11}$ and LP$_{02}$ modes mentioned earlier (we need to separate the $\alpha$ contributions due to attenuation and due to coupling at the MFA-NMF interfaces) and assuming the HOM coupling is identical at both MFA-NMF interfaces, we calculated that the coupling magnitude at a single GRIN-MFA interface into the LP$_{11}$ and LP$_{02}$ modes is $-35.3$ dB and $-21.3$ dB, respectively. The LP$_{11}$ mode has negligible loss for the 10-m long NMF sample used (35 dB/km), and thus the measured tone amplitude in Fig. 8 corresponds directly to the coupling into the LP$_{02}$ mode. For TECs, the LP$_{11}$ coupling is very similar, $-35.0$ dB, but coupling into LP$_{02}$ is slightly higher at $-20.1$ dB.

The measured results for coupling into the LP$_{11}$ ($-35$ dB) and those simulated considering slight deviation from the perfect symmetry of the used NMF sample ($-41$ dB) are very close, especially considering measurement and simulation errors (due to limited resolution of the trace in Fig. 8 and limited accuracy of extracting data from the measured cross-sectional fiber image used in the simulations). In light of this, we conclude that coupling into the LP$_{11}$ mode at a single MFA-NMF interconnection is most likely limited by the symmetry in the fabricated NMF rather than by other effects such as poor cleave quality. This conclusion is further supported by the fact that we measured an almost identical level of LP$_{11}$ coupling using both, GRIN and TEC MFAs, suggesting this coupling is more related to the NMF properties rather than anything else. As for the LP$_{02}$ results, we measured slightly higher values than predicted ($-24$ dB), suggesting the mode field profile generated in MFAs deviates slightly from a Gaussian (as the simulations were based on an MFA with Gaussian mode field profile). This slight deviation may also explain why we have not achieved an insertion loss closer to the expected value of 0.08 dB (which is also calculated considering a Gaussian-profile input beam). Furthermore, in the GRIN-MFA, the measured value of $-22.3$ dB is closer to the prediction ($-24$ dB) than the value measured for a TEC-MFA ($-20.1$ dB), suggesting the mode field profile at the TEC output deviates more from the Gaussian than at the GRIN-MFA output. This may explain why we measured the insertion loss with the GRIN-MFA to be slightly smaller (0.15 dB) than for TEC-MFA (0.21 dB).

It is worth mentioning that a low-level of cross-coupling into LP$_{11}$ mode (e.g., $-35$ dB in our experiment) is more critical than coupling into other HOMs due to the relatively low LP$_{11}$ mode attenuation. The relatively high level of cross-talk into the LP$_{02}$ mode is then less critical for most applications due to the very high attenuation of the LP$_{02}$ mode in typical NMFs. Apart from the LP$_{11}$ mode, all HOMs suffer attenuation similar to or higher than LP$_{02}$ mode.
We conclude that the predominant loss mechanism of our interconnection is through coupling into the LP$_{02}$ mode. We expect this could be minimized by designing the GRIN fiber (to have a refractive index profile that slightly deviates from parabolic) or by optimizing the fiber (refractive index profile) used in the TEC process. As far as reduction of the LP$_{11}$ mode coupling concerns, this would require more symmetric structure of the fabricated NANF. Since better symmetry will also bring lower attenuation, LP$_{11}$ mode coupling will be further reduced for lower-attenuation NANFs that have been already reported recently.

**Permanent interconnection.** Based on the results shown in Fig. 5 we have proceeded to creating a permanent interconnection using a technique described in detail in §. We used a slightly modified setup from Fig. 4, where we added fiber-array holders (Thorlabs HFA001) onto the 5-axis stages.

The GRIN MFA, as discussed above, is glued in a fiber array and then polished to the desired length and AR coated. NANF fiber array, however, is prepared slightly differently, because the end-face of the NANF cannot be polished, as debris would get into the holes. This modified procedure has three steps. Firstly, after stripping the protective coating from the small portion of NANF, we cleaved it, and inserted it into an empty pre-polished fiber array. Then, the NANF cleaved end-face was aligned with the pre-polished fiber-array end-face, so that both NANF and fiber-array end at the same point. Finally, we applied a UV-curable glue to the back-side of the NANF fiber array to secure NANF inside it.

Afterwards, we put both fiber arrays (with GRIN MFA and NANF) into the fiber-array holders, which we fixed on our 5D stages (Thorlabs NanoMax MAX313D/M with pitch and yaw tilt platform APY002/M), enabling precise alignment in the same way that was used previously for characterization. After aligning the two fiber arrays, we applied a viscous UV-curable glue in between the two fiber arrays (ensuring the glue does not creep into the NANF microstructure) and cured the glue to form a permanent interconnection. During the curing process, we continuously monitored IL of the interconnection and observed an IL degradation of 0.01 dB, which is within our measurement accuracy. Thus, we conclude that the gluing did not degrade the interconnection performance.

It is worth mentioning that although we made the interconnections manually (as a proof of concept), the entire process can be in principle fully automated, as it is for conventional gluing-based fiber array assembly in the photonic industry.

**Conclusion**

We have demonstrated record low-loss interconnect between NANF and SMF with insertion loss of only 0.15 dB. This is 0.07 dB above the theoretically-expected minimum loss due to the mode shape and symmetry mismatch between the NANF mode and an ideal Gaussian mode. The interconnect was based on a modified fiber-array technology, which is industry-proven, used, e.g., in telecom when attaching SMFs to high-port-number planar lightwave splitters (e.g., 1 × 64). As gluing is a cold process (no fusion splicing involved), it allows for deposition of optical coatings in between NANF and the SMF-GRIN mode field adapter. Anti-reflective coatings strongly-reduce the SMF-NANF 3.5% back-reflection due to the hollow core (air) to glass core interface. We experimentally demonstrated better than ~40 dB back-reflection over 60 nm bandwidth while reducing the interconnection insertion loss by 0.15 dB (corresponding to the theoretically-expected reduction by 3.5%).

We used two approaches for adaptation of the mode field size between the SMF and NANF. The first mode field adapter used a short segment of telecom-standard (OM2) graded-index multimode fiber. The interconnection insertion loss was 0.15 dB, where we showed that a length variation as large as 15 µm (such accuracy can be straightforwardly achieved with a modified standard fiber cleaver) does not degrade the excellent interconnection insertion loss performance.

The second mode field adaptation approach used a thermally-expanded core of SMF. TECs are available commercially at low cost and can be manufactured with advanced commercially-available fusion splitters. We achieved NANF-SMF interconnection loss of 0.21 dB with TEC mode field adapters. We studied the unwanted coupling into higher-order modes of NANF. We measured HOMs using a simple method based on an analysis of optical spectra. For the lowest-attenuation HOM (LP$_{11}$, about 35 dB/km in our NANF), we found unwanted coupling below ~35 dB being most likely limited by the slight asymmetry of the fabricated NANF (rather than alignment or NANF end-face cleaving imperfection). The second most prominent HOM into which a small portion of light was coupled is the LP$_{12}$ mode (attenuation of 2100 dB/km in our NANF). Coupling into this mode, which has the same symmetry as the LP$_{01}$ mode, is mainly due to the mismatch of the shape of the mode field adapter output and the NANF LP$_{01}$ fundamental mode profile. We show that GRIN-based mode field adapter produces slightly smaller coupling into the LP$_{02}$ mode (~21.3 dB) than the TEC mode field adapter (~20.1 dB), suggesting the first one has a mode field shape better adapted to the LP$_{01}$ mode than the latter. This agrees with our insertion loss measurements, which show slightly worse result for TEC mode field adapters (0.21 dB versus 0.15 dB).

We then show that permanent glued interconnection of NANF with a GRIN-based mode field adapter brings negligible (0.01 dB in our measurement, which is at our resolution limit) degradation to the final interconnection.

This work represents a new benchmark in hollow core fiber interconnection, showing simultaneously low loss, low coupling into higher-order modes, and low level of back-reflection. It also outlines further necessary steps to improve this even further (e.g., by improving the symmetry of the hollow core fiber or engineering the mode field profile generated by mode field adapters to better match the shape of the hollow core fiber fundamental mode).
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Long-Length and Thermally Stable High-Finesse Fabry-Perot Interferometers Made of Hollow Core Optical Fiber

Meng Ding, Matěj Komaneč, Dmytro Suslov, Daniel Dousek, Stanislav Zvánovec, Eric R. Numkam Fokoua, Thomas D. Bradley, Francesco Poletti, David J. Richardson, and Radan Slavík.

Abstract—We made and characterized two Fabry-Perot interferometer samples made of the latest-generation hollow core fiber with sub-1-dB/km loss. Thanks to this low transmission loss, we achieved a finesse of over 140 and 120, for interferometer lengths of 5 and 23 m, respectively. This resulted in transmission peaks as narrow as 47 kHz. Our all-fiber Fabry-Perot interferometers have standard single-mode fiber pigtails (for easy integration in conventional fiber optic systems) and employ fiber mode field adapters to enable low-loss coupling between the pigtails and the low-loss hollow core fiber. The high-reflectivity mirrors (>98%) were deposited directly on the fiber mode field adapters, which were glued to the hollow core fiber, resulting in permanently-aligned Fabry-Perot interferometers. We also measured how the position of the transmission peaks change with temperature (an important performance metric for most applications, e.g., when used as a narrow-band band-pass filter) and found that it changed 14.5 times less in our Fabry-Perot interferometer relative to a similar device made of standard single mode fiber.

Index Terms—Fabry-Perot, optical fiber applications, optical fiber devices.

I. INTRODUCTION

Fabry-Perot interferometers (FPs) have many unique properties including high wavelength selectivity, high extinction ratios, the capability to enhance light intensity, etc. Their applications include, amongst others: lasers [1]–[3], metrology [4], [5] and sensing [6]–[8]. The full width at half maximum, FWHM of the transmission peaks is the key parameter of a FP, as a narrower peak provide better capability to discriminate frequency [6], of relevance, e.g., in reference cavities [2] or a ultra-high resolution sensors [5]. Another important parameter is the free spectral range (FSR), which is the spacing between neighboring transmission peaks and which is inversely proportional to the FPs optical length \( nL \), where \( n \) is the refractive index and \( L \) is the length. The finesse \( F \) is then defined as the ratio FSR/FWHM. A small FWHM can be achieved with a high finesse or small FSR (or both). In free-space FPs (made, e.g., by drilling a hole in a low-expansion glass rod and then attaching high reflectivity mirrors at both ends [4]), \( L \) is usually limited by practical constraints to less than 50 cm, limiting the achievable FSR. Thus, if a small FWHM is desired, ultra-high finesse (sometimes \( >10^5 \)) is needed, making such FPs highly sensitive to alignment. Thus, an alternative implementation using single-mode fiber FPs (SMF-FPs) has been widely investigated. SMF-FPs can have long lengths (e.g., 100’s of meters) and can be very compact and lightweight. Although the finesse of SMF-FPs [7], [8] do not reach that achievable in free-space FPs (due to the fiber transmission loss), their small FSR enables narrow transmission peaks similar to those of short, high-finesse free-space FPs. Unfortunately, SMF-FPs have several drawbacks that make free-space FPs the preferred approach for many applications, despite free-space FPs larger size and the alignment challenges. The two primary drawbacks are the large sensitivity to temperature variations [8] and unwanted nonlinear effects like stimulated Brillouin scattering (SBS) [9], especially in high-finesse FPs where the intra-cavity power is strongly enhanced by the resonant effect. Both of these parasitic effects are mainly due to the interaction of light with the silica glass material in SMFs. For example, the thermal sensitivity of the FSR (determined by the temperature dependence of the optical length \( nL \) of the SMF) is dominated (95%) by thermally-induced changes in the \( n \) of silica glass (thermo-optic effect) with the thermally-induced fiber length (thermal expansion effect) change providing the other 5% [10].

Hollow core fibers (HCFs) in which the glass-light interaction is very weak should address shortcomings discussed above. Firstly, the thermo-optic effect is practically eliminated, making HCF 20 times less thermally sensitive than SMF of equal \( L \) [10]. When considering equal optical length \( nL \), this advantage
is reduced (as \(n \sim 1\) in HCF compared to \(n \sim 1.45\) in SMF) to about 14 times [11], [12]. Nonlinearities are also substantially weaker in HCF as compared to SMF; enabling several orders of magnitude higher powers to be launched into HCF-FPs as compared to SMF-FPs [1].

Several recent works have reported high-finesse HCF-FPs. The cavity mirrors were formed using photonic crystal slabs [13] or high-reflectivity dielectric coatings [14]. However, all these reports dealt with cm-long fiber lengths limiting their use for applications requiring narrow FWHM transmission peaks. Generally, they used 7-cell photonic bandgap HCF designs, which offer good coupling into SMF, but whose high loss (>10 dB/km [15]) does not allow the construction of high-finesse long-length HCF-FPs (e.g., for 20-m long FP made with 10-dB/km fiber, the fiber-loss-limited maximum achievable finesse is 68). Furthermore, the reported HCF-FPs were not designed for long-term operation since their ends were not sealed, enabling air-borne pollution like water vapor and dust to enter the hollow core, possibly causing long-term HCF- FP performance degradation.

Concerning ongoing efforts to reduce HCF loss, antiresonant type HCFs have recently witnessed tremendous progress [16]–[18]. The most recent results obtained with the Nested Antiresonant Node-less Fiber (NANF) geometry have broken the 1-dB/km barrier (0.65 dB/km across a bandwidth of 120 nm [18]). This has opened up a host of new application opportunities, including the possibility of making long length high-finesse HCF-FPs.

In this paper, we demonstrate and characterize two HCF-FPs with lengths of 5 and 23 m, with finesse > 120 over a wavelength range from 1530–1565 nm, made using NANF with sub-1 dB/km loss and pigtailed with SMF. These HCF-FPs are two orders of magnitude longer than previously-demonstrated. We compare their thermal stability with that of an SMF-FP, demonstrating more than an order of magnitude better performance. Besides improving the stability of fiber-based FPs, this also represents the first demonstration of such low thermal sensitivity in antiresonant HCFs; to date this has only been previously demonstrated for photonic bandgap type HCFs.

II. FABRICATION OF HCF-FPS

The schematic of the pigtailed HCF-FP is shown in Fig. 1. The HCF used is a NANF similar to the one reported in [18] with a loss of 0.9 dB/km, operating in the 1550-nm wavelength region. The HCF-FP is pigtailed with SMF. Because of the mode mismatch between the fundamental mode of the HCF used (21 \(\mu m\)) and standard SMF (10 \(\mu m\)), a suitable piece of GRIN fiber was inserted in between the two to enable mode field adaptation [19]. The GRIN fiber was first fusion spliced to the SMF. Before connecting it to the HCF, a FP mirror was deposited on its end face. We used a 13-layer Ta2O5/SiO2 dielectric coating-based mirror with a reflectivity of >98% (from 1500–1570 nm). We did not use fusion splicing to interconnect the mirrors to the HCF, as this would destroy the mirror and could cause deformation of the HCF microstructure. We also did not use mechanical splice as shown in [14], since this approach does not allow for active alignment of the angle between the NANF and the mirror, imposing inherent limitation to reproducibility as well as the maximum achievable finesse. Instead, we used a modified fiber-array technique (used industrially for fiber pigtailing of planar lightwave circuits, PLCs) which we have refined for low-loss interconnection (<0.3 dB/interconnection) between HCFs and SMF [19]. Here, the SMF spliced to the GRIN is first glued into a V-groove array, polished to the desired GRIN fiber length, and afterwards, a coating is deposited on the end facet (the mirror in the work presented here). Then the carefully cleaved NANF is inserted into another fiber array V-groove and glued in to that. The two fiber arrays are actively aligned (in \(x, y, z, \) pitch, and yaw) before gluing the fiber arrays together (to obtain a permanent and sealed interconnection, which does not allow any air-born pollutants to enter the hollow core cavity, and thus ensures no degradation in the long-term performance). A photograph of a typical glued interconnection is shown in Fig. 1b.

Since we target long length high-finesse FPs which have very narrow transmission peaks, optical scanning method used, e.g., in [13] is not ideal for active cavity alignment prior to gluing. This is because too many parameters are changing during the alignment (FP peaks spectral position, insertion loss, polarization, etc.), making alignment tedious and slowly converging. We found that in practice, the following two methods (for coarse and fine alignments) allowed us to align the HCF-FP cavity relatively quickly. For the coarse alignment, we optimized transmitted optical power of the HCF-FP using a 10-nm wide broadband incoherent light source and a photodetector. Once maximum power has been reached, we analyzed the photodetected signal with a radio-frequency (RF) spectrum analyzer observing RF beats (discussed in detail later) [20].
coarse method, the transmitted power is insensitive to HCF-FP peaks spectral position and polarization state inside the FP. By maximizing the transmitted power, coupling loss between the HCF and the mirrors (i.e., how much light at the HCF output is coupled back into it) is minimized, which in practice allows for almost-optimum HCF-FP cavity alignment. The RF beat analysis technique allowed us to measure FP finesse directly (as we show below) enabling us to fine tune the FP. The signal shown on the RF spectrum analyzer is proportional to the convolution of the FP’s optical coefficient with its conjugate:

\[ P(f) \propto \frac{1}{1 + \left( \frac{2F_F}{\pi F} \right)^2 \sin^2 \left( \frac{\pi f}{F_{FSR}} \right)}. \]

(1)

Here, \( f \) is the signal frequency shown on the RF spectrum analyzer and \( F_F \) is:

\[ F_F = \frac{\pi R}{1 - R^2} \approx \frac{\pi \sqrt{R}}{2(1 - R)} = \frac{F}{2}. \]

(2)

where \( R = \sqrt{R_1 R_2} \alpha \) is the effective reflectivity of the interferometer with \( R_1, 2 \) being the reflectivities of the mirrors, and \( \alpha \) the single-trip loss including the coupling loss between the HCF and the mirrors (i.e., how much light at the HCF output is coupled back into it) and fiber transmission loss. Although Eq. (1) is identical in form to the expression for the FP’s optical transmission transfer function [13] it is not the same since \( F_F \) is different to the finesse \( F \). For a high-finesse FP in which \( R \approx 1 \), we have derived that \( F \sim 2F_F \) based on the first order Taylor series approximation. Thus, the FP’s RF spectrum has twice as large peaks compared to the optical spectrum. In our experiment, data from the RF spectrum analyzer were acquired with a computer, where they were fitted with Eq. (1) in LABVIEW, enabling the FSR and finesse to be output in real-time, allowing for active FP alignment.

We made two HCF-FP samples using 5 and 23 m long HCFs. When aligned (prior to gluing), their Fineses were 195 and 160, respectively. After gluing using a UV-curable glue, we witnessed a slight finesse reduction to 153 and 133, respectively. Although we believe this may be improved by further refining the gluing process, the high-finesse (>120) FPs obtained are robust and have not degraded with time (we have not seen any degradation in four months since gluing them).

The 23-m HCF-FP had a smaller finesse both before and after the gluing as compared to the 5-m device. By considering the HCF loss of 0.9 dB/km and mirror reflectivity of 98.6%, analysis using Eqs. (1, 2) suggests that it is due to the HCF’s transmission loss.

III. CHARACTERIZATION

Following the fabrication, we characterized the FPs using two techniques - besides the convenient, fast, and high-dynamic range RF technique we have described; we also measured it directly in the optical domain. We measured all of the important parameters (insertion loss, birefringence, and dependence on the wavelength). Finally, we measured the FPs’ thermal sensitivity.

A. Characterization in the RF Domain

The FP’s transmission spectra including information about FSR and finesse were measured in RF domain using the method described previously. Normalized RF power spectra showing 5 peaks around 500 MHz and normalized RF power spectra showing one peak with fitted curves for the fabricated HCF-FPs are shown in Fig. 3. The broadband source used for this measurement had a 1 nm optical bandwidth (this narrow bandwidth allowed us to perform spectrally-dependent characterization shown later) with a central wavelength of 1550 nm (given by the optical bandpass filter used in the source set-up, Fig. 2). The small spikes at bottom of the RF power spectra are artefacts originating from noise in the EDFA electronics. We saw them in all our experiments. When fitting the experimental data with Eq. (1), we used only data above −10 dB to avoid any contribution from the measurement noise. Despite this, we achieved a very good fit across the entire fitting range. The FSR and \( F \) were 28.1 MHz and 153 for the 5 m HCF-FP and 6.5 MHz and 133 for the 23 m HCF-FP.

Subsequently, we measured the RF spectrum of the HCF-FPs over the entire C band (by tuning the wavelength of the 1-nm bandwidth tunable bandpass filter, Fig. 2). The results of both FPs are displayed in Fig. 4(a) (finesse) and Fig. 4(b) (FSR). The finesse values range from 140 to 160 for the 5-m HCF-FP and from 120 to 138 for the 23-m HCF-FP. Considering this measurement data and their variation across the C-band, the effective reflectivity (reflectivity that includes the coupling loss of light from the HCF to the mirror and back and HCF transmission loss) was calculated to be between 97.8% and 98.1% (5-m HCF-FP) and 97.4% to 97.75% (23 m HCF-FP). The FSRs, Fig. 4(b) slightly decrease with wavelength (by 150 Hz for 5-m HCF-FP and 600 Hz for 23-m HCF-FP over the entire C-band). This is due to the HCF chromatic dispersion, which we confirmed by fitting the data in Fig. 4(b) and calculating HCF chromatic dispersion from them, obtaining value of 2 ps/nm/km. This is consistent with value expected for our NANNF-type HCF [18]. It is worth mentioning that this value of chromatic dispersion is 8
times lower than SMF and thus our HCF-FP is expected to have 8 times smaller variation of its FSR as compared to SMF-FP.

B. Characterization in the Optical Domain

Further FP parameters such as insertion loss (FP transmission loss at resonance) and polarization dependence are less straightforward to measure using the RF analysis technique. Thus, we implemented a characterization technique operating directly in the optical domain, Fig. 5.

We scanned the input light frequency of a narrow-linewidth (<10 kHz) fiber laser (NP Photonics, 1556 nm) by applying a sawtooth waveform on its RF port. The output was photodetected and visualized on an oscilloscope. The laser RF port response was calibrated to obtain the spectral characteristics of the FP transfer.

Due to the birefringence of the HCF (caused by the fabricated HCF inner structure not being perfectly symmetric and by HCF bending/coiling [21]), transmission peaks occur at two different positions within one FSR period when varying the polarization state of the launched light (via a polarization controller, Fig. 5). It is worth mentioning that this phenomenon is also observed with SMF-FPs [22] in which a very small residual fiber birefringence causes this splitting. The transmitted spectra for the two polarization eigenstates of two HCF-FPs are displayed in Fig. 6. The polarization peak spectral splitting was 15.1 and 2.42 MHz for the 5 and 23 m HCF-FPs, respectively. If the two peaks for the 5 m HCF-FP were within the same FP resonance order (which we have not confirmed yet), HCF phase birefringence would have been $8 \times 10^{-8}$ with corresponding beat length of 20 m.

We measured the FP’s insertion loss to be 6.9 dB for the 5 m HCF-FP, Fig. 6, with the fitted finesse of 166 and 154 for the two polarization eigenstates, respectively. For the 23 m HCF-FP, the FP insertion loss was 9.3 dB and the fitted finesse was 139 and 130 (corresponding to 3-dB transmission peak width of 47 and 50 kHz), respectively. The obtained finesses are consistent with the RF method. Based on our theoretical analysis using Eqs. (1, 2), the FP insertion loss is mainly caused by the mirror loss ($\sim 0.5\%$ for the mirrors used). Replacing the current mirrors with improved mirrors with a loss of 0.1% would reduce the FPs insertion loss by $\sim 3$ dB. Furthermore, by improving the gluing technique (i.e., no degradation of finesse during the gluing process), we could further improve the FP insertion loss by $\sim 2$ dB for the two HCF-FPs.

C. Characterization of the Thermal Response

Thermal response here refers to how the transmission peaks frequency shifts with temperature. We characterized the thermal response of our 5 m HCF-FP using the setup shown in Fig. 7. For comparison purposes we placed the 5 m HCF-FP together with a 3.6 m SMF-FP (which has the same optical length $nL$ as the 5 m HCF-FP) into the same thermal chamber. The light source (NP Photonics used earlier, but here operated at fixed wavelength) was split and launched simultaneously into both FPs. PCs were used at both interferometer inputs to align the input polarization to one of the two FPs’ eigenstates. The output power of both FPs was monitored using two photodiodes.
From the results shown in Fig. 8 we see that the transmission peak of the HCF-FP moved at a rate of 110 MHz/°C while in the SMF-FP it moved by 1.6 GHz/°C. Thus, the temperature sensitivity of HCF-FP is 14.5 times lower than that of SMF-FP, which matches well with the theoretical prediction. This is also the first demonstration of such a low sensitivity using an antiresonant HCF.

IV. CONCLUSION

In conclusion, we fabricated 5-m and 23-m long HCF-FPs. Our fully assembled permanent-connection-based FPs have finesse >120 over the entire C band, which represents the first demonstration of long length (>1 m) HCF-FPs with such a high finesse. This was enabled by the combination of the latest-generation of low-loss (sub-1dB/km) HCFs and the recently developed technique for permanent, low loss, fusion-splice-less sealed HCF interconnection with standard optical fibers. We achieved a FP transmission peak width as narrow as 47 kHz (an equivalent time delay of 3.2 km). This is only a factor of three wider than for state-of-the-art bulk FP cavities that are typically 10 cm long and have a finesse in excess of 10^5. We also showed HCF-FPs to have 14.5 times lower thermal sensitivity than SMF-FPs, which is due to the HCF’s low thermal phase sensitivity. Our work represents the first demonstration of this property for antiresonant type HCF. The performance we demonstrate here, together with the expected high nonlinear threshold [9], will be of interest in many applications in which SMF-FPs cannot be used and free-space FPs are impractical.
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Abstract: The telecommunication world is experiencing the 5th generation (5G) networks deployment including the use of millimeter wave (mmW) frequency bands to satisfy capacity demands. This leads to the extensive use of optical communications, especially the optical fiber connectivity at the last mile access and the edge networks. In this paper we outline fiber and free space optics (FSO) technologies for use as part of the 5G optical fronthaul network. We investigate two different mmW transmission schemes based on (i) the conventional analog radio over fiber transmission using one Mach-Zehnder modulator (MZM) with double sideband (DSB) optical modulation, and (ii) an optical-based frequency doubling with one MZM biased at the null point to introduce carrier suppression DSB (CS DSB) transmission and second MZM used for data modulation. Both systems are assessed in terms of the error vector magnitude, signal-to-noise ratio, dynamic range and phase noise. We consider a configuration for the fronthaul network in the frequency range 2 (FR2) at 27 and 39 GHz with the scale of bandwidth up to 400 MHz with M-quadrature amplitude modulation and quadrature phase shift keying. Results are also shown for FR1 at 3.5 GHz. Moreover, we investigate for the first time the 5G new radio signal transmission under strong turbulence conditions and show the turbulence-induced FSO link impairment. We finally demonstrate the CS DSB scheme performs well under chromatic dispersion-induced fading for the frequency up to 40 GHz and single mode fiber length of 30 km, whereas the DSB format seems more appropriate for an antenna seamless transmission.
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1. Introduction

The 5th generation (5G) wireless networks [1], which have been deployed since 2019, are expected to account for approximately 10% of the global mobile devices (i.e., 1.4 billion out of the total of 13.1 billion according to the CISCO forecast [2]) and connections in 2023. The networks transmission capacity, and thus the requirement for new resources, need to satisfy the increasing end users' demand for access to information, more specifically for the video streaming via smart devices. High frequencies are well recognized worldwide as being the key component for the high-speed 5G services. The use of the unlicensed frequency bands above 6 GHz in 5G (and beyond) networks, which is labeled as frequency range 2 (FR2), is one complementary option to the licensed bands to offer ultrahigh speed mobile broadband communications. The most promising bands in FR2 are 27 and 39 GHz [3] providing sufficient bandwidth and covering a reasonably large service area, although the main limitation is due to big losses experienced by the high frequencies free space propagation.
The use of high frequency bands, i.e., millimeter wave (mmW), together with the need for massive data capacity places high demands on the adopted wireless technologies in terms of reliability, cost, efficiency (power and bandwidth), and robustness. The mmW technology is most widely needed in ultra-dense urban areas and hot-spot regions (e.g., football stadiums etc.) where the use of cloud radio access network (C-RAN) architecture has been considered as an interesting solution to save resources [4]. In C-RAN architectures, the baseband units (BBUs), hosted in the central office (CO), and the remote radio heads (RRHs) are physically decoupled. The RRH, which is kept at the base station (BS), and BBU, which is moved to the cloud infrastructure, are connected via an optical fronthaul network with increased demands on coverage, capacity and reduced latency and pressure on core network operations. This can be effectively implemented in 5G and beyond networks by a seamless convergence of the optical fiber and wireless technologies as reported in [5]. In [6], the analog radio over fiber (RoF) technology was introduced by moving all baseband processing, analog-to-digital conversion, up-conversion and electrical-to-optical conversion to the CO and keeping only the optical-to-electrical conversion, filtering, and amplification in the remote stations with reduced complexity [7]. An overview of RoF technologies adopted for wireless systems with an emphasis on the C-RAN architecture is given in [8].

To enhance the optical networks deployment and flexibility, particularly in urban areas, the free space optics (FSO) technology is considered as a potential solution [9]. The FSO offers optical fiber-based systems features including very large bandwidth at unlicensed frequency bands, immunity to electromagnetic interference, etc. However, in line with other wireless technologies, FSO links performance is affected by the channel conditions (i.e., fog, haze, and more importantly atmospheric turbulence (AT)) [10]. The latter is caused by the thermal distribution along the light signal propagation in the air that results in time variant beam refraction and beam width changes, thus leading to irradiance fluctuations known as scintillation [11].

1.1. Related works
In the literature, several radio over fiber (RoF), i.e. standard single mode optical fiber (SMF), radio over FSO (RoFSO) and a combination of both links for transmission of mmW signals using different modulation schemes such as double-sideband (DSB) and carrier-suppressed double sideband (CS DSB) have been reported. In [12], a 25 GHz 16-quadrature amplitude modulation (QAM) DSB signal based on either direct or external modulation was transmitted over 100 m SMF and 50 m long outdoor mmW links with the signal bandwidth limited to 20 MHz only. In [13], a CS DSB scheme for doubling the frequency to obtain the 40 GHz mmW signal with a 2 GHz bandwidth over a 20 km SMF was experimentally demonstrated. However, the 32-QAM signal was only evaluated at the intermediate frequency (IF) of 2 GHz, not at 40 GHz. In [14], a simple RoF link (20 km) with 3.5 Gbps on-off keying, which is not used in 5G networks, downstream link using the 72 GHz mmW based on all-optical CS DSB frequency eightfold technique and only a single external Mach-Zehnder modulator (MZM) was reported. A 60 GHz 4- and 16-QAM DSB signals with a bandwidth up to 400 MHz over a SMF were investigated in [15]; however fiber distance was limited to a 1 km of SMF, which is relatively short for optical fronthauling in 5G. In [16], the transmission of the 5G new radio (NR) standard signal of 26 GHz 16-QAM DSB with a bandwidth of 400 MHz over a 12.5 km of SMF, as well as 1 and 8 m long FSO and RF wireless channels, respectively was reported. However, the link performance was not investigated under the AT.

It is worth mentioning that in [17], we reported a detailed investigation of the AT distribution for the FSO path in a hybrid SMF and FSO channel using CS DSB-based frequency doubling technique at 40 GHz with a 2 GHz bandwidth and using 16-QAM. In [18] and [19], we also demonstrated the transmission of 25 GHz QPSK and 16/64-QAM signals using CS DSB-based frequency doubling technique over SMF, FSO and RF wireless links focusing on the impact
of AT on the FSO link. The signal performance was directly evaluated at 25 GHz; however, we only used a LTE signal with a 20 MHz bandwidth and thus the potential toward incoming telecommunication standards is limited.

1.2. Contributions

From the literature reviews, no works have been reported on the followings:

1. Transmission of the 5G NR signal at the mmW frequency bands of 27 and 39 GHz with a bandwidth up to of 400 MHz over the hybrid SMF, FSO and mmW wireless link and the system evaluation.

2. Experimental investigation and comparison of 39 GHz mmW DSB and CS DSB with QPSK and 64/256-QAM over the hybrid SMF and FSO channels with AT.

3. Characterization of the spurious-free dynamic range (SFDR) and the phase noise for both setups.

To the best of authors’ knowledge, in this work for the first time we investigate the transmission of 5G NR signals at 39 GHz for DSB and CS DSB schemes over the combined analog RoF and RoFSO link. In addition, we experimentally demonstrate the implementation of 5G optical fronthaul with the hybrid SMF and FSO link at 3.5, 27, and 39 GHz bands. The paper is organized as follows. The experimental schemes are described in section 2, while results and discussion are provided in section 3. Finally, a summary of the main results of the paper is presented in section 4.

2. Experimental setup

As mentioned above, we have tested two setups for performance comparison of the mobile mmW fronthaul network as illustrated in Fig. 1(a). Both setups employ a continuous wave (CW) laser signal source (CoBrite DX4) with 16 dBm of output optical power. In Setup A, representing a classic analog MPL with DSB modulation and direct detection (DD), a 5G NR mmW signal at a particular carrier frequency is produced by a vector signal generator (R&S SMW200A) and applied to the MZM (Optilab IML-1550-50-PM), which is biased at its quadrature point. The output optical power of the MZM is 7 dBm. In Setup B, a radio signal at the half of the target carrier frequency, i.e., 12.5 GHz for 27 GHz and 18.5 GHz for 39 GHz transmission, produced by a signal generator (R&S SMF100A) is applied to MZM1 (Fujitsu FTM7938EZ/201), which is biased at its null point. The carrier-suppressed DSB (CS DSB) signal is led to low-speed MZM2 (Covega 10TM 081), which is biased at its linear point and modulated by the 2 GHz IF data signal from a vector signal generator (R&S SMW200A). The externally modulated optical signal with a power of -2 dBm is launched into the optical channel for transmission. In both Setups, the optical signal is directly detected at the optical receiver (Rx) (Optilab PD 40) and the resulting converted signal is captured by a signal analyzer (R&S FSW) for performance assessment. In the case of setup B, the beating of the optical sidebands at the optical Rx generates the signal at the double frequency of the original signal, i.e., 25 and 37 GHz with an additional IF of 2 GHz. Note that, due to the lower output optical power level in Setup B, an erbium doped fiber amplifier (EDFA) is required while in Setup A, the EDFA is only used when the FSO link is included. The optical channel used in Setups A & B consists of a fixed 10 km long SMF reel, providing a satisfactory range for connection between a CO and RRH, and a 4 m long FSO link as depicted in Fig. 1(b), to demonstrate a proof of concept. The latter offers a flexible solution to establish connectivity in high-density urban areas where burying fibers is costly and time consuming. The FSO link is composed of the Tx and the Rx with optical doublet collimators (Thorlabs F810APC-1550) for
Fig. 1. (a) Setups A and B for an optical fronthaul network, (b) the full configuration of the optical channel, and (c) turbulent chamber.

launching and capturing the optical signal from and to the optical fiber, respectively. A laboratory AT chamber with controlled temperature distribution is employed for the FSO channel.

Table 1. System parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser wavelength</td>
<td>1550.6 nm</td>
</tr>
<tr>
<td>Laser output power</td>
<td>16 dBm</td>
</tr>
<tr>
<td>FSO length</td>
<td>4m</td>
</tr>
<tr>
<td>FSO loss</td>
<td>6 dB</td>
</tr>
<tr>
<td>FSO collimator aperture</td>
<td>2.4 cm</td>
</tr>
<tr>
<td>SMF length</td>
<td>10 km</td>
</tr>
<tr>
<td>SMF loss</td>
<td>2.5 dB</td>
</tr>
<tr>
<td>Opt. Rx responsivity</td>
<td>0.8 A/W</td>
</tr>
<tr>
<td>EDFA output power</td>
<td>3 dBm</td>
</tr>
<tr>
<td>EDFA noise figure</td>
<td>&lt; 4 dB</td>
</tr>
<tr>
<td>PD bandwidth (-6dB)</td>
<td>&gt; 40 GHz</td>
</tr>
</tbody>
</table>
Note that, in the FSO link the optical loss is 6 dB and a variable optical attenuator (VOA, Oz optics DA-100-SC-1300/1550-9/125-S-40) is used to control the input to the EDFA whose output power is set to 3 dBm. All the key parameters are summarized in Table 1.

3. Results and discussion

3.1. System characterization

The optical spectra with the RF carrier frequency of 27 GHz, measured in both Setups, are shown in Fig. 2. For Setup A, the spectrum captured in point P1 according to Fig. 1e evinces DSB optical modulation with sidebands located away from the optical carrier by the input RF, i.e., at 27 GHz, whereas Setup B shows the spectrum, obtained in point P2, of the suppressed carrier with two sidebands having the frequency difference between them equal to the double of the incoming electrical signal frequency to the modulator, which is 25 GHz in this case. Note that the original carrier frequency in Setup B is half, i.e., 12.5 GHz. Due to the absence of the optical carrier and beating of these sidebands at PD, a new RF carrier emerges in the frequency corresponding to the frequency difference between the sidebands, i.e., 25 GHz. Note, there is a second modulator MZM2 in Setup B, modulating data at the IF frequency of 2 GHz to the optical signal, so the total system output electrical carrier frequency is 27 GHz. Note that 2 GHz IF signal cannot be distinguished in optical spectral spectrum measured at the output of MZM2 even though we used high-quality spectral analyzer (Yokogawa AQ6370D), whose maximal resolution is 0.02 nm. Therefore, we have only shown the spectrum after MZM1 to demonstrate the transmission properties.

![Fig. 2. Optical spectra of the modulated optical signal for transmission at the frequency of 27 GHz for Setups: (a) A, and (b) B, which were obtained in points P1 and P2, respectively, according to Fig. 1(a).](image)

Both setups have been characterized in terms of the spurious free dynamic range (SFDR) to demonstrate the impact of the third-order intermodulation distortion. For this purpose, we have used a two-tone test signal with 1 MHz spacing. It is worth to mention that, comparing to Setup A, the input power for the two-tone test in Setup B was applied to the low-frequency modulator, because the MZM2 is responsible for data modulation and thus most affects the overall performance. Measured results are depicted in Fig. 3. Note, in Setups A and B the noise floor levels are -158.0 and -156.5 dBm/Hz, respectively with the corresponding SFDR values of 88 and 89 dB × Hz$^{-2/3}$, respectively while there was employed EDFA in this test in Setup B. Based on the achieved results, both setups show very comparable dynamic range in terms of SFDR.
For the overall system performance evaluation, 5G NR signals have been adopted according to the 3GPP 5G specifications in release 15, namely pre-defined test models TM1.1, TM3.1, and TM3.1a [20]. The test models use time division duplexing with a bandwidth range of 50 to 400 MHz, which is the maximum considered single bandwidth in 5G NR. These models are used, for example, for testing the output power dynamics or the quality of transmitted signal. Based on the 5G NR recommendations [21], we have selected frequency bands 3.5, 27, and 39 GHz for Setup A and 27 and 39 GHz for Setup B. Considering the fact that, the frequency multiplication technique (i.e., doubling) adopted in Setup B is preferably used only for higher frequency generation to relax the demands on the signal source, i.e., over 20 GHz, the frequency band 3.5 GHz has been tested only in the case of Setup A. Note that, the main focus is to characterize 27 GHz band, which is the closest band above FR1 for 5G, i.e., above 6 GHz [22]. The details of the adopted 5G NR signals are listed in Table 2. All used test models contain normal cyclic prefix with 14 OFDM symbols per slot.

Table 2. Used 5G NR signals – BW: bandwidth, ScS: subcarrier spacing, Thpt: throughput

<table>
<thead>
<tr>
<th>Test model for 5G-NR</th>
<th>BW (MHz)</th>
<th>ScS (kHz)</th>
<th>CP (µs)</th>
<th>Modul. Format</th>
<th>EVM limit (%)</th>
<th>Thpt (Mb/s)</th>
<th>Spectr. Eff. (b/s/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM3.1</td>
<td>50</td>
<td>60</td>
<td>1.17</td>
<td>64QAM</td>
<td>9</td>
<td>178</td>
<td>3.56</td>
</tr>
<tr>
<td>TM3.1a</td>
<td>90</td>
<td>60</td>
<td>1.17</td>
<td>256QAM</td>
<td>4.5</td>
<td>444</td>
<td>4.93</td>
</tr>
<tr>
<td>TM3.1</td>
<td>100</td>
<td>60</td>
<td>1.17</td>
<td>64QAM</td>
<td>9</td>
<td>360</td>
<td>3.46</td>
</tr>
<tr>
<td>TM3.1</td>
<td>200</td>
<td>120</td>
<td>0.58</td>
<td>64QAM</td>
<td>9</td>
<td>692</td>
<td>3.46</td>
</tr>
<tr>
<td>TM3.1</td>
<td>400</td>
<td>120</td>
<td>0.58</td>
<td>64QAM</td>
<td>9</td>
<td>1386</td>
<td>3.47</td>
</tr>
<tr>
<td>TM3.1</td>
<td>400</td>
<td>120</td>
<td>0.58</td>
<td>QPSK</td>
<td>18.5</td>
<td>462</td>
<td>1.16</td>
</tr>
</tbody>
</table>

Note, (i) the highest throughput of 1.386 Gb/s is achieved at the bandwidth of 400 MHz and 64-QAM; and (ii) the best spectral efficiency of 4.93 b/Hz for a single channel without considering multiplexing techniques is at 90 MHz and 256-QAM, where the error vector magnitude (EVM) limit is the lowest i.e., 4.5 %.

3.2. Chromatic dispersion-induced fading

At first, we investigate the systems with only the SMF link (5 to 30 km) for (i) Setup A with no EDFA and an optical output power level of 7 dBm; and (ii) Setup B with EDFA, which is used to
compensate optical losses due to MZMs for the sake of comparison with Setup A. The EDFA output power is also 7 dBm and is placed behind the MZM2. Figure 4 depicts the EVM plots as a function of the SMF length for 400 MHz bandwidth quadrature phase shift keying (QPSK) and 200 and 400 MHz bandwidth 64-QAM signals for both setups at 27 GHz. The EVM limits of 9 and 18.5 % for QPSK and QAM, respectively, that are defined by 3GPP [20], are also shown in Fig. 4. For Setup A with optical DSB modulation format and with no filtering, we observe that the EVM limits are not met at fiber lengths of 5, 15 and 25 km, because of the chromatic dispersion, see marked measured points in Fig. 4.

The received optical power is the same for both Setups A and B. Considering an ideal intensity-modulated analog optical link, the RF signal transmission as a function of frequency will be constant. However, the transmission of the DSB signal evinces a substantial power drop in the RF spectrum due to the chromatic dispersion-induced fading. At the frequencies where RF response vanishes, intensity modulation of light is fully converted to the optical phase modulation, i.e., the optical intensity becomes constant, thus giving rise to no measurable RF response at the PD [6]. Setup B with the suppressed carrier displays maximal transmission link spans of (i) 17 and 25 km for 400 and 200 MHz 64-QAM, respectively for the EVM limits of 9%; and (ii) > 30 km for 400 MHz QPSK for the EVM limit of 18.5%.

The comparison of the RF frequency responses over a MPL with optical DSB and CS-DSB schemes, i.e. Setups A and B, respectively, for back to back (B2B) and different SMF lengths is shown in Fig. 5. For Setup B, the power transmission plots display a gradual decrease in the magnitude with the increasing SMF length, which follows the B2B plot, in contrast with Setup A, where a number of dips can be seen in the spectrum, which depends on the SMF lengths.

Considering the phase shift between both sidebands, the RF transmitted power corresponds to [23]:

\[
P_{RF} \approx \cos^2\left(\frac{\pi LD\lambda_0^2f^2_{RF}}{c}\right) \tag{1}
\]

where \(c\) is the light speed, \(L\) is the length of the fiber, \(D\) is the chromatic dispersion coefficient, \(\lambda_0\) is the central optical wavelength and \(f_{RF}\) is the electrical frequency. Note, for the DSB schemes the chromatic dispersion induced power fading can be compensated, for example, by using a filter.
3.3. Full optical channel configuration with no AT

Here, we consider both setups with a full configuration consisting of 10 km SMF and 4 m FSO link, as depicted in Fig. 1(b). Figure 6 shows the measured EVM values as a function of the data throughput at frequencies of 3.5, 27 and 39 GHz for Setup A and at 27 and 39 GHz for Setup B for QPSK and 64-QAM with the bandwidth range from 50 to 400 MHz. For Setup A, the EVM values are well below the limits for all cases at 3.5, 27 and 39 GHz, except for 400 MHz 64-QAM (highest data throughput of 1.4 Gb/s) at 39 GHz, which does not satisfy the 9% threshold level. The same pattern is also observed in Setup B in Fig. 6(b), where all EVM values are below the limits except for 400 MHz 64-QAM at 39 GHz. It is worth to mention that for both 27 and 39 GHz tests, an optical Rx having lower frequency response at 39 GHz, compared to 27 GHz, was chosen.

Presented results offer a better insight to the transmission capacity of fronthaul networks employing different MPL of SMF and FSO in comparison with digital fronthaul interface.
In another perspective, an appropriate modulation scheme and the signal bandwidth can be adopted to meet the data throughput requirement in 5G hybrid fronthaul links. Given that, 5G communication uses orthogonal frequency division multiplexing with the subcarrier spacing in the range of 15 to 120 kHz [26], the signal integrity in terms of the phase noise is critical. Characterizing and improving the phase noise performance of optically generated RF carrier signal is important for practical applications. Additive phase noise is the key parameter for accurately characterizing the phase noise due to the optical components [27,28]. Here, we show the phase noise performance for both microwave photonics setups, which are measured at the same frequencies and are illustrated in Table 3.

<table>
<thead>
<tr>
<th>Frequency offset</th>
<th>Setup A @3.5 GHz (dBc/Hz)</th>
<th>Setup A @27 GHz (dBc/Hz)</th>
<th>Setup A @39 GHz (dBc/Hz)</th>
<th>Setup B @27 GHz (dBc/Hz)</th>
<th>Setup B @39 GHz (dBc/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 kHz</td>
<td>-107</td>
<td>-108</td>
<td>-103</td>
<td>-99</td>
<td>-96</td>
</tr>
<tr>
<td>10 kHz</td>
<td>-102</td>
<td>-105</td>
<td>-109</td>
<td>-102</td>
<td>-100</td>
</tr>
<tr>
<td>100 kHz</td>
<td>-126</td>
<td>-118</td>
<td>-118</td>
<td>-110</td>
<td>-108</td>
</tr>
<tr>
<td>1 MHz</td>
<td>-136</td>
<td>-128</td>
<td>-127</td>
<td>-120</td>
<td>-121</td>
</tr>
<tr>
<td>10 MHz</td>
<td>-141</td>
<td>-132</td>
<td>-134</td>
<td>-132</td>
<td>-135</td>
</tr>
</tbody>
</table>

Note that, at the low frequency offset of 1 kHz Setup A offers improved phase noise by 7 to 10 dB compared with Setup B, whereas at the high frequency offset of 10 MHz, the phase noise levels are comparable in both cases. Figure 7 depicts the phase noise against the frequency offset for the optical channel composed of 10 km SMF and 4 m FSO at frequencies of 3.5, 27 and 39 GHz in Setup A and 27 and 39 GHz in Setup B, and also shows the results obtained for a B2B link for both setups. Note that, the performance varies with the carrier frequency significantly in Setup A, especially for the frequency offset < 1 MHz, while Setup B exhibits a minimal difference between 27 and 39 GHz over the given frequency offset and almost identical performance to that of B2B and the full channel compared with Setup A.

Next, we have investigated the EVM as a function of SNR for both setups at 27 GHz, as illustrated in Fig. 8. To measure the SNR, a combination of an electrical attenuator at the input stage and a signal analyzer at the Rx was adopted. Following the 5G NR standard, we evaluated 90 MHz bandwidth using 256-QAM, and 400 MHz bandwidth using QPSK and 64-QAM. As
expected, the EVM results for QPSK and 64-QAM show similar trends in both setups, since they have identical bandwidth of 400 MHz, however, each is subject to a different EVM limit. The highest required SNR is observed for 256-QAM. This is because the bandwidth is only 90 MHz compared to 400 MHz for a fixed RF input power, i.e., 7 dBm, resulting in the highest power spectral density compared to the 400 MHz bandwidth. The 256-QAM transmission in Setup A offers improved performance in terms of the gain in the maximum SNR by 6 dB, and lower EVM by 2% compared with Setup B. In Setup A, the lowest EVM values of 1.3 and 2.1 % at the SNR of 35 dB are observed for 256-QAM/QPSK, and 64-QAM, respectively. In Setup B, the lowest EVM values are achieved at SNR of 28 and 35 dB for 64-QAM/QPSK, and 256-QAM, respectively. Thus, in both setups, 256-QAM with 90 MHz bandwidth offers the best performance in terms of EVM, which is confirmed by the constellations shown for the selected SNR values.

![EVM Graph](image)

**Fig. 8.** EVM versus the SNR at 27 GHz for: (a) Setup A, and (b) Setup B. Inset are the constellations for 256-QAM at maximum SNR values and behind the edge of the EVM limit.

3.4. Full optical channel configuration with AT

As stated in the introduction, the FSO channel is affected by the atmospheric conditions including AT, which can lead to significant fluctuations of both amplitude and phase of the optical signal and thus leading to performance deterioration [29]. In this work, we have emulated a turbulent channel using an indoor atmospheric chamber. For this purpose, we have used (i) 20 temperature sensors, spaced 20 cm apart, which were placed within the chamber along the optical propagation path; (ii) two fan heaters blowing hot air perpendicular to the optical beam to generate a thermal gradient; and accordingly, the AT strength is calculated by using the equations given in [17]. To investigate the impact of different AT levels (i.e., scintillation index, which is proportional to...
Rytov variance $\sigma_R^2$ on the hybrid link in a 5G fronthaul optical network, we have used weak (T0) and strong (T1) AT regimes defined by the refractive index structure parameter $C_n^2$ of $5.54 \times 10^{-14}$ m$^{-2/3}$ ($\sigma_R^2 = 8.78 \times 10^{-6}$) and $1.15 \times 10^{-11}$ m$^{-2/3}$ ($\sigma_R^2 = 1.83 \times 10^{-3}$), respectively. Note that, these values can be recalculated through $\sigma_R^2$ [10] for longer transmission spans maintaining the overall scintillation effect. For example, if we consider common FSO distances of 100 and 500 m in urban areas, then we have the turbulence levels of T0 with $C_n^2$ of $1.52 \times 10^{-16}$ and $7.93 \times 10^{-18}$ m$^{-2/3}$ and T1 with $3.14 \times 10^{14}$ and $1.65 \times 10^{-15}$ m$^{-2/3}$, respectively. The QPSK and 64-QAM signals with the 400 MHz bandwidth at 27 GHz were transmitted to compare the EVM performance under turbulence conditions as a function of SNR in both setups, see Fig. 9.

![Fig. 9. EVM against SNR for Setups A (blue) and B (red) at 27 GHz with a 400 MHz of bandwidth for weak and strong AT regimes for: (a) QPSK, and (b) 64-QAM.](image)

Note, the optical loss along the links was adjusted by using VOA. Once again, we observe that Setup A offered the highest SNR of 36 dB (not shown in Fig. 9 due to the limited x-axis scale) for both modulation schemes, and lower average EVM by 3 and 1% for QPSK and 64-QAM, respectively, compared with Setup B. Under AT and for a given SNR, the average EVM increased by 2 and 1% for QPSK and 64-QAM, respectively. In any case, we have shown that EVM values are below the EVM thresholds for both setups and modulation formats even under the strong AT regime. Figure 10 depicts the electrical power spectra for Setup A with 400 MHz 64-QAM for T0 and T1. Note, the in-band power variation of $\pm 2 - 3$ dB around the average electrical received power value of -77 dBm for the case with T1 (orange curve) compared to T0 (grey curve), which is highly stable, i.e., flatter. The similar power variation in electrical spectrum under turbulence conditions in FSO channel has been observed e.g., in [17].

![Fig. 10. Electrical spectra for Setup A with 400 MHz/64-QAM for T0 and T1.](image)
Finally, we investigate the impact of AT on the EVM performance of both setups at 39 GHz for QPSK with the 400 MHz bandwidth. As depicted in Fig. 11, EVM shows a linear trend with reduced SNR for all cases and marginal difference between T0 and T1 compared with the case at 27 GHz. At the EVM limit of 18.5%, the SNR penalties are within the range of 0.2-0.5 dB with the highest and lowest observed between T0 and T1 for Setups A and B, respectively. In particular, Setup B evinces very comparable EVM dependence on SNR for both low and strong turbulence regimes at 39 GHz. However, under strong turbulence conditions, there is about 1 dB lower maximal achieved SNR.

![Fig. 11. EVM against SNR for Setups A (blue) and B (red) at 39 GHz with 400 MHz QPSK for T0 and T1 turbulence regimes.](image)

3.5. Discussion and implementation

Two selected MPL systems’ performances have been evaluated for the mobile fronthaul network application. In addition to the results shown along the paper, requirements and problems of RF antenna seamless transmission following optical-to-electrical conversion at the PD have to be taken into account for proper discussion.

The insignificant difference in the EVM performance between both setups under AT at 39 GHz highlights the advantage of Setup B with doubling of the original frequency (i.e., 18.5 GHz with 2 GHz of IF), and high frequency mmW signal transmission with the reduced phase noise. In other words, even though Setup B has some limitation, as discussed above, it shows a good performance for higher frequencies with the benefit of reduced requirements for RF equipment and less sensitivity to the chromatic dispersion-induced fading. The latter is crucial in systems with the DSB schemes at high frequencies employing long SMF, i.e., over 5 km, section. However, in Setup B using the carrier suppressed mode, there is a need for higher carrier suppression ratio (i.e., at least 20 dB) with sufficient optical and RF power levels to generate a strong electrical carrier at twice the original frequency. Moreover, the optical carrier is never completely suppressed. Also, the MZM2 is fed by the useful data signal with the IF offset, whose power is split (i) dominantly to DSB modulation at the new frequency; and (ii) then partially to DSB modulation at the residual original electrical frequency and a minimum to a frequency equal to the IF offset originated from the residual of the optical carrier. As a result, following optical transmission and the beating of the sidebands at the PD, a RF signal with a very strong carrier signal and two less powerful sidebands at the desired frequencies are generated. To transmit the signal via the free space path using the antenna relay, the signal needs to be amplified using at least a single RF amplifier on both the Tx and the Rx. However, by doing so the amplifier (or other active RF devices) may be overloaded by too strong carrier signal and the cost of lower power level for the data signal. Consequently, the data signal bandwidth, comparing to the RF
carrier, is not sufficiently amplified for antenna transmission and thus leading to lower SNR and worse EVM performance. This is more critical when large bandwidth signals are employed. Here, we bring part of our tests carried out along the experimental scenario, which have not been shown yet in the paper.

For example, in Setup B for the optical B2B configuration with an additional 3.5 m long RF link (antennas RFspine DRH40 with a gain of 15 dBi at 27 GHz) with two electrical amplifiers (Miteq AMF-4F-260400-40-10p), the measured received electrical power was about -33 dBm for 64-QAM with the 100 MHz bandwidth. The same amount of power was however assigned also for the 200 and 400 MHz bandwidth resulting in lower power spectral densities of 3 and 6 dB, respectively, which cannot be effectively compensated by amplification from the aforementioned reasons related with too strong RF carrier. More specifically, for the 400 MHz 64-QAM B2B link with no SMF and FSO links, the measured EVM following mentioned antenna transmission was 5.1%, which is below the EVM limit of 9%. However, increasing the optical path loss to 4 dB (e.g., corresponding to the loss of 20 km of SMF) by using the VOA, the received RF power is decreased by 8 dB with the EVM value of 10.6%, which is already above the EVM limit. This is adverse especially for higher bandwidth, i.e., ≥ 200 MHz, in contrast to much lower narrower bandwidth, i.e., 20 MHz, which can operate over relatively long free space path with much lower EVM as was demonstrated in [30]. This issue can, for example, be avoided using filtering to transform the spectrum to the electrical single side-band with the suppressed carrier signal. Note that, biasing MZM at its null transmission point results also in higher optical loss, which requires the use of EDFA in Setup B at the increased noise level and high costs. It has been verified that, the optimal optical power level at receiver for this configuration is at least 3 dBm to ensure the 64-QAM EVM limit with 400 MHz bandwidth. Note that, by including the mmW wireless link, the optical power requirement would be even higher. The optical channel (i.e., 4 m FSO and 10 km SMF) exhibits a loss of about 8.5 dB, and the two-MZM cascade introduces an additional loss of 18 dB. Therefore, without EDFA, the transmit power needs to get higher by at least 13.5 dB to main the link performance (i.e., the laser output power is 16 dBm). This can be achieved by using higher power lasers, but in risk of high power handling, or by adopting phase modulation (i.e., external modulation of the light signal) instead of intensity modulator to minimize the MZM loss. Nevertheless, Setup B (i) the CS-DSB scheme is immune to the chromatic dispersion-induced fading; (ii) offers improved stability under strong AT; (iii) maintains the same phase noise magnitudes across the frequency range; and (iv) significantly reduces requirements for the high frequency equipment, i.e., optical modulator and RF generators, thus reduces costs. Therefore, MZM at 18.5 GHz could be used instead of MZM at 39 GHz. Note, the same also applies to the both active and passive RF devices at the transmitter side.

On the other hand, Setup A, using a classic analog approach with a single MZM biased in the linear point with DD, represents a simple and universal solution for seamless RF signal transmission, i.e., 5G, over a fronthaul network even for high frequency mmW signals. Moreover, Setup A exhibits a 9 dB lower loss, comparing to Setup B, which implies the potential implementation of it without the need for EDFA under certain conditions. However, the drawbacks are the need to eliminate the chromatic-induced fading and the use of high frequency components. To conclude, both systems are applicable as an effective approach in 5G C-RAN each with its advantages and disadvantages as discussed above.

4. Conclusion

The experimental comparison of two MPL approaches for the 5G fronthaul network based on SMF and FSO links to transmit the 5G NR signal in different frequency bands was presented. We evaluated the performance of two setups using a conventional DSB analog MPL approach with an externally modulated laser and a CS DSB scheme to double the input carrier frequency, respectively, considering the data throughput, fiber chromatic dispersion, phase noise, SNR and
AT. We showed that the CS DSB approach offered immunity to chromatic dispersion-induced fading for the frequency range up to 40 GHz and a SMF length of 30 km. We evinced no significant difference in the performance at 27 and 39 GHz thus making it as an attractive solution for higher frequency bands. Moreover, the CS-DSB scheme can be implemented with frequency n-multiplication to further relax the bandwidth requirements. Contrary, although the conventional DSB analog MPL approach is highly sensitive to dispersion-induced fading and requires higher bandwidth, it offers improved EVM performance since MZM is biased at the null point instead of the null point as in CS DSB, higher SNR, lower phase noise, and reduced complexity. In addition, it was shown seamless deployment of antennas is another important issue, which needs to be considered especially in links with a large bandwidth (≥ 200 MHz). To conclude, we showed that both approaches can operate at 27 and 39 GHz with the bandwidth up to 400 MHz even under the strong turbulence regime. Based on the measured results and validated by the analytical data, the EVM performance fulfilling the limit was achieved for the 500 m long outdoor FSO link under a moderate turbulence level (i.e., \( C_n^2 = 1.65 \times 10^{-15} \text{ m}^{-2/3} \)). The highest achieved data throughput was 1.4 Gb/s, which is sufficient for the chosen unlicensed single band. Finally, we proved that up to 256-QAM could be used in the proposed scheme with the hybrid SMF and FSO fronthaul network.
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This Letter outlines radio-over-fiber combined with radio-over-free-space optics (RoFSO) and radio frequency free-space transmission, which is of particular relevance for fifth-generation networks. Here, the frequency band of 24–26 GHz is adopted to demonstrate a low-cost, compact, and high-energy-efficient solution based on the direct intensity modulation and direct detection scheme. For our proof-of-concept demonstration, we use 64 quadrature amplitude modulation with a 100 MHz bandwidth. We assess the link performance by exposing the RoFSO section to atmospheric turbulence conditions. Further, we show that the measured minimum error vector magnitude (EVM) is 4.7% and also verify that the proposed system with the free-space-optics link span of 100 m under strong turbulence can deliver an acceptable EVM of <9% with signal-to-noise ratio levels of 22 dB and 10 dB with and without turbulence, respectively.

In order to satisfy the demand for ever-increasing data rates in the mobile networks, the new millimeter wave band (20–30 GHz) has been selected by 5GPPP (Public Private Partnership) [1] to be used in the emerging fifth-generation (5G) mobile networks. The vision of the 5G network poses many challenges, as it plans to reach ultra-low latency of 1 ms, 10 Gbps maximal throughput, and cover more than 100 billion devices [2]. A typical architecture addressing these challenges is shown in Fig. 1. A central office services and coordinates a number of remote micro-, pico-, and femto-cells, which reduces both the energy consumption and costs [3]. For this architecture, and especially for the fronthaul network, novel fiber/optical wireless approaches are highly desirable.

The mentioned 20–30 GHz “pioneer” spectral band is the first to be used in mobile networks above 6 GHz, requiring a number of challenges to be addressed, including a significantly high attenuation (i.e., ~3 dB/m) when the radio frequency (RF) signal is transmitted over metallic cables, which limits the transmission span. To address this, the radio-over-fiber (RoF) technology was proposed [4], e.g., for usage between a central office and the pico- or femto-cell base stations. In [5], an alternative concept of radio-over-free-space optics (FSO) (RoFSO) transmission was proposed for deployment in dense urban areas, where installation of new optical fiber cables is not cost effective. For example, transmission of the RF signal over a 1 km long RoFSO link was experimentally demonstrated at wavelength of 1550 nm in [6]. It was shown that RoF and RoFSO links offer the benefit of increased transmission span between the base station and the antenna while ensuring sufficient signal-to-noise ratio (SNR). In any case, the key advantage of the RoFSO links is deployment flexibility; however, their performance is affected by weather conditions (i.e., turbulence, fog, etc., [7]).

For RoF and RoFSO applications, both the directly modulated laser (DML) and externally modulated laser (EML) can be used [8]. In [9], an integrated fiber-wireless system using EML was demonstrated, employing coherent detection and adaptive
polarization-multiplexed quadrature-phase-shift-keying (PM-QPSK) modulation. The authors achieved an impressive 108 Gbps data rate over an 80 km of single-mode fiber (SMF) and over the 1 m long wireless link at a carrier frequency of 100 GHz. Although EML (as compared to DML) gives better performance (e.g., no modulation chirp), DML represents the simplest (and thus potentially the cheapest and most compact) option with additional benefits such as high transmitter power, high energy efficiency, and linear modulation characteristics (which is of particular importance in RoF systems [10]). Apart from the modulation chirp, DML typically does not allow for operation at frequencies above 20 GHz. In [11], a 1 Gbps RoF DML link at 24 GHz over a 50 km of SMF was demonstrated with help of an erbium-doped fiber amplifier (EDFA). Error vector magnitude (EVM) was, however, strongly frequency dependent and insufficiently high at 24 GHz, while EVM as low as 3.4% was achieved at the carrier frequency $f_c$ of 3.5 GHz, it increased to 20% at 24 GHz.

In this Letter, we address the main challenge of DML RoF and RoFSO systems by means of the DML optimized to operate in the 5G-selected 20–30-GHz spectrum band. We present experimental results for the entire system composed of RoF, RoFSO, and free-space RF within the frequency range of 24–26 GHz. To the best of the authors’ knowledge, this is the first experimental investigation of the proposed scheme, which includes three technologies of (i) the optical fiber, (ii) FSO link, and (iii) RF free-space link simultaneously, all in the spectrum band of 24–26 GHz. We have used 64 quadrature amplitude modulation (64-QAM), which potentially facilitates transmission of a net data rate of 10 Gbps (with 20% overhead) within the used spectrum band. In addition, we assess the impact of turbulence on the RoFSO section. The presented results demonstrate the full potential of the DML-based RoFSO, RoF, and their combination in the emerging 24–26 GHz band as part of the future 5G mobile networks, as shown Fig. 1.

The experimental setup is shown in Fig. 2. The long-term evolution advanced (LTE-A) baseband signal, composed of five 20 MHz bands of evolved universal terrestrial radio access (E-UTRA) test model 3.1 [12] with 64-QAM—the largest bandwidth of today’s mobile network standard, is generated using a signal generator (R&S SMW200A). LTE-A is then up-converted to the 24–26 GHz band using a RF signal generator (R&S SMF100A) and a RF modulator, prior to being amplified (by Wisewave AGP- 33142325-01) to a level of 12 dBm. The amplified signal is then combined in a bias tee with a DC signal and sent to the DML, which is a monolithically integrated passive feedback laser described in detail in [13]. The DC current for biasing of the DML is provided by a laser diode controller (Newport modulator controller 8000).

The fiber-coupled laser output (with the average optical power of 4.8 dBm at the wavelength of 1549 nm) is launched into the free space via the combination of a short length SMF, graded-index (GRIN), and plano-convex lenses. Following propagation over a 2 m long free space (i.e., the FSO path), the optical beam is launched into a 1 km of SMF via a plano-convex and GRIN lenses. An optical spectrum analyzer is used for real-time monitoring of the data stream via a 99/1 tap coupler. An EDF (Keopsys KPS-BT2-C-10-LN-SA, noise figure <5 dB) with a 15 dB gain (5 dBm of output power) is used prior to photodetection (Optilab PD-40 photodiode with the bandwidth of 40 GHz). The photodetected RF signal is passed through two-stage amplifiers #2,3 (Miteq AMF-4F-260400-40-10p, Analog devices HMC1311), amplifying it to the power of 4 dBm prior to transmission over a 3.6 m long free space using a double-ridged waveguide horn antenna (DRH40—RFspin, s.r.o.) with a 14 dBi gain at the frequency of 24 GHz. At the Rx, we have used the same type of antenna to capture the signal and analyze it using a signal analyzer (R&S FSW). The total loss of the RF free-space channel, including the gains of antennas, is 43.2 dB at 24 GHz. All the key system parameters are summarized in Table 1. First, we characterized the frequency response of the entire system, depicted in Fig. 2, using a vector network analyzer (R&S ZVA67). The spectral characteristic of the link loss, described by the $S_{11}$ parameter, is shown in Fig. 3. As can be seen, the optimum frequency range (with loss below 35 dB) is around 23–27 GHz (inset in Fig. 3). In the proposed system, the most significant noise contributor is amplified spontaneous emission (ASE) signal from EDFA detected at the photodiode. The non-flat response of $S_{11}$ in Fig. 3 is due to the combined effect of laser modulation, antenna transmission/reception, and photodiode properties—all of them having ripples in their spectral characteristics. The measured EVM, with the 64-QAM LTE-A signal for carrier frequencies of 24 GHz, 25 GHz, and 26 GHz, and with no turbulence, is shown in Fig. 4(a). Also shown is the

![Fig. 2. Experimental setup consisting of RoF (1 km), RoFSO (2 m), and RF over free space (3.6 m).](image-url)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio frequency</td>
<td>24–26 GHz</td>
</tr>
<tr>
<td>RF bandwidth</td>
<td>100 MHz</td>
</tr>
<tr>
<td>LTE test model</td>
<td>TM 3.1</td>
</tr>
<tr>
<td>RF output power</td>
<td>-15.3 dBm</td>
</tr>
<tr>
<td>Antenna distance</td>
<td>3.6 m</td>
</tr>
<tr>
<td>Wavelength</td>
<td>1549 nm</td>
</tr>
<tr>
<td>Laser power</td>
<td>4.79 dBm</td>
</tr>
<tr>
<td>FSO link length</td>
<td>2 m</td>
</tr>
<tr>
<td>FSO loss</td>
<td>12 dB</td>
</tr>
</tbody>
</table>

Table 1. Key System Parameters
9% EVM limit (dotted black line) adopted in 3GPP [12]. Note that the 24 GHz displays the best EVM performance closely followed by 25 GHz although 25 GHz evinces better $S_{21}$ performance in Fig. 3. This is because the adopted modulator has been designed and optimized for the 24 GHz band, and the optimization has no effect on $S_{21}$ measurement. At 26 GHz, we observe the SNR penalty of 8 dB (for EVM = 9%) as compared to 24 GHz. At a moderate SNR of 20 dB, the EVM values for all three carrier frequencies are below the limit of 9%. Also shown are the constellation diagrams for 64-QAM at the SNR values of 10 dB and 27 dB for 24 GHz, illustrating the quality of signal transmission at higher SNR.

Next, we characterized the entire link performance by considering the impact of the atmospheric turbulence on the FSO path. Reproducible turbulence levels were achieved using two heating fans, which generated a varying thermal distribution along the optical propagation path, as described in [14]. The atmospheric turbulence-induced degradation on the received signal was characterized by using the commonly used refractive index structure parameter $C_n^2$ and Rytov variance, which are derived from the thermal distribution along the FSO path [5]. We carried out system measurements for up to a strong turbulence level (i.e., $C_n^2 = 2.4 \times 10^{-10} \text{ m}^{-2/3}$) for a 2 m long FSO link. Note that this high level of turbulence for a short FSO link can be recalculated using Rytov variance [7] to reflect the turbulence values, which can be observed in longer outdoor FSO links. Thus, $C_n^2 = 2.4 \times 10^{-10} \text{ m}^{-2/3}$ corresponds to the magnitudes of $1.8 \times 10^{-13} \text{ m}^{-2/3}$, $9.5 \times 10^{-15} \text{ m}^{-2/3}$, and $2.7 \times 10^{-15} \text{ m}^{-2/3}$ for FSO link spans of 100 m, 500 m, and 1000 m, respectively, by maintaining the same level of signal variance. In further examples, we show the measured system performance recalculated for a 100 m long FSO link to better illustrate real outdoor conditions. It should be noted that the impact of increased attenuation in 100 m can be neglected when operating under clear weather conditions with high visibility, since signal attenuation is less than 0.05 dB when considering 10 km visibility. Figure 4(b) depicts the EVM performance for the complete system under strong turbulence $C_n^2 = 1.8 \times 10^{-13} \text{ m}^{-2/3}$ as a function of the SNR, which was measured at the output of the RF Rx antenna (i.e., using the signal analyzer). As shown, both 24 GHz and 25 GHz bands display similar EVM performance meeting the EVM limit of 9% at the SNR values of 22 dB and 25 dB, respectively, whereas the 26 GHz band exceeds the EVM profile above the EVM limit for the entire SNR range. Figure 5 further compares the EVM performance of the link with various strengths of turbulence (recalculated to a 100 m FSO outdoor link) at the frequency of 24 GHz. The EVM limit of 9% is achieved for all turbulence levels for the SNR range of 27–22 dB. However, for the strongest level of turbulence ($C_n^2 = 1.8 \times 10^{-13} \text{ m}^{-2/3}$), the SNR penalties are 10.0 dB, 9.0 dB, 8.5 dB, and 6.5 dB as compared to performance without any turbulence and turbulence corresponding to $C_n^2$ of $5.7 \times 10^{-14} \text{ m}^{-2/3}$, $7.5 \times 10^{-14} \text{ m}^{-2/3}$, and $1.2 \times 10^{-13} \text{ m}^{-2/3}$, respectively. Next, we characterized the link tolerance to the optical attenuation (using the variable optical attenuator; see Fig. 2) to determine the maximum potential transmission span. Figure 6 illustrates the EVM as a function of the optical attenuation at 24 GHz for a range of $C_n^2$ values recalculated to the 100 m long FSO link. The results show that the proposed system can operate (EVM < 9%) in clear atmospheric conditions with up to a 15 dB of additional optical loss, which corresponds to an increased fiber link span.

---

**Fig. 3.** Measured spectral characteristics of the entire link (RoF + FoFSO + RF over free space).

**Fig. 4.** Measured EVM for various SNRs and three carrier frequencies for the entire link with no turbulence (a) and strong turbulence corresponding to $C_n^2 = 1.8 \times 10^{-13} \text{ m}^{-2/3}$ for 100 m long link (b).

**Fig. 5.** Measured EVM for various SNRs and 24 GHz carrier frequency for the entire link with 100 m long FSO link.
by 60 km (neglecting the fiber dispersion) or, e.g., \( \sim 2 \) km of FSO link span under moderate visibility conditions. In turbulence, we observe performance degradation due to the RoFSO link section. More specifically, the attenuation tolerance is reduced by 2.5 dB and 13.0 dB for the moderate (i.e., \( C_{\text{nu}}^2 = 7.5 \times 10^{-14} \text{ m}^{-2/3} \)) and very strong (i.e., \( C_{\text{nu}}^2 = 1.8 \times 10^{-13} \text{ m}^{-2/3} \)) turbulence regimes, respectively. Acceptable performance (EVM < 9%) is achieved up to the strong turbulence regime (i.e., \( C_{\text{nu}}^2 = 1.2 \times 10^{-13} \text{ m}^{-2/3} \)) with a 4 dB of power penalty compared with the no turbulence scenario, which shows about 2% improvement in the EVM performance. We believe that both the RoF and RoFSO EVM performance can be further improved by including supplementary optical bandpass filters, which would suppress out-of-band noise (e.g., from the EDFA). As this would be at the cost of increased complexity, we have not used any filter in our system. Finally, we provide a comparison of the detected LTE-A spectra for the link with no turbulence and with strong turbulence in Fig. 7. Note that the decrease in the total RF power caused by turbulence is 0.4 dB. Moreover, the noise floor is increased by 1.4 dB, which results in 1.8 dB degradation of the SNR.

In this Letter, we experimentally investigated, to the best of our knowledge for the first time, the complete RoF and RoFSO mobile network scenario, including transmission of the RF signal and using a wideband DML at a carrier frequency band of 24–26 GHz. We showed that EVM as low as 4.7% can be reached at 24–25 GHz for the 100 MHz bandwidth with 64-QAM. Further, we verified that in a real outdoor scenario the proposed system is capable of operating over a 100 m long FSO link under strong turbulence conditions (and even for longer FSO links \( \sim 500 \) m and 1000 m with reduced turbulence level) with the EVM level kept under the 9% limit. Moreover, we showed that the proposed system could cope with the additional 15 dB of optical loss, which allows for an additional link extension. Presented results therefore confirmed the feasibility of the new RoF and RoFSO system deployment, utilizing DML with broadband transmission and operating in the 24–26 GHz band for small mobile cells. We showed that the proposed scheme is capable of delivering higher data rates using the high-frequency band over longer transmission spans by means of optical transmission, thus illustrating its potential in 5G networks. The proposed scheme can be extended up to 10 Gbps using the explored spectrum bandwidth, which will be part of our future experimental investigations.

**Funding**. European Cooperation in Science and Technology (COST) (CA16220, MP1401); Ministry of Industry and Trade (FV30427); Engineering and Physical Sciences Research Council (EPSRC) (EP/P030181/1).

**Acknowledgment**. The data are accessible through the Soton Repository (DOI: 10.5258/SOTON/D0390).

**REFERENCES**

Transmitters for Combined Radio Over a Fiber and Outdoor Millimeter-Wave System at 25 GHz

Volume 12, Number 3, June 2020

Jan Bohata, Member, IEEE
Matej Komanec
Jan Spacil
Radan Slavik, Senior Member, IEEE
Stanislav Zvanovec, Senior Member, IEEE

DOI: 10.1109/JPHOT.2020.2997976
Transmitters for Combined Radio Over a Fiber and Outdoor Millimeter-Wave System at 25 GHz

Jan Bohata ⊗,1 Member, IEEE, Matej Komanec ⊗,1 Jan Spacil,1 Radan Slavik ⊗,2 Senior Member, IEEE, and Stanislav Zvanovec ⊗,1 Senior Member, IEEE

1Department of Electromagnetic Field, Faculty of Electrical Engineering, Czech Technical University in Prague, 166 36 Prague, Czech Republic
2Optoelectronics Research Centre, Faculty of Engineering and Physical Sciences, University of Southampton, SO17 1BJ Southampton, UK

DOI:10.1109/JPHOT.2020.2997976
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

Abstract: In the modern wireless networks, millimeter-wave radio-frequency (RF) bands are becoming more attractive as they provide larger bandwidth and higher data rates than the today-used systems operating at frequencies below 6 GHz. In addition, according to the fact that coaxial cables exhibit extremely high attenuation for millimeter-wave RF signals, analog radio over fiber techniques (RoF) form a promising technology for delivering unaltered radio waveform to a remote antenna. This paper experimentally analyzes three types of RoF modulations, namely a directly modulated laser, an electro-absorption modulator, and a Mach-Zehnder Modulator. The primary focus is on the implementation of each RoF transmitter in an RoF system, such as those in 5G networks. The experimental study includes a detailed characterization of an RoF system with a 50-m long outdoor free-space RF channel operating in the frequency band of 25 GHz. Frequency response (S-parameters) and third-order nonlinear distortion are investigated in detail. Tests of EVM performance were conducted using an orthogonal frequency division multiplexing signal modulated with 16-quadrature amplitude modulation (16-QAM) with a long-term evolution signal. It is demonstrated that the transmitters studied can operate under a 13.5% EVM limit given for 16-QAM. Apart from the detailed system performance, the considerable power fluctuations in the 25 GHz free-space RF outdoor channel are reported.

Index Terms: Microwave photonics, optical fiber, millimeter wave, radio over fiber, optical modulator.

1. Introduction
Global data traffic in wireless networks is increasing exponentially, mainly due to video applications and high-resolution streaming, and it is expected that about 75% of the 69 Exabytes of total worldwide mobile data traffic will be used for video by 2022 [1]. This demand is driving the rapid evolution of wireless technology and incorporates higher frequency bands than those used today to offer significantly greater bandwidth, which is of particular importance for the 5th generation (5G) mobile networks. In addition to higher bandwidths, 5G networks need to deliver latency as low as
1 ms and data rates in the order of tens of Gb/s delivered to a high number of users, e.g., through highly directional beamforming [2].

High-frequency bands for 5G are mostly planned in the millimeter-wave (mm-wave) range of the electromagnetic spectrum. Due to the presence of atmospheric absorption across the mm-wave spectrum and a critical lack of available frequency bands, 24–28 GHz, 37–40 GHz and 64–71 GHz are the best candidates for 5G [2], in particular for smaller cells in cloud radio access network (C-RAN) architecture which tends to centralize the control of remote base stations. In C-RAN networks, radio over fiber (RoF) technology is very likely to be used for mm-wave transfers due to low attenuation and extremely large signal bandwidths [3], [4]. The usage of RoF system for mobile fronthaul networks can be digital or analog. However, especially for 5G networks, the analog RoF implementation helps in shifting of expensive analog-to-digital and digital-to-analog converters to the central office. [5] In the analog RoF approach with direct detection, a radio signal for wireless transmission is modulated onto an optical carrier, propagated via a standard single-mode optical fiber (SSMF) and directly detected by a photodiode keeping the radio frequency (RF) signal in original form, which is ready for antenna transmission. [6]. In this case, the distance between the RoF transmitter and receiver, e.g., for a remote antenna system, can be up to 50 km [7], [8]. Notwithstanding the long distance, RoF technology can operate for upper 5G mm-wave bands as was shown, for example, at 60 GHz for a 2.2-km long RoF link with a laboratory tested 4-m long free-space RF channel with leaky-wave antennas [9]. A comprehensive review of mm-wave frequency RoF systems was provided in [10].

As mentioned, an RoF transmission requires the RF signal to be first modulated on an optical carrier. The most established scheme for high-end RoF links is based on an external modulation performed in a lithium-niobate (LiNbO$_3$) based Mach-Zehnder Modulator (MZM), which is biased in quadrature bias point. Its advantages are large bandwidth (>40 GHz), negligible modulation chirp, low insertion loss (IL), low distortion, high power handling, and a relatively high extinction ratio (ER) [6]. Disadvantages include large size, high cost, low output optical power when operating in a linear area resulting in the need for a high power optical source, and low RF-to-optical modulation efficiency. However, the size of MZM can be reduced by integrating, as shown for example in [11]. Note that by using single drive MZM in the null transmission point, a carrier suppressed regime can be achieved, resulting in frequency doubling of the original RF signal after beating in a photodiode, as experimentally demonstrated in laboratory conditions [12], [13]. However, the operation in the null transmission point further reduces optical signal power due to high losses and second MZM needs to be used for data modulation.

The second option for external modulation is to use an electro-absorption modulator (EAM) capable of operating at high frequencies (up to 40 GHz). It is small in size and can be integrated with the laser source [14]. Its disadvantages include a slight modulation chirp, relatively low power handling, and modest ER in a trade-off with modulator losses. [15]

Another option for the RoF transmitter is the direct modulation of a high-bandwidth, directly modulated laser (DML). It represents the simplest and most compact solution as light generation and modulation occur within a single device. Direct modulation offers satisfactory RF to optical conversion efficiency and linearity but has relatively low output power and the modulation chirp is generally higher than the external modulation techniques [16]. A comparison of DML and external modulation using MZM for RoF links has already been presented e.g. in [17] states that MZM type links suffer from relatively high cost and complexity, especially when compared to DML links. Therefore, it seems that DMLs and EAMs are more suitable for microwave/photonics networks thanks to their low price and small size. Another experimental comparison between direct and external modulation at 60 GHz has been presented in [18], however, authors substituted real channel just by a variable attenuator, which cannot fully mimic the free space transmission channel parameters.

Published results on mm-wave transmissions over optical infrastructures mostly report on experiments performed in a laboratory environment. Recently, a 1 Gb/s full-duplex transmission using a silicon ring modulator and integrated III-V photodiode with downstream/upstream carriers at 15/11.5 GHz was presented in [19]. In [20] a DML transmission of 1 Gb/s RoF at 24 GHz over a
50-m long SSMF was demonstrated. To compensate for losses in the optical link, an erbium-doped fiber amplifier (EDFA) was used. Although error vector magnitude (EVM) was as low as 3.4% at the carrier frequency of 3.5 GHz, it was unacceptably high (20.5%) at 24 GHz when using quadrature phase-shift keying modulation. In [21], a 28 GHz 5G RoF system, using universally filtered orthogonal frequency division multiplexing with optical heterodyning, was presented. It used externally injected gain-switched distributed feedback laser realizing transmission over 25 km of SSMF and a 10-cm free-space RF channel with Vivaldi antennas. The total aggregated data rate was 4.56 Gb/s. In [22], the photonic generation of an RF multiple-input-multiple-output signal, in a dense wavelength division multiplexing RoF setup with MZMs, has been described and a 1 Gb/s transmission through 2 km of RoF, and an additional 6-m free-space RF channel was demonstrated. Another published work showed an experimental long-term evolution (LTE) transmission in a multi-service RoF system at 26 GHz [23]. This demonstration contained a 0.75-m long indoor RF channel and achieved 8% of EVM with 64-quadrature amplitude modulation (64-QAM), 10 MHz bandwidth, and an SNR of 30 dB. An RoF transmission over 20 km of SSMF and 10 m long RF free space channel including photonic mm-wave generation at 60 GHz for 5G fronthaul using MZM was presented in [24]. A microwave photonic link using the combination of free space optics (FSO) and 1 m long RF wireless channel operating at a frequency of 28 GHz was shown in [25] [26]. In addition, our previously published work [27] showed the most detailed experimental demonstration of RoF using DML that includes radio over free-space optics and a 3.3 m long indoor wireless free-space RF channel in the frequency band of 24–26 GHz.

Several papers reporting on an outdoor free-space RF transmission within RoF system have been also published. A 60 GHz RF transmission over a combined optic link for broadband photonic transmission wireless links was realized in [28] using self-pulsating mode-locked lasers and high output power photodetectors. In this case, two setups using EAM and MZM were demonstrated for the testing of an outdoor RF transmission for distances up to 25 m. Another report showed the possible integration of a W-band RoF link with passive optical networks [29]. For this purpose, a common, small, form-factor pluggable laser module was used for a 2.5 Gb/s transmission over 15 km of SSMF and an up to 225-m long free-space RF channel with parabolic antennas at a W-band frequency of 86 GHz. However, none of these outdoor experiments was carried out at the 25 GHz mm-wave band, which is the most probable spectral band to be adopted in early 5G and future wireless networks.

In this paper, we present experimental results from a mm-wave RoF outdoor system with a free-space RF channel operating in the 25 GHz band. We analyze the implementation of three transmitter topologies, including MZM, EAM and DML. The proposed transmission scheme and the environment represent real RoF deployment in an urban scenario for transmitting a wideband signal. The paper is organized as follows: The experimental setup is described in Section II, results from the indoor and outdoor measurements are presented in Section III and IV, respectively, a discussion is given in Section V and finally, the summary is provided in Section V.

2. Experimental Setup

At first, we performed an indoor measurement whose laboratory scheme is shown in Fig. 1. To emulate real data transmission format, the RF signal was composed of a baseband (BB) signal containing an orthogonal frequency division multiplexing (OFDM) LTE evolved universal terrestrial radio access (E-UTRA) test model TM3.2 with 16-QAM used for testing output power dynamic and transmitted signal quality [30]. The 20-MHz wide LTE bandwidth was generated by an R&S SMW200A signal generator and up-converted into an RF modulator (RF-MOD) by a 25 GHz single-tone carrier frequency provided by another signal generator R&S SMF100A. It resulted in output power of −10 dBm in the given signal bandwidth. Subsequently, the RF signal was modulated onto an optical carrier using three transmitter modulation techniques with particular parameters given in Tab. 1.

Note that mm-wave generation, providing high-quality signal with low phase noise, can also be realized in the optical domain as was shown e.g. in [4] and [28].
Although we use here only 20 MHz bandwidth, the testbed is examined over larger transmission bandwidth at the target frequency band of 25 GHz with emphasis on the comparison of particular modulation techniques. The DML (manufactured in HHI Berlin, commercially available) employed to form Transmitter A was a monolithically-integrated passive feedback laser [31]. It required a bias-tee (SigTek SB12D2) with bias current control and temperature stabilization (both driven by a Newport 8000 modulator controller). The input RF signal was first amplified by an RF amplifier (Wisewave AGP-33142325-01) to optimize power at the output of the RoF link. Optical output power (laser bias current of 59 mA and temperature of 35 °C) was 1.6 dBm.

Transmitter B was based on an external EAM (OKI OSC-LDS-EML-C-500C) packaged with a continuous wave (CW) laser in a butterfly assembly. It was of comparable size to the DML, which was also in a butterfly package. The EAM required temperature control (Thorlabs TED200C, set to 35 °C in our experiments) and a bias current (Thorlabs LDC205C) set to 100 mA. Its average optical output power (laser bias current of 59 mA and temperature of 35 °C) was 1.6 dBm.

Transmitter C used a CW laser (CoBrite DX4) with an external LiNbO$_3$ 40 Gb/s MZM (Fujitsu FTM7938EZ/201) biased at the quadrature point with optical power of 6.6 dBm at the output of the MZM.

The highest requirement for power consumption of the tested transmitters lay in RF signal generation, which was the same for all transmitters, although Transmitter A used an additional

<table>
<thead>
<tr>
<th>Transmitter</th>
<th>Employed scheme</th>
<th>Modulation bandwidth -3 dB (GHz)</th>
<th>Optical output power (dBm)</th>
<th>side-mode suppression ratio (dB)</th>
<th>Static extinction ratio (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter A</td>
<td>DML</td>
<td>≥ 35</td>
<td>≥ 1.6</td>
<td>≥ 50</td>
<td>≥ 30</td>
</tr>
<tr>
<td>Transmitter B</td>
<td>EAM</td>
<td>≥ 32 GHz</td>
<td>6.7</td>
<td>≥ 35</td>
<td>≥ 15</td>
</tr>
<tr>
<td>Transmitter C</td>
<td>MZM</td>
<td>&gt; 25 GHz</td>
<td>6.6</td>
<td>≥ 40 (external CW laser)</td>
<td>≥ 20</td>
</tr>
</tbody>
</table>
Fig. 2. Outdoor RoF link and 50-m long free-space RF channel. All three transmitters (A, B, and C) are shown. In the experiment, only one transmitter was used at a time.

low noise RF amplifier to compensate bias tee losses. Another power consumption requirement arose from the temperature control, which was however, needed for all laser sources and optical signal generation. The tested optical sources consumed approx. 0.5 W with strictest demands to Transmitter C, which needed to produce the highest optical power, whereas the lowest power consumption had DML in Transmitter A.

The signal from the transmitter under test (A, B, or C) firstly passed through a variable optical attenuator (VOA, Oz optics - DA-100-SC-1300/1550-9/125-S-40 with 1.5 dB of IL) and a 100-m long SSMF. For indoor measurements, the signal was further detected by a photodetector (Optilab PD-40) and analyzed with an R&S FSW signal analyzer.

In the next step, the outdoor setup was proposed to compare indoor and outdoor system performance. Outdoor measurements included a free-space RF channel, which was comprised of two antennas (transmitter antenna - Tx and receiver antenna - Rx) placed on the rooftops of two 9-story building towers, both of which are part of the campus of the Faculty of Electrical Engineering, Czech Technical University in Prague. This enabled 50-m long free-space RF transmission in real atmospheric conditions about 40 m above ground level. The entire setup is shown in Fig. 2, where the 100-m long SSMF between the VOA and the photodetector represented a typical distance of an RoF link, such as what is needed to connect a roof-top antenna with a ground-level central office. Note that the 100-m long SSMF was part of the installed network to mimic a real scenario, e.g. inside a large business building. As will be shown later, SSMF length can be significantly extended without introducing any system performance degradation. To compensate for the relatively large loss of the 50-m long free-space RF channel, the photo-detected signal was amplified with a cascade of three low-noise amplifiers (LNAs) (Miteq AMF-4F-260400-40-10p, Analog devices HMC1131, and Qorvo TGA4536-SM), boosting the power at the transmitting antenna input up to 14.3 dBm. The two RF antennas used to transmit the signal over the free-space RF channel between the buildings (see Fig. 3) were double ridged horn antennas (DRH40–RFspin, s.r.o.) with 14.7 dBi gain at 25 GHz. The free-space loss for antenna transmission at 25 GHz over the 50-m long channel was 94.4 dB, reduced to 65 dB by the antenna gains.

The RF signal received by the receiver antenna was boosted with an LNA (Miteq AMF-4F-260400-40-10p) to compensate for losses of the free-space transmission and the 3-m long coaxial cable (9 dB loss at 24 GHz [32]) connecting the antenna to the signal analyzer. Note that the additional internal amplifier of the signal analyzer was used for Transmitter A enabling the incoming signal, which was weaker in the case of Transmitter A, to set a comparable power level for all three transmitters.
Additionally, another measuring setup was built to characterize the free-space RF channel. The scheme consisted of the RF parts shown in Fig. 2 without any optics, i.e., it comprised signal generators with RF-MOD, a combination of Tx and Rx antennas, and two LNAs (Miteq AMF-4F-260400-40-10p and Analog devices HMC1131). The received signal was evaluated by the signal analyzer.

Our experimental work consisted of two subsequent experiments – a laboratory characterization of the RoF part, followed by the characterization of the entire RoF link with an outdoor free-space RF channel.

### 3. Indoor Experimental Results

Firstly, the linearity of the three transmitters (A, B, and C) using the laboratory setup (Fig. 1) was compared. Third-order intermodulation distortion (IMD3) was measured using a standard two-tone test with enabling the IMD3, spurious-free dynamic range (SFDR) and the third-order intercept point (IP3) to be evaluated. The results, measured at a frequency of 25 GHz with 1 MHz spacing between two tones, for all three transmitters using the same photodetector, are shown in Figs. 4a), b) and c).

SFDRs of 88.6, 90.2 and 96.6 dB Hz$^{2/3}$ for Transmitters A, B and C, respectively, were obtained with corresponding input IP3s of 0, 50, and 31 dBm. Results show that Transmitter C had the lowest
third-order distortion (SFDR = 96.6 dB·Hz$^{2/3}$), followed by Transmitter B (SFDR = 90.2 dB·Hz$^{2/3}$).
Transmitter A had the highest nonlinearity in terms of IMD3, mainly due to a considerably higher noise floor, but on the other hand, the input power did not exceed a critical value to generate significant nonlinear distortion. It is worth noting that the linearity measurement of Transmitter A was influenced by the bias-tee and especially by the additional RF amplifier that was necessary to boost RF power at its input to maintain the same power level as Transmitters B and C what resulted in the lowest linearity in terms of the SFDR. Transmitter B had the highest level of allowable input power in terms of IP3, i.e. 50 dBm. In the next step, $S_{11}$ and $S_{21}$ parameters for frequencies up to 40 GHz were measured using a vector network analyzer (R&S ZVA67). Measured data for all three transmitters are presented in Fig. 5.

Note that $S_{11}$ result of Transmitter A (Fig. 5a) involved the input matching load of the bias tee since the DML had no direct RF input and show an excellent matching with $S_{11}$ mostly below $-10$ dB in bandwidth between 20 and 30 GHz. Transmitter B evinced at the input a very low impedance match of $-5.5$ dB in terms of $S_{11}$ at 25 GHz compared to $-11$ dB and $-16.5$ dB for Transmitters A and C, respectively. Nevertheless, the results imply low frequency-dependent transmission in terms of $S_{21}$ for all three transmitters with frequencies up to 30 GHz (Fig. 5b) showing a comparable course. Additionally, Transmitters B and C have an almost identical shape of $S_{21}$ curves, suggesting the measured performance is predominantly given by the photodetector.

The average $S_{21}$ magnitude difference between Transmitters B and C was 7 dB, mainly caused by the modulation depth. The DML in Transmitter A was designed to operate over a wider frequency range of up to 40 GHz [26], however, its $S_{21}$ performance was highly influenced by the frequency profile of the photodetector used and, in particular, by the bias tee. It resulted in a less flat characteristic compared to Transmitters B and C. The $S_{21}$ measured at frequency of 25 GHz were $-53.9$, $-32.3$ and $-24.2$ dB for Transmitters A, B and C, respectively. Note that considerably lower transmission with Transmitter A was caused by the exclusion of an RF amplifier in front of its bias tee input. The IL, meaning the RF signal transfer to optical and back from optical to the RF domain, measured in an indoor scenario for a particular setup with parameters given in section II at a frequency of 25 GHz, was 32.4 dB (53.3 dB without an amplifier in front of the DML), followed by 38.9 dB and 30.2 dB for Transmitters A, B and C, respectively.

Furthermore, the RoF link performance without the free-space RF channel was analyzed in laboratory conditions. Its performance was first characterized in terms of EVM over a frequency range of 22.5 GHz to 26.5 GHz by using a 20 MHz LTE signal bandwidth and 16-QAM modulation from the test model TM 3.2. Results are then shown in Fig. 6. The highest received RF power and corresponding absolute lowest EVM of 2.3% in the selected frequency range were achieved with Transmitter C. The measured EVM values at 25 GHz were 3.7, 3.7 and 2.4% for Transmitters A, B and C, respectively, showing comparable performance of Transmitters A and B for indoor scenario.
Fig. 6. Measured EVM for Transmitters A (green solid line), B (red dotted line), and C (blue dashed line) in the frequency range of 22.5 GHz–26.5 GHz in laboratory conditions.

The best EVM performance while using Transmitter C has been achieved especially due to the above mentioned high RF power transmission and low IMD3, which directly affects the signal in used bandwidth.

It can be observed that the profile of EVM for all transmitters partially follows the frequency response of the jointly-used equipment/components, which can be seen, e.g., at 23.1 or 25.8 GHz where all three curves evince similar peaks. However all performances in selected bandwidth keep under the EVM of 6%, which is greatly under the EVM limit for 16-QAM. In order to evaluate potential margins in the system power budget, we tested the resilience of the laboratory RoF setup to additional optical loss, which was introduced by using a VOA as depicted in Fig. 1. Measured results for indoor setup at 25 GHz are shown in Fig. 7. The black-dotted horizontal line indicates the 13.5% limit given by the 3GPP for the 16-QAM modulation scheme [30]. Constellation diagrams with EVM of 3.3, 3.7 and 2.4% for Transmitter A, B and C, respectively, are shown in Fig. 7b).

The maximum margins for additional optical losses were 9.2, 6.7, and 11.2 dB for Transmitters A, B, and C, respectively. In other perspectives, the EVM magnitudes were 6.5, 11.5 and 4.9% when setting the allowable margin to 6 dB to keep all scenarios with EVM under 13.5% and providing large margin for e.g. fiber length extension.

4. Outdoor Experimental Results
A large unlicensed bandwidth is provided by the mm-wave band between 24–28 GHz though significant challenges remain, in particular, high free-space propagation loss. As shown below, another limitation is introduced by significant power fluctuations due to perturbations in the atmosphere.

4.1. Free-space RF channel characterization
To characterize the free-space RF channel stability in RoF system, received RF power fluctuations were monitored by using both data and single-carrier transmission at the 25 GHz frequency described in Chapter II. For the sake of comparison, a single-carrier transmission at 5 GHz was also tested. Results from a one-hour measurement of the received LTE signal power fluctuation within test model TM 3.2, with 20 MHz bandwidth and 16-QAM modulation at 25 GHz, are shown in Fig. 8. Note that the data were taken each 100 ms to capture even fast signal fades. As can be seen, the signal experienced high power fluctuations around the mean power level of −45.7 dBm with a standard deviation of 1.9 dB, which follows the probability density function of normal distribution.
Fig. 7. (a) EVM vs. additional optical loss for indoor links with Transmitters A (green solid line), B (red dotted line), and C (blue dashed line) at a frequency of 25 GHz and (b) corresponding constellation diagrams for Transmitter A, B, and C with 16-QAM at 0 dB of optical attenuation.

Fig. 8. Measured received power fluctuations following propagation through 50-m long free-space RF channel at a carrier frequency of 25 GHz with the 20 MHz bandwidth LTE data including the corresponding probability density function.

as depicted in the inset in Fig. 8. Note, this result is in line with calculations and measurements presented in the literature. For example, the experimental measurements and empirical-based propagation channel models at 28 GHz reported a standard deviation of 1.1 dB for the directional path loss model with line-of-sight [33].

Another study [34] presented data from a path loss model for usage within 5G in urban macrocells, microcells and indoor scenarios. The standard deviation of power fluctuation was modeled to be as large as 3.2 dB at 28 GHz for a distance range of 31–54 m [34]. Moreover, the free-space channel condition has been examined especially in terms of atmospheric effects...
that revealed a non-negligible correlation between received RF signal power with wind speed and consequently with air humidity, which was between 50–62% in given measuring interval. The magnitude of Pearson correlation coefficient of received RF power and humidity was 0.31 denoting weak correlation with the presence of the water particles in the air. To further gain insight into the measured power fluctuations, additional tests transmitting only a single-tone (instead of the LTE signal) were performed at 25 GHz. Power fluctuations in terms of a standard deviation of 2.3 dB were observed. When the single-tone signal frequency was decreased to 5 GHz, power fluctuations were reduced to 0.8 dB, making 1.5 dB difference compared to the 25 GHz frequency.

All our measurements were carried out during clear, sunny September days with similar conditions (temperatures around 14 °C). To confirm the achieved results, we repeated the measurement several times with comparable weather conditions and acquired similar results. As we did not observe any power fluctuations of such magnitude in our indoor experiment using the same hardware published earlier [27], we conclude that the fluctuations were caused exclusively by the atmospheric conditions.

Considering our experiments were carried out during clear days suggests that significantly stronger power fluctuations may be expected during harsh weather conditions. As the power fluctuations may significantly influence system performance (and especially power margins), weather conditions must be carefully considered and their influence on power fluctuations needs to be characterized when designing a free-space RF channel operating at the 25 GHz band.

4.2. Overall optical and RF system performance

In the final step, the whole system, including RoF and the outdoor free-space RF channel, was tested according to the indoor measurement campaign. The performance was again characterized in terms of EVM over a frequency range of 22.5 GHz to 26.5 GHz using a 20 MHz LTE signal bandwidth and test model TM 3.2 with 16-QAM modulation. Note that the EVM values were captured as a mean value according to received power fluctuations whose distribution is displayed in Fig. 8. Results from the EVM measurement are shown in Fig. 9. Due to the lower output optical power, the configuration of Transmitter A used an internal RF amplifier at the signal analyzer to obtain a similar level of detected signal power as that obtained with Transmitters B and C. As expected, the highest received power, as well as the lowest EVM in the selected frequency range, was achieved by Transmitter C with MZM like in indoor scenario. However, Transmitter A performed quite similarly to Transmitter C also thanks to activated additional RF amplifier in the receiver, which improved the signal power. We achieved a mean EVM below 6%, well below the limit of 13.5%, for all three transmitters at 25 GHz. However, Transmitter B only evinced an EVM under 13.5% over a reduced frequency range of 22.6–26.1 GHz. This is surprising as Transmitters A and C performed

![Fig. 9. Measured EVM for Transmitters A (green solid line), B (red dotted line), and C (blue dashed line) in the frequency range of 22.5–26.5 GHz for outdoor measurement.](attachment:image.png)
sufficiently well over the entire spectral range studied, whereas optical power of Transmitter C was at the same level as for Transmitter B. We attribute the overall poorer performance of Transmitter B to its relatively lower ER and worse impedance matching and lower \( S_{21} \) transmission, as compared to Transmitters A and C. As concerns EVM values obtained for the outdoor setup, it was as low as 4.1% when using Transmitters A and C, and 4.5% when using Transmitter B at 25 GHz. This represents only a modest degradation when compared to the laboratory setup performance.

The considered 4-GHz bandwidth is reduced, especially for Transmitter B on both edges of the considered spectrum. For all transmitters, the EVM increases above the frequency of approximately 25.2 GHz due to frequency-dependent losses, a small drop in \( S_{21} \) characteristics (see Fig. 5b) at this frequency and increased noise of the receiver, which steeply rises above 26 GHz and results in the degradation of SNR. We can also observe the increased EVM values for frequencies below 23.4 GHz for all transmitters because of the frequency-dependent gain of used amplifiers. The aforementioned reasons led to significantly increased EVM values for Transmitter B, having about 8 dB lower power transmission, about 6 dB worse impedance matching and 6.4 dB lower dynamic range compared to Transmitter C and whose different transmission parameters have become apparent in outdoor system usage. Moreover, the Transmitter B evinced the lowest SNR from all transmitters in outdoor scenario, namely 29.8 dB at 25 GHz. Whereas the SNR of the Transmitter B was lower by 3.5 and 2.2 dB at 25 GHz, comparing to the Transmitters A and C, respectively, the SNR at 24 GHz was lower by 5.5 and 6 dB, respectively and lower by 4.5 and 3.5 dB at the frequency of 26 GHz, comparing to the Transmitter A and C, respectively. Therefore the overall performance was more deteriorated in the edges of considered bandwidth for Transmitter B. Note that the displayed EVM figures are mean values. When taking power fluctuations into account, the EVM also fluctuated, with up to a maximal \( \pm 5\% \) variation for the test model used at the 20 MHz bandwidth and 16-QAM. The updated limit, providing enough margin and ensuring a fluctuating EVM below the original limit, is shown as the grey dashed horizontal line at EVM of 8.5%. Unfortunately, this reduces the useful bandwidth for Transmitter B from 23.2 GHz to 25.4 GHz and for Transmitter C from 22.5 to 26.3 GHz.

Finally, we analyzed the effect of additional optical losses using the same approach as described in Section III. Measured results of EVM dependence on optical loss for all three transmitters are depicted in Fig. 10. As can be seen, there is a smaller maximum margin for additional optical losses for the outdoor setup than for the laboratory setup without the free-space RF channel. The maximum observed difference was 3.6 dB for Transmitter C. The optical loss of the outdoor system can be increased up to 6.8, 4.2 and 7.6 dB for Transmitters A, B, and C, respectively while keeping mean EVM below 13.5%.

On the other hand, when maximum RF received power fluctuation induced in the free-space RF channel at 25 GHz was accounted for, the margin for additional optical losses was reduced to 4.0, 3.1 and 5.0 dB for Transmitters A, B and C, respectively. These values were obtained without the use of an optical amplifier whose use would significantly extend the power budget margin to provide, e.g., SSMF link extension. The higher margin for optical losses achieved with Transmitter C is due to high optical power when using MZM, the linear characteristic of the MZM, and its high ER as well as the high transmission in terms of \( S_{21} \). Fig. 10b) depicts constellation diagrams while using particular Transmitter with 0 dB of optical attenuation with corresponding EVM values of 4.3, 4.6 and 3.9% for Transmitter A, B and C, respectively.

5. Discussion

In the conducted experiment, we have shown that all three transmitters exhibit satisfactory performance for deployment in real-world RoF systems. Achieved results are in agreement with commonly observed differences in the performance of particular modulation configurations and we have shown which parameters can highly affect such a RoF link including a real outdoor antenna link. Based on our results, the importance of high signal power transmission, i.e. around 30 dB of IL or better for passive RoF, over optical infrastructure in terms of \( S_{21} \) parameter and impedance...
matching over a large frequency range can be clearly highlighted. Higher ER and immunity to IMD3 influencing the quality of the signal are also vital.

Apart from the above-mentioned observations, which may be straightforward for researchers in the RoF field, we examined real outdoor free-space RF link and we found that signal fluctuations affect the RoF system performance severely. Captured data analysis provided a nice insight into the channel behavior and proved to have the most significant effect on the overall RoF system. The main outcome is that even in a clear, sunny day, strong signal fluctuations of over 2-3 dB are present at 25 GHz, whereas lower frequencies are more resilient. Therefore, for RoF system analyses including antennas, it is important to measure in real conditions instead of laboratory verifications or at least to include the channel behavior based on published empirical data.

The delivery of sufficient RF power to the antenna depends, amongst others, also on the optical transmitter power and therefore we have added an additional RF amplifier in the RF receiver when using Transmitter A. Interestingly, with this additional RF amplifier, the RoF system performance was as good as with Transmitter C. Moreover, we demonstrated in [27] the excellent system performance under laboratory conditions with identical DML when the optical power was 3 dB higher and EDFA has been adopted to compensate the low DML output power. Based on the results, it is worth mentioning that the most appropriate approach for a specific solution needs to be considered in the context of other parameters like cost, size or integrability, which favours DML approach, even in the frequency band between 20 and 30 GHz.

The optical link serves here as a medium for radio signal transmission over longer distances than would be possible to reach with RF cable or antenna and therefore, margin for additional losses have been tested for both indoor and outdoor link and all presented approaches can be used with some limitations according to their particular parameters. Moreover, the complete RoF system including the RF wireless transmission at the frequency around 25 GHz needs more used RF components, namely RF amplifiers to compensate high atmospheric attenuation in this band and high losses due to antenna broadcasting (note that in our case the RF free space losses
including antenna gain were 65 dB over 50 m distance because the used antenna has relatively wide radiating beam (> 30°). Thus there is a number of RF amplifiers, which are necessary to get sufficient RF power budget. This considerably affects the overall system performance by the uneven amplifier gain in the given bandwidth and also noise floor increases.

In our study, we used a lower data rate (TM 3.2 LTE test model with 20 MHz bandwidth and 16-QAM modulation scheme), nevertheless, the achieved results suggest the system has the potential to operate even at 100 MHz bandwidth or more. This we demonstrated in [27] for an indoor-only based system where we achieved 375 Mb/s throughput with the same DML as we used in this study for Transmitter A.

6. Conclusions

We have demonstrated an experimental RoF transmission of mm-wave signal with a 50-meter long outdoor free-space RF channel in the frequency band of 25 GHz. The best system performance has been achieved by using Transmitter A (based on a DML) and Transmitter C (based on MZM). In the outdoor scenario, the mean EVM for the aforementioned transmitters was below 8.5% over the entire tested 4 GHz bandwidth window, giving reasonable margin for the 16-QAM requirement of <13.5% EVM, budgeting for the expected power variations due to the received power fluctuations in the free-space RF channel. The Transmitter A compared to Transmitter C is potentially significantly cheaper, simpler, and more compact, making it a better candidate for large-scale deployment, e.g., in 5G networks. Moreover, we have shown that the lower output optical power in the case of Transmitter A can be compensated by additional RF amplifier in the receiver and therefore equalize the Transmitter C with MZM. Transmitter B (based on EAM) achieved adequate overall EVM performance but with degradation towards both edges of the spectral band studied in the outdoor experiment. The EAM performance suffers from an achieved trade-off between satisfactorily high ER (i.e., 15 dB vs. 20 dB with MZM) and acceptable IL, lower linearity, RF transmission and impedance matching when compared to Transmitter C what led in real outdoor system to considerable signal fading. However, Transmitters A and B represent an integrated and, thus, potentially low cost and compact solution. Furthermore, we characterized all three transmitters in the RoF channel to evaluate potential margins in the system power budget. All of them can provide more than 3 dB (Transmitter C up to 6 dB) when considering maximal EVM variation due to a wireless transmission at 25 GHz. Finally, we reported on a significant signal power fluctuation for the free-space RF channel at 25 GHz, whose impact needs to be taken into account (e.g., considering higher power margins) when designing such a link. The standard deviation of received power, while using a 16-QAM transmission with a 20 MHz bandwidth at 25 GHz over a 50-m long wireless channel, was 1.9 dB resulting in maximal EVM variation of ±5%.
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Abstract: A new hybrid microwave photonic link based on a polarization division multiplexing Mach-Zehnder modulator (PDM-MZM) is proposed. The link enables co-transmission of millimeter-wave (mmW) and sub-6 GHz wireless signals over a seamless single-mode fiber (SMF) and free-space optics (FSO) channels. Optimization of the chromatic dispersion (CD)-induced power fading regardless of the power fading due to the non-deterministic atmospheric turbulence (AT) is simultaneously demonstrated. Extensive simulation analysis is first presented to examine (i) the impact of CD on mmW (25 GHz) and sub-6 GHz (2.6 GHz) signals, envisioned for the 5th generation networks, and (ii) optimization of CD-induced power fading by changing the phase relations between the optical carrier and optical sidebands in each polarization channel using single tunable polarization controller. A proof-of-concept experiment is finally performed to simultaneously deliver 25 GHz and 2.6 GHz signals with 4/16/64-quadrature amplitude modulation over (i) 20 km SMF and 2 m radio wireless link and (ii) 20 km SMF, 4.2 m FSO (with AT) and 2 m radio wireless links. The optimization of the CD-induced power fading is experimentally verified and link performance shows high tolerance to CD with no power penalties and the measured error vector magnitudes well below the required limits. The predicted bit error rates are also below the forward error correction threshold of $2 \times 10^{-4}$.

Index Terms: Millimeter-wave, sub-6 GHz, multi-RAT, radio-over-fiber, free-space optics, microwave photonic link.
1. Introduction
The data traffic on wireless communications is growing exponentially due to the use of ever-increasing number of devices, e.g., smartphones, laptops, tablets, etc., requiring access to multi-Gb/s bandwidth-demanding applications and services. The sub-6 GHz radio access technology (RAT) has been developed for the 5th generation (5G) wireless networks to address this demand [1], [2]. These sub-6 GHz bands offer promising attributes for mobile broadband and possess interesting propagation characteristics to support wide area coverage. However, to support the growing demand for the bandwidth, the communication industry is moving to the higher radio frequency (RF) range in the millimeter-wave (mmW) bands, e.g., mmW RAT [3]. In 2016, the Federal Communications Commission officially announced the frequency slots in the mmW bands of 24.75 – 25.25, 27.5 – 28.35, 38.6 – 40 and 57 – 71 GHz as part of 5G [4]. In early 2020, Global System for Mobile Communications Association updated the 5G spectrum public policy position with the emphasizes on 26, 28 and 40 GHz frequencies, which has currently received the most international support and strong momentum from operators due to the widest harmonization with minimized user equipment complexity [2].

Despite the fact that the mmW frequency bands are capable of offering ultra-high broadband services, i.e., multi-Gb/s data rate ($R_b$), which is envisioned for the broadband access network in 5G, the high signal attenuation due to the atmospheric condition (gaseous, rain, snow, turbulence, etc.) limits the transmission range $d$. For example, a 28 GHz mmW point-to-point communication system was demonstrated in [5] with $R_b$ of 2 Gb/s at $d$ of 1 km, which implies that only users close to the cell site will receive the full benefit of mmW-based wireless service. In addition, mmW signals are unable to penetrate most solid materials very well, since they are more susceptible to blockages such as walls, buildings and trees. E.g., at 40 GHz the signal attenuation through 10 cm concrete materials is 175 dB compared to $\sim$18 dB at sub-6 GHz (i.e., < 3 GHz) [5].

Therefore, to (i) reuse the transport networks of current sub-6 GHz RAT for the new mmW RAT and (ii) offer more widespread 5G deployments for supporting all use cases at a low cost and reduced time, co-transmission of the sub-6 GHz and mmW wireless signals over the current mobile transport i.e., mobile fronthaul/backhaul are highly desirable and attractive. The microwave photonic link (MPL), i.e., radio-over-fiber, has been represented as an attractive alternative technology with numerous advantages such as low attenuation, ultra-broad bandwidth, excellent flexibility and immunity to RF electromagnetic interference [6]–[10]. In the centralized radio access network architecture using MPL, multiple RF signals are generated at the central station (CS) and directly transmitted to the base station (BS) via an optical distribution network (ODN), e.g., optical fiber, with no protocols and interfaces modifications and therefore significantly reducing cell site hardware complexity and cost [11]. At the BS, the received multiple RF signals are electrically amplified and then radiated via antennas (ANTs) to the user equipment. Furthermore, as demonstrated in [12], the MPL is also applicable for the implementation of multiple-input multiple-output technology, which increases the link capacity enormously.

The simplest method for simultaneous transmission of mmW and sub-6 GHz wireless signals is to employ the MPL-based wavelength-division-multiplexing technology. However, assigning an optical wavelength per RAT is a costly and bulky solution due to the use of multiple optical transmitters (Txs) and receivers (Rxs), i.e., lasers, optical modulators and high-speed photodetectors (PDs) [13]. It is worth mentioning that high-speed PDs are relatively expensive; they however can be reused for future wireless networks, where mmW RATs are widely operated. In addition, with the ongoing development of optoelectronic devices and integration technologies, commercial high-speed PDs (i.e., > 20 GHz bandwidth) could become more cost-effective in the next few years. Therefore, the option of adopting MPL for supporting multi-RAT in a compact and cost-effective manner using only a single laser would be highly desirable. There are two possible solutions, which have been proposed and demonstrated recently using:

1) Subcarrier multiplexing via an electrical combiner [14], [15]. This solution is simple and cost-effective. However, the intermodulation distortion owing to the combination of two electrical signals is high and more importantly, the effect of fiber chromatic dispersion (CD) is severe,
especially for the mmW signal when simple optical double-sideband (DSB) modulation is employed [14].

2) Dual-drive MZM technique [16], [17]. This approach requires the optimization of both bias voltages applied to the dual-drive MZM and an optical interleaver to separate the multi-RF signals [17].

In these works, only a single-mode fiber (SMF) channel was employed for the signal transmission. In addition, no sub-6 GHz wireless link was carried out. In this work, for the first time, to the best of our knowledge, we propose and experimentally demonstrate the co-transmission of mmW (i.e., 25 GHz) and sub-6 GHz (i.e., 2.6 GHz) signals based on the polarization division multiplexing-MZM (PDM-MZM) technique over two configurations of ODN, which consists of (i) only a SMF channel, namely PDM-MPL and (ii) a hybrid optical link (i.e., of SMF and FSO) known as PDM-hybrid microwave photonic link (PDM-HMPL) under atmospheric turbulence (AT).

Note that, in ultra-dense urban areas, the deployment of optical fiber cables is costly, complex and requires the right of access. Therefore, in such cases as well as in areas where there are very limited coverage or no coverage at all due to damaged optical fibers or environmental disasters, the FSO technology could be deployed at reduced cost and time to provide flexible wireless services prior to the final RF transmission from nodes to users, see Fig. 1(a). However, both RF (especially mmW) and optical signals will experience attenuation and distortions imposed by the channels. In the SMF channel, CD is more severe for the DSB-based modulation scheme because of the relative phase changes between the optical carrier \( f_{oc} \) and sidebands \( f_{sb} \) frequencies, which will seriously deteriorate the quality of transmission signals [18]. In the FSO channel, the propagating signal will experience both attenuation and fluctuations due to fog and AT. The latter is due to random small-scale temperature variations along free-space channel, which results in changes of the refractive index and thus irradiance variations [19]. These detrimental effects lead to an extremely low received RF power \( P_{RF} \) level at the Rx, thus resulting in a reduction of demodulated signal quality in terms of distorted quadrature amplitude modulation (QAM) constellation diagrams, high error vector magnitude (EVM) and bit error rate (BER). In this work, to compensate for the CD-induced relative phase changes, we propose a simple technique based on a tunable polarization controller (PC) at the BS to adjust the phase of \( f_{oc} \). By properly controlling the PC, the CD-induced power fading on RF wireless signals are optimized independently regardless of the AT-induced power fading effect. We have observed no performance degradation due to CD for mmW and sub-6 GHz signals using the optical DSB modulation. By adopting the proposed scheme, \( P_{RF} \) is...
maintained at the desirable level with discernible constellation diagrams and improved EVM and BER without employing complex high-speed digital signal processing [20]. This, ultimately, leads to the reduced complexity and cost of the transport system.

It is worth to mention that, in [18] tunable PCs were used to optimize the CD-induced power fading in 6 GHz MPL. Two tunable PCs were employed since the two vector signals at the Tx were independently intensity- and phase-modulated by a complex in-phase-quadrature MZM, which consisted of 4 phase modulators and a polarization rotator (PR). However, no work has been reported on the hybrid SMF-FSO and RF wireless system.

The remainder of this paper is structured as follows. Section 2 describes the proposed system and provides simulation analysis on the simultaneous transmission of 5G-envisioned mmW and sub-6 GHz signals and the CD-induced power fading optimization. Section 3 describes the proof-of-concept experimental setup, while Section 4 discusses the extensive experimental results. Finally, Section 5 outlines the conclusions of the work.

2. Operating Principle and Simulation Analysis

2.1 Link Structure

The schematic diagram of the proposed system is shown in Fig. 1(b). At the CS, the laser output at a central wavelength of 1550 nm is equally split into two branches, which are applied to two MZMs for external modulation by the mmW \( x_1(t) \) and sub-6 GHz \( x_2(t) \) signals via the RF input ports of the MZM-1 and MZM-2, respectively. To ensure orthogonality of both polarization states, a PR at the output of MZM-2 is used to rotate the state of polarization of the optical signal by 90°. Both optical signals are subsequently multiplexed using a polarization beam combiner (PBC), the output of which is transmitted to ODN via a SMF. Note that, the PDM-MZM is a commercially available integrated device, as recently demonstrated in [21].

In ODN, the polarized optical signal can be transmitted via three paths of (i) SMF, (ii) FSO, and (iii) hybrid SMF-FSO. Next, the output of ODN is applied to two Rxs at the BS via the tunable PC, which is employed to optimize the CD-induced power fading, and a polarization beam splitter (PBS). The regenerated \( x_1(t) \) and \( x_2(t) \) signals are further amplified using power amplifiers (PAs) prior to being wirelessly transmitted via commercial ANTs.

2.2 Simulation Results

For the initial link analysis, we first use OptiSystem-MATLAB co-simulation platform to evaluate the performance of the simultaneous transmission of mmW and sub-6 GHz signals over the SMF channel. Since the distance of 5G optical fronthaul links between CS and BS is typically below 20 km, we consider 10 and 15 km of SMF to represent practical links. As a benchmark, the optical back-to-back (OB2B) link (i.e., no ODN) is also considered. Note that, the optical power at the output of the PDM-MZM is set at 0 dBm. We first investigate the co-transmission of \( x_1(t) \) and \( x_2(t) \) signals, i.e., 25 and 2.6 GHz 4-QAM, respectively at \( R_b \) of 4 Gb/s (2 GHz bandwidth) with the input RF power levels of 10 and 0 dBm, respectively. To assess the impact of CD, we have not used PC. Fig. 2(a–c) depicts the simulated optical spectra for \( x_1 \) and \( x_2 \)-polarization multiplexed signals at the input of PD-1 for OB2B, 10 and 15 km SMF, respectively. As can be seen in Fig. 2(a), the optical spectra clearly show the DSB intensity-modulated scheme for \( x_1(t) \) with 25 GHz frequency spacing from the optical-data-tone to \( f_{oc} \). However, for the cases of 10 and 15 km SMFs, see Figs. 2(b) and (c), we observe not only the reduction in optical power of \( x_1(t) \) compared with OB2B but also the optical signal leakage of \( x_2(t) \) (i.e., 2.6 GHz carrier component). This is due to the crosstalk between the two polarizations in a PDM system over a long SMF. The longer SMF distances, the more pronounced leakage, which in turn, leads to polarization misalignment and especially, the CD-induced power fading effect at the Rx. However, by controlling the PC, we can flexibly adjust the polarization misalignment between the optical signals from the two MZMs and compensate for the CD [18].
Fig. 2(d–f) depicts the corresponding spectra of the electrical signals at the output of PA-1 for OB2B, 10 and 15 km SMF links. Note that, for 15 km SMF, $P_{RF}$ of $x_1(t)$ is reduced by 22 and 15 dB compared with OB2B and 10 km SMF, respectively. The constellation diagrams for OB2B, 10 and 15 km SMF links are illustrated in Fig. 2(g–i). For the OB2B and 10 km SMF links, the EVM values are 7.0 and 16.3%, respectively, which are below the 17.5% EVM requirement. For the 15 km SMF link, it is not possible to demodulate the signal due to the significant reduction of received power.

Similarly, Fig. 3 depicts the performance of the $x_2(t)$, where the spectra at the output of PA-2 for OB2B, 10 and 15 km SMF links are shown in Fig. 3(a–c). We also observe the inter-channel interference from $x_1(t)$ (i.e., 25 GHz carrier component) following transmission over 10 and 15 km SMFs. The constellation diagrams depicted in Fig. 3(d–f) show reduced distortions compared with Fig. 2(g–i). However, unlike $x_1(t)$, the effect of CD-induced power fading on $x_2(t)$ is less severe since the signal power periodically fades with the increasing of the carrier frequency [18]. The EVM values for OB2B, 10 km and 15 km SMF links are 7.4, 7.6 and 17.0%, which are below the 17.5% EVM level.

### 2.3 Optimization of the CD-induced Power Fading

In the previous section, we investigated the effect of CD-induced power fading due to the relative phase changes between $f_{oc}$ and $f_{sb}$ for mmW and sub-6 GHz signals. However, the phase difference can be tuned using a tunable PC at an angle of $\phi$ and thus the compensation of power fading for $x_1(t)$ and $x_2(t)$ can be achieved. The results are depicted in Fig. 4.
As shown previously, for $x_1(t)$ with no tunable PC we observe significantly reduced $P_{RF}$ and the presence of $x_2(t)$ following transmission over a 15 km SMF link. However, using a tunable PC with $\phi$ set within the range of 45°–90° (at a step of 15°), the effect of power fading for $x_1(t)$ is gradually improved and the optimum $P_{RF}$ of $-60 \text{ dBm}$ is achieved at $\phi$ of 75°, see Fig. 4(a). Note that, by controlling the PC, the existence of $x_2(t)$ is simultaneously suppressed. At $\phi$ of 75° the constellation diagram is stable with an EVM of 13.4%, which is well below the 17.5% EVM level for 4-QAM. Similar for $x_2(t)$, see Fig. 4(b), at $\phi$ of 75° we observe (i) full recovery of $x_2(t)$ with reduced interference (i.e., 19 dB) due to $x_1(t)$ and (ii) a clear constellation diagram with the best EVM of 7.9% (i.e., 9.1% EVM improvement in comparison to the case with no PC). It is worth mentioning that the EVM performance of both $x_1(t)$ and $x_2(t)$ can be further improved by suitably increasing the input RF power. This is important because higher signal bandwidth and modulation formats (i.e., 256-QAM) with the low required EVM limit of 3.5% are considered in future wireless networks.

3. Experimental Setup

A complete experimental proof-of-concept system schematic is shown in Fig. 5(a). A continuous wave from the laser source (ID Photonics Cobrite-DX4) is applied to a PDM-MZM module, which is composed of two zero-chirp single-drive MZMs (MZM-1–Fujitsu FTM7938EZ/210 and MZM-2–Covega Mach-10™ 081), via a 50/50 coupler.

Because of the equipment limitation, we could generate relatively narrow bandwidth signals and transmit them over the system to prove the proposed concept. Different modulations i.e., 4-, 16- and 64-QAM with a bandwidth range of 5 to 20 MHz can be adaptively configured. However, for the upper branch, we investigate only the maximum signal bandwidth of 20 MHz for 4/16/64-QAM with the corresponding highest $R_b$ of 40, 80 and 120 Mb/s, respectively [22], which are generated by a vector signal generator (VSG-1–R&S SMW200A). These are the evolved universal terrestrial radio access 3.3, 3.2 and 3.1 test models, respectively as defined by the standard. The mmW signal $x_1(t)$ is then electrically up-converted to 25 GHz using a signal generator (R&S SMF100A) via an electronic mixer prior to being amplified by a power amplifier (PA-1–Wisewave AGP-33142325-01) to a level of 10 dBm. For the lower branch, the sub-6 GHz signal $x_2(t)$, i.e., the 4/16-QAM microwave vector signals with the carrier frequency and signal bandwidth of 2.6 GHz and 17 MHz, is generated using a VSG-2 (R&S SMIQ3B). Note that, for 4- and 16-QAM $R_b$ values are 34 and 68 Mb/s, respectively, and the input RF power of $x_2(t)$ is set to 0 dBm.

The outputs of externally modulated MZMs are applied to two PCs, which are properly adjusted to achieve the desired orthogonal state of polarization prior to being multiplexed using a PBC for transmission over (i) a 20 km SMF and (ii) a hybrid SMF-FSO link i.e., 20 km and 4.2 m, respectively. Considering that the optical power measured after the PBC is 0 dBm, the optical
nonlinear effect in SMF therefore can be neglected. For the FSO link, we used (i) a pair of air-spaced doublet collimators (Col–Thorlabs F810APC-1550) and (ii) an indoor atmospheric turbulent chamber with a dimension $4 \times 0.4 \times 0.4$ m, see Fig. 5(b), to investigate the impact of $\Delta T$ on the signal quality. Note that, the $\Delta T$ strength is usually characterized by the refractive index structure parameter $C_n^2 (m^{-2/3})$ ranging from $10^{-17}$ to $10^{-13} m^{-2/3}$ for weak-to-strong $\Delta T$ regimes in outdoor environments [23]. To generate $\Delta T$ within the chamber, we used two external fan heaters (FHs) located at both ends of the chamber blowing hot air perpendicularly to the propagating direction the optical beam and 20 temperature sensors positioned along the chamber to measure the temperature profile and thus $C_n^2$. Note that, the performance of a short laboratory FSO link can be equivalent to a longer outdoor FSO link by retaining the Rytov variance ($\sigma_R^2$). Details of the $\Delta T$ generation, $\sigma_R^2$ and $C_n^2$ levels processing can be found in [13].

The optical signal after the FSO link is amplified using an erbium doped fiber amplifier (EDFA–Keopsys CEFA-C-HG-SM-50-B130-FA-FA) with the pump power kept constant for all measurements with and without $\Delta T$ to maintain the same noise conditions for a fair comparison between different QAM formats. Following amplification, the optical signal is applied to a variable optical attenuator (VOA), which is used to vary the received optical power and corresponding $P_{RF}$ values at the receiving end. The transmission performance of each RF signal is comprehensively evaluated in terms of EVM, BER, signal-to-noise-ratio (SNR), $P_{RF}$ and constellation diagrams. Note that, $P_{RF}$ is the critical parameter for link performance evaluation since it is measured at the user equipment and used to estimate the achievable $d$ under different weather conditions. Next, the two orthogonally polarized light waves are applied to the 3-tunable-knob PC-3 and PBS and then detected by two different PDs (i.e., PD-1–Optilab PD-40 and PD-2–New Focus 1554-B), respectively. By properly controlling the PC-3, the CD-induced power fading can be optimized for $x_1(t)$ and $x_2(t)$, resulting in enhanced recovered RF power, clear constellation diagrams and low EVMs. Note that, the measured optical power at both PD inputs is approximately 0 dBm.

The output of the PD-1 is further amplified using a cascaded PAs (PA-2–Miteq AMF-4F-260400-40-10p and PA-3–Analog device HMC1131) prior to being transmitted over a 2 m RF wireless channel using a pair of double ridged waveguide horn ANTs (Tx ANT-1 and Rx ANT-1–RFSpin DRH40). The output of the PD-2 is also amplified using a PA-4 (Mini circuits ZVA-213-S+) for transmission over a 2 m RF wireless link using pair of double ridged waveguide horn ANTs (Tx ANT-2–RFSpin DRH40)
TABLE 1
Key Parameters used in Experiments

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>Wavelength 1550 nm</td>
</tr>
<tr>
<td></td>
<td>Output power 15 dBm</td>
</tr>
<tr>
<td>SMF</td>
<td>Length and attenuation 20 km and 0.2 dB/km</td>
</tr>
<tr>
<td></td>
<td>Chromatic dispersion 17 ps/(nm·km)</td>
</tr>
<tr>
<td>FSO</td>
<td>Collimator aperture 24 mm</td>
</tr>
<tr>
<td></td>
<td>Length and loss 4.2 m and 8 dB</td>
</tr>
<tr>
<td>EDFA</td>
<td>Output power 7.2 dBm</td>
</tr>
<tr>
<td></td>
<td>Noise figure $&lt; 5$ dB</td>
</tr>
<tr>
<td>ANT-1 (ANT-2)</td>
<td>Carrier frequency 25 GHz (2.6 GHz)</td>
</tr>
<tr>
<td></td>
<td>Modulation format 4/16/64-QAM (4/16-QAM)</td>
</tr>
<tr>
<td></td>
<td>Bit rate 40/80/120 Mbit/s (34/68 Mbit/s)</td>
</tr>
<tr>
<td>PD-1 (PD-2)</td>
<td>Responsivity 0.8 A/W (0.85 A/W)</td>
</tr>
<tr>
<td></td>
<td>Bandwidth 33 GHz (12 GHz)</td>
</tr>
<tr>
<td>PA-2 (PA-4)</td>
<td>Gain 22 dB (26 dB)</td>
</tr>
<tr>
<td></td>
<td>Noise figure 1.7 dB (3 dB)</td>
</tr>
<tr>
<td></td>
<td>Bandwidth 24 – 27 GHz (0.8 – 21 GHz)</td>
</tr>
<tr>
<td>PA-3</td>
<td>Gain 27 dB</td>
</tr>
<tr>
<td></td>
<td>Noise figure 2 dB</td>
</tr>
<tr>
<td></td>
<td>Bandwidth 18 – 26.5 GHz</td>
</tr>
<tr>
<td>ANT-2</td>
<td>Frequency range 4 – 40 GHz (0.74 – 10.5 GHz)</td>
</tr>
<tr>
<td></td>
<td>Gain 15 dB (11 dBm)</td>
</tr>
<tr>
<td></td>
<td>Wireless channel length 2 m (2 m)</td>
</tr>
</tbody>
</table>

ANT-2 and Rx ANT-2–RF Spin DRH10). The received mmW and sub-6 GHz signals are captured using a signal and spectrum analyzer (SSA–R&S FSW) for performance evaluation. Note that, (i) all ANTs are fixed at the height of 1 m for the ideal alignment to maximize the signal strength at the Rx, (ii) the separation of two Tx ANTs and two Rx ANTs is 12 cm, and (iii) transmitting and receiving ANTs are in line-of-sight and operating at different frequency regions in order to minimize the interchannel interference. All the key system parameters adopted in the experimental setup are summarized in Table 1.

4. Experimental Results and Discussion

4.1 Link Performance of PDM-MPL (SMF and RF Wireless)

We first evaluate the link performance in terms of EVMs and BERs as a function of $P_{RF}$ for the 25 GHz mmW signal with 16-QAM i.e., $x_1(t)$ for OB2B + 2 m RF wireless link (denoted as OB2B) and 20 km SMF with a 2 m RF wireless link (denoted as PDM-MPL) as shown in Fig. 6.

As shown in Fig. 6(a), for OB2B and PDM-MPL the lowest EVM values are 2.1 and 5.4% at $P_{RF}$ of $-44$ and $-55$ dBm, respectively. A corresponding 16-QAM constellation for OB2B is clearly observed, as can be seen in the inset. The resultant RF power reduction between OB2B and PDM-MPL is attributed to the loss of the 20 km SMF since the EDFA is not used in this case. Also shown is the required limit of 12.5% EVM for 16-QAM according to 3rd generation partnership project (3GPP) standard [24]. Noticeably, almost no RF power penalty is observed at the EVM required limit. This is because the polarization misalignment and CD-induced power fading are
optimized by properly controlling the PC-3 as we have described in Section 2. The BER versus $P_{\text{RF}}$ is depicted in Fig. 6(b) based on the EVM-BER relationship for $M$-QAM as given in [13]. We see that, the BERs of the 16-QAM signal for OB2B and PDM-MPL cases are lower than the BER of $1 \times 10^{-12}$ for $P_{\text{RF}}$ larger than $-58$ dBm, which indicates error-free transmissions. Comparing at the FEC limit of $2 \times 10^{-4}$, both cases are met at $P_{\text{RF}}$ of $-64.5$ dBm.

To demonstrate the mitigation of CD-induced power fading, we have determined the constellation diagrams before and after the optimization for the PDM-MPL, as shown in Figs. 7(a) and (b), respectively. As can be clearly seen, without optimization the constellation diagram is highly distorted, thus leading to a high EVM of 24.9%, which is well above the required EVM limit of 12.5%. With optimization, the constellation diagram is clear and stable with the EVM of 5.4%, i.e., considerably less than 12.5% limit.
Fig. 9. Measured EVMs versus the received RF power for 2.6 GHz with (a) 4-QAM and (b) 16-QAM. Insets are the constellations obtained at $P_{\text{RF}}$ for OB2B and PDM-MPL.

Similarly, the results for the mmW signal with 64-QAM are shown in Fig. 8. For OB2B and PDM-MPL, the best EVM values are 1.5 and 4%, which are below the 8% EVM requirement for 64-QAM [24], at $P_{\text{RF}}$ of −44 and −56 dBm, respectively, see Fig. 8(a). For PDM-MPL, following compensation of the CD-induced power fading, $P_{\text{RF}}$ has been well recovered, which therefore results in a discernable 64-QAM constellation, see inset. In addition, no RF power penalty is observed in comparison to OB2B, confirming also the effectiveness of the optimization technique for higher-order QAM. As for the BER performance, an error-free transmission (i.e., BER $< 1 \times 10^{-12}$) is observed for OB2B, see Fig. 8(b). While the best BER for PDM-MPL is about $1.4 \times 10^{-8}$, which is well below the FEC threshold. Comparing at the FEC limit, both cases are met at $P_{\text{RF}}$ of −61.5 dBm. Relating to the 16-QAM signal in Fig. 6(b), we observe only 3 dB RF power penalty when changing from 16- to 64-QAM format. The performance of 64-QAM is worse than 16-QAM signal regardless of transmission scenarios owing to the fact that the SNR requirement is more stringent for higher-order modulation, that is investigated in the next sub-section.

We have further evaluated the EVM performance for $x_2(t)$ with 4- and 16-QAM format for both OB2B and PDM-MPL configurations, as shown in Fig. 9. As illustrated, for 2.6 GHz 4- and 16-QAM the measured EVMs are well below the EVM limits over a wide range of $P_{\text{RF}}$. Note that, the performance of lower frequency bands is superior compared with $x_1(t)$ due to the lower signal propagation losses.

In detail, under OB2B, the 2.6 GHz 4- and 16-QAM signals have the lowest EVM of 3.3% measured at the maximum $P_{\text{RF}}$ of −33 dBm. For the 2.6 GHz 16-QAM signal at $P_{\text{RF}}$ of −44 dBm, the measured EVM is 4.1%, which is about 2% higher than that of $x_1(t)$, see Fig. 6(a). For the 2.6 GHz 16-QAM signal at $P_{\text{RF}}$ of −44 dBm, the measured EVM is 4.1%, which is about 2% higher than that of $x_1(t)$, see Fig. 6(a). This agrees well with the simulation results in Section 2 since $x_1(t)$ has a higher input RF power. Comparing between PDM-MPL and OB2B configuration, almost no RF power penalty is observed for each signal. Based on the measured EVMs, the resultant BERs are also calculated with the values below the BER of $10^{-12}$, which indicate error-free transmissions for $x_2(t)$ with both 4- and 16-QAM formats. The received constellation diagrams for all cases are depicted in the insets. The practicality of the proposed PDM-based system for the co-transmission and optimization of the CD-induced power fading for 25 and 2.6 GHz wireless signals is therefore validated.

### 4.2 Link Performance of PDM-HMPL (Hybrid SMF-FSO and RF Wireless)

In this section, we investigate the performance of PMD-HMPL (i.e., a hybrid optical channel of 20 km SMF and 4.2 m FSO) without and with AT and a 2 m RF wireless link (denoted as PDM-HMPL).
Fig. 10. (a) Measured EVMs and (b) calculated BERs versus the received RF power for 25 GHz with 4/16/64-QAM. (c) Constellation diagrams obtained at $P_{RF\text{-Max}}$ for PDM-HMPL without AT.

Fig. 11. Measured EVMs versus the received RF power for 2.6 GHz with 4-QAM. Inset is the constellation diagram at $P_{RF\text{-Max}}$ for PDM-HMPL without AT.

4.2.1. Measurements Without AT: Fig. 10(a) shows the post-optimization EVM as a function of $P_{RF}$ for $x_1(t)$ with 4-, 16- and 64-QAM under no AT i.e., $C_2^\alpha$ is $2.59 \times 10^{-14}$ m$^{-2/3}$. As shown, the EVM plots display exponential drop with $P_{RF}$ having the lowest EVM values of 3.6, 3.2 and 2.3% at $P_{RF}$ of $-35$ dBm for 4-, 16- and 64-QAM, respectively. Note that, the extended $P_{RF}$ range (i.e., lower EVMs) is due to the use of EDFA. The BER plots for 4-, 16- and 64-QAM are illustrated in Fig. 10(b) together with the FEC limit. The lowest EVM values of 3.6, 3.2 and 2.3% correspond to error-free transmissions i.e., BER of less than $10^{-12}$. The constellation diagrams at $P_{RF}$ of $-35$ dBm for QAM signals are also displayed in Fig. 10(c), which are clear and stable. Compared with 64-QAM in OB2B, see Fig. 8(a), at $P_{RF}$ of $-44$ dBm we observe the EVM penalty of 1%, which demonstrates the benefit of adopting FSO in ODN.

For $x_2(t)$ in PDM-HMPL, we have evaluated only the microwave vector signal with 4-QAM. The EVM performance is given in Fig. 11. As expected, the lowest EVM is 4.4% at $P_{RF}$ of $-28.8$ dBm with a clear constellation shown in the inset, thus demonstrating full recovery of the 2.6 GHz signal following optimization. In comparison to 4-QAM in OB2B, see Fig. 9(a), at $P_{RF}$ of $-33$ dBm, the EVM penalty is only 1%, which indicates the practicality of the proposed HMPL for the co-transmission of mmW and sub-6 GHz wireless signals.

To further evaluate the proposed PDM-HMPL as part of the future converged mmW and sub-6 GHz RATs, we measured the EVM values and then converted them to BERs as a function of the electrical SNR for both 25 GHz 4/16/64-QAM and 2.6 GHz 4-QAM signals under no AT, see Fig. 12(a) and (b), respectively. All cases show the best BERs below the FEC threshold. For the 25 GHz signal, the minimum SNR required for 4-QAM to satisfy the FEC limit is about 16.5 dB.
While that of 16- and 64-QAM are about 19.5 and 23.5 dB leading to 3 and 7 dB more in comparison to 4-QAM. For the 2.6 GHz signal, the required SNR for 4-QAM is only 11.5 dB, which is 5 dB lower than that of 25 GHz 4-QAM signal since it is operated in the sub-6 GHz frequency band.

4.2.2. Measurements With AT: In this case, we examine only $x_1(t)$ with 64-QAM under AT. After offline processing the recorded temperature profile based on Equations (2) and (3) in [13], the $\sigma_R^2$ and $C_n^2$ are calculated about 0.011938 and $1.49 \times 10^{-11} \text{m}^{-2/3}$, respectively. As expected, the joint effect of CD- and AT-induced power fading significantly limits the performance of the mmW wireless service, as seen from the constellation diagram in Fig. 13(a). The constellation diagram is highly distorted due to the strong correlation between adjacent symbols, which results in a high EVM level of 17.1% (i.e., higher than the required EVM limit) and a corresponding BER of $5.9 \times 10^{-2}$ (i.e., above the FEC threshold). The CD-induced power fading, however, can be separately optimized regardless of the AT-induced power fading through properly controlling the PC-3. Following optimization, $P_{RF}$ is recovered, which, in turn, leads to an improved constellation diagram with a low EVM of 5.0% (i.e., lower than the required EVM limit) as depicted in Fig. 13(b) and the corresponding BER of $3.7 \times 10^{-6}$ (i.e., below the FEC threshold). The EVM and BER performance of the 25 GHz mmW with 4- and 16-QAM can also be expected to satisfy the requirements.

Finally, Fig. 13(c) shows the EVM dependency on $P_{RF}$ for the link with and without AT. Note that, under AT, the propagating optical signals experience a higher degree of intensity and phase fluctuations, thus leading to the fluctuations in EVM. We observe that, with AT, the best EVM achieved is 5.0% and the corresponding BER is $3.7 \times 10^{-6}$. However, in contrast to the link without AT, the EVM quickly fails to meet the EVM criterion of 8% for $P_{RF} < -54 \text{ dBm}$, while that of without AT is $-63 \text{ dBm}$, see Fig. 10(a), which leads to a 9 dB RF power penalty. This shows clearly the power fading due to the effect of strong AT in FSO. At $P_{RF}$ of $-44 \text{ dBm}$, the measured EVM is 5.2%, thus resulting in the EVM penalty of 3.7% compared with 64-QAM in OB2B, see Fig. 8(a). It is worth mentioning that by remaining the same $\sigma_R^2$ of 0.011938, the short indoor FSO link under...
strong $C^2$ of $1.49 \times 10^{-11} \text{ m}^{-2/3}$ is equivalent to the outdoor FSO link length of 760 m under the practical $C^2$ of $10^{-15} \text{ m}^{-2/3}$. This shows the viability of real-world implementation of the proposed PDM-HMPL with 20 km SMF and up to 760 m FSO for use in converged mmW and sub-6 GHz RATs. The performance of $x_2(t)$ signal with different QAM formats can also be anticipated to satisfy the requirements. In order to maximize the signal quality of both mmW and sub-6 GHz wireless services in a long-term practical implementation of the proposed PDM-HMPL, an adaptive digital PC should replace the PC-3 for an automatic optimization.

5. Conclusion

In this paper, a hybrid microwave photonic link containing a SMF and FSO under the AT using a PDM-MZM with the optimization of the CD-induced power fading regardless of the AT-induced power fading is proposed to support the co-existence of mmW and sub-6 GHz RAT. We first carried out in simulation the co-transmission of the multi-Gb/s intensity-modulated 25 and 2.6 GHz 4-QAM signals. The numerical simulation allowed us to obtain the optical and electrical spectra at different nodes of the proposed converged mmW and sub-6 GHz RATs and analyze the impact of CD-induced power fading on both multi-Gb/s link performances. We also showed the effectiveness of optimizing the single PC at the Rx to compensate for the relative phase changes between the optical carrier and the sidebands as they propagate over SMF, which, in turn, mitigates the CD-induced power fading. We then experimentally demonstrated the simultaneous transmission of both signals over a hybrid optical channel consisting of a 20 km SMF and 4 m FSO under the AT effect to comprehensively observe the impact of power fading due to CD and AT. After optimization, we achieved no performance degradation caused by the CD with the measured EVMs and predicted BERs for both signals using the optical DSB modulation. We also showed that, FSO link length can be equivalently extended up to 760 m in outdoor environments with a typical AT of $10^{-15} \text{ m}^{-2/3}$, which is adequate to cover ultra-dense, hotspot areas and emergency situations. As an advantage, the proposed PDM-based system can be reused to implement the transmission of both signals with the identical mmW carrier frequency, which therefore offers (i) high-capacity and (ii) seamless $2 \times 2$ multiple-input multiple-output transmissions for future wireless networks.
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Abstract—We propose and experimentally demonstrate a photonics-assisted converged radio-over-fiber (RoF), radio-over-free-space optics (RoFSO) and millimeter-wave (MMW) wireless transmission system for use in broadband wireless access (BWA) networks. The focus is at the emerging frequency band of 25 GHz, as recommended for fifth-generation networks. As a proof-of-concept demonstration, all-optical up-converted long-term evolution test models with 4-, 16- and 64-quadrature amplitude modulation (QAM) are transmitted and evaluated over the proposed hybrid link under weak-to-strong atmospheric turbulence regimes. Link performance shows that, the error vector magnitudes are below the 3GPP standard for 4-, 16- and 64-QAM. We also show that, for all QAM signals under turbulence conditions, the bit error rate performance is below the forward error correction limit of 10−3. Simulation analysis is also performed for the 10 Gb/s hybrid systems under turbulence for an extended FSO link up to 500 m to emulate a practical outdoor environment. Furthermore, we analytically estimate the attainable MMW wireless range for different rain rates in Prague, Czech Republic. The obtained experimental and simulation results confirm the feasibility and potential of the proposed hybrid system for next-generation last mile BWA networks.
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I. INTRODUCTION

FUTURE broadband wireless access (BWA) and optical front-haul systems need to support multigigabit bandwidth-intensive applications and services due to the continuous growth in mobile broadband data subscriptions and mobile data traffic [1], [2]. Existing BWA systems, which mainly operate at lower microwave frequency regions (<5 GHz), are unable to offer high-speed data transmission due to the spectral congestion. To overcome this problem, BWA schemes operating at higher-frequency carriers, i.e., the millimeter-wave (MMW) bands, has been proposed [3]. Radio-over-fiber (RoF), inspired by photonics-assisted technologies i.e., external modulator-based all-optical up-conversion for MMW generation, has been stated as the key enabler in BWA for directly connecting central stations to base stations using optical fibers (OFs) [4]–[7]. The unlicensed 60 GHz RoF has gained considerable attention since the introduction of 60 GHz standards (i.e., IEEE 802.15.3c) and WirelessHD [8], [9]. However, the use of 60 GHz MMW in access networks would mean close proximity of the access point to the customer unit due to high propagation losses, thus limiting the coverage range.

The new MMW band of 24 – 28 GHz radio frequency (RF) has received significant international support to meet the ultra-high broadband speeds and reliability envisioned for the fifth generation (5G) mobile networks [10]. RoF systems at this frequency band have also been recently demonstrated [11], [12]. However, in RoF schemes, installation of optical fibers (OF) as the transmission medium is (i) time-consuming and costly in urban areas; (ii) requires permission from public administrations; and (iii) impractical in many situations considering the geographical constraints and physical obstacles. Therefore, in such scenarios the radio-over-free-space optics (RoFSO) technology could be one of the potential complementary alternative solutions. RoFSO is also standardized by International Telecommunication Union [13]. Ultra-high-capacity of FSO transmission systems using the wavelength division multiplexing technology has also been considered [14]. Alternatively, the hybrid RoF- FSO could be adapted to extend the coverage range and therefore delivering BWA to rural areas and underserved communities. However, laser beams propagating over the free space channel are highly susceptible to atmospheric conditions in particular the turbulence. We have recently demonstrated 100 MHz 64-quadrature amplitude modulation (64-QAM) over a 24-26 GHz hybrid RoF-FSO link with the error vector magnitude (EVM) of 4.7% [15].
Motivated by the aforementioned technologies, in this work we propose a seamless converged 25 GHz RoF-FSO and wireless system as illustrated in Fig. 1 for the last mile access network applications.

The long-term evolution (LTE) M-QAM signals for $M = 4$, 16 and 64 are generated and transmitted over the proposed link. More specifically, the main contributions of this work are as follows:

1) Evaluation of the transmission performance of seamless converged photonics-assisted link including three technologies of (i) RoF; (ii) RoFSO and (iii) 25 GHz MMW wireless in terms of EVM and the bit error rate (BER).

2) Experimental evaluation of the impact of turbulence-induced fading on all-optical up-converted LTE 4-, 16- and 64-QAM signals.

3) Simulation analysis of a 10 Gb/s M-QAM RoF-FSO link with the extended FSO link of 500 m for the last mile application under different turbulence regimes.

4) Analytical estimation of the achievable MMW wireless transmission range under rain conditions.

The paper is organized as follows. Section II provides a brief analysis of free space channels for both FSO and MMW. Section III describes the experimental setup, measurement and simulation results. Finally, Section IV provides concluding remarks.

II. PRINCIPLE OF FREE-SPACE CHANNELS

A. FSO Channel

The atmospheric turbulence is due to thermal variation induced changes in the refractive index of the air, which will cause in both intensity and phase fluctuation of the propagating optical beam [16]. The turbulence strength is best characterized by Rytov variance and the refractive index structure parameter [16]–[18], which are given, respectively as:

$$\sigma_n^2 = 1.23 C_n^2 k^{7/6} R^{11/6},$$  
$$C_n^2 = \left( 79 \times 10^{-6} \frac{P}{T^2} \right) C_T^2,$$  
where temperature structure constant is:

$$C_T^2 = \left( T_1 - T_2 \right)^2 / d_i^{2/3},$$

$k = 2\pi/\lambda$ is the optical wavenumber, $R$ is a free-space range, $P$ and $T$ are the atmospheric pressure (millibar) and average temperature (Kelvin) along the free-space path, respectively. $T_1$ and $T_2$ are measured temperatures at two points separated by a distance $d_i$. Note, the temperature profile along the transmission path is used to estimate the turbulence strength. $C_n^2$ is the key parameter used to measure the turbulence strength, which is highly dependent on the small-scale temperature fluctuations and $C_T^2$. To relate $C_n^2$ to a real-time outdoor measurement, it is worth mentioning that $C_n^2$ values measured over $L$ of 2200 m during summer 2011 in Prague, Czech Republic [19] have the lower and upper limits of $10^{-17}$ and $10^{-13}$ m$^{-2/3}$, respectively. The typical value for $C_n^2$ was about $10^{-15}$ with Rytov variance of 0.0845, which can be considered as weak turbulence.

B. MMW Wireless Channel

The MMW signal propagating along the line of sight (LoS) path experience both path $L_{PL}$ and atmospheric $L_{atm}$ losses. The former is given by the Friis transmission equation:

$$L_{PL} \text{ (dB)} = 20 \log \left( \frac{4\pi R}{\lambda_{MMW}} \right),$$  
where $\lambda_{MMW}$ is the wavelength of MMW signal.

Fig. 2(a) shows the total loss $L_{atm} = L_{PL} + L_{atm}$, as a function of $R$ for LoS 25 and 60 GHz MMW links. Note, the 60 GHz V-band is shown for comparison. $L_{atm}$ of 0.1 and 15 dB/km are used for 25 and 60 GHz, respectively as in [20]. As can be seen, at 60 GHz the loss is >160 dB for the transmission range longer than 2 km, therefore the 25 GHz system is considered in this work.

The link availability is paramount under all weather conditions. For the MMW link, rain-induced attenuation $L_{rain} \text{ (dB/km)}$ is the most critical, which affects the link availability, and is given by [21]:

$$L_{rain} \text{ (dB/km)} = a R_p^b,$$  
where $R_p$ is the rainfall rate (in mm/h) and $a$ and $b$ are the rainfall parameter [21].
where parameters $a$ and $b$ are frequency dependent, and $R_r$ the rainfall rate (mm/h). For specified values of $a$, $b$ and $R_r$ at frequencies of 25 and 60 GHz see ITU-R P.838-3 recommendations for horizontal and vertical polarization (Hpol and Vpol) [21].

Fig. 2(b) shows the rain attenuation against $R_r$ for Hpol and Vpol at frequencies of 25 and 60 GHz. As can be seen, 25 GHz in general shows much lower rain attenuation than 60 GHz links.

Following transmission over the free-space channel, the received power $P_{rMMW}$ for the MMW signal is given as:

$$P_{rMMW} (\text{dBm}) = P_t (\text{dBm}) + G_{Tx} + G_{Rx} - 20 \log_{10} \left( \frac{4 \pi R}{\lambda_{MMW}} \right) - (L_{\text{atm}} + L_{\text{rain}}) R,$$

where $P_t$ is the transmit power at the antenna (ANT), $G_{Tx}$ and $G_{Rx}$ are the gains of transmitter (Tx) and receiver (Rx) ANTs, respectively [22]. Note, these parameters are helpful when scaling the system performance from indoor to outdoor wireless environments [23], [24].

III. EXPERIMENTAL SETUP AND RESULTS

In this section, we outline the complete setup for the 25 GHz RoF-FSO and MMW wireless link for the transmission of LTE 4/16/64-QAM signal as a proof of concept and experimentally evaluate its performance in terms of the EVM and BER.

A. Experimental Setup

Fig. 3 shows the experimental setup of the proposed scheme. A continuous wave laser source (ID Photonics CoBrite-DX4) is applied to a zero-chirp single-drive Mach-Zehnder modulator (MZM 1 – Fujitsu FTM7938EZ/201), which is externally modulated by a 12.5 GHz input signal with the power $P_{RF}$ of 18 dBm from a microwave signal generator (12.5 GHz SG).

Note, MZM 1 is biased at the minimum transmission point has a photonic MMW output which is a suppressed carrier double-sideband (SC-DSB) signal with a frequency spacing between the sidebands of 25 GHz (also known as all-optical up-conversion). Fig. 4 depicts the output optical spectra of MZM 1 at a bias voltages of 3.4 V, which results in the highest optical carrier to sideband ratio (CSR) of 22 dB and therefore been adopted in all experiments regardless of modulation formats for a fair comparison. Also note that, this approach of generating the SC-DSB signal offers the advantages of (i) relaxed requirements for RF components, (ii) wavelength reuse for the uplink and (iii) improved receiver sensitivity compared to other modulation schemes such as conventional double-sideband and single-sideband [5].

The up-converted signals are then applied to the arrayed-waveguide grating (AWG)-based multiplexer, the output of which is launched into a 5 km of standard single-mode fiber (SMF). Using a collimator lens (Thorlabs F810APC-1550), light from the SMF is launched into the atmospheric chamber of a dimension $2.0 \text{ m} \times 0.4 \text{ m} \times 0.4 \text{ m}$, see Fig. 5(a). At the end of the chamber, another collimator lens is used to launch the received light back into a SMF the output of which is optically
amplified using an erbium-doped fiber amplifier (EDFA) (Keopsys KPS-BT2-C-10-LN-SA). The amplified signal is applied to AWG prior to detection by a 40 GHz optical Rx (a PIN photodiode – Optilab PD-40). The regenerated electrical signal is amplified (EA 1 – Analog device HMC1131) prior to transmission over a 3.3 m wireless channel using a horn ANT (RFSpin DRH40), see Fig. 5(b). Following wireless transmission, the RF signal is amplified by EA 2 (Miteq AMF-4F-260400-40-10p), prior to being captured by a signal and spectrum analyzer (Rohde&Schwarz FSW) for further signal analysis. Note, ANTs 1 and 2 are mounted on adjustable tripods at a height of 1.5 m for ideal alignment. All the key system parameters adopted in the experimental setup are summarized in Table I.

### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser (Tunable)</td>
<td>1549.57 nm</td>
</tr>
<tr>
<td>• Wavelength</td>
<td>1549.57 nm</td>
</tr>
<tr>
<td>• Output power</td>
<td>16 dBm</td>
</tr>
<tr>
<td>MMW carrier frequency</td>
<td>25 GHz</td>
</tr>
<tr>
<td>LTE test models (power)</td>
<td>3.3, 3.2, 3.1 (+6 dBm)</td>
</tr>
<tr>
<td>Modulation formats</td>
<td>4-, 16-, 64-QAM</td>
</tr>
<tr>
<td>Tested LTE signal bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>EDFA</td>
<td>3 dBm and &lt; 5 dB</td>
</tr>
<tr>
<td>SMF</td>
<td>5 km</td>
</tr>
<tr>
<td>• Length</td>
<td>17 ps/(nm/km)</td>
</tr>
<tr>
<td>• Dispersion</td>
<td>24 mm</td>
</tr>
<tr>
<td>• Aperture</td>
<td>37.13 mm</td>
</tr>
<tr>
<td>• Focal length</td>
<td>280 µm</td>
</tr>
<tr>
<td>• Beam divergence</td>
<td>2 m and 4 dB</td>
</tr>
<tr>
<td>Optical Rx</td>
<td>3.3 m</td>
</tr>
<tr>
<td>• MMW wireless length</td>
<td>15 dB</td>
</tr>
<tr>
<td>• RF ANT gain</td>
<td>22 dB</td>
</tr>
<tr>
<td>• Noise figure</td>
<td>1.7 dB</td>
</tr>
<tr>
<td>• Bandwidth</td>
<td>24 – 27 GHz</td>
</tr>
<tr>
<td>• EA gain</td>
<td>27 dB</td>
</tr>
<tr>
<td>• Noise figure</td>
<td>2 dB max</td>
</tr>
<tr>
<td>• Bandwidth</td>
<td>18 – 26.5 GHz</td>
</tr>
</tbody>
</table>

**B. Back-to-Back (B2B) Link Measurements**

First, we carried out measurements for the B2B link (i.e., no hybrid SMF and FSO and no RF wireless transmission) in order to determine the optimum power levels for the 12.5 GHz sinusoidal and LTE signals. Fig. 6(a) depicts the EVM and CSR as a function of 12.5 GHz input power $P_{RF}$. This is carried out because increasing $P_{RF}$ results in higher CSR and therefore improved EVM performance due to the higher power at desired frequency. Note that, 64-QAM is used in this case. As can be seen from Fig. 6(a), EVM drops exponentially reaching a constant level of 2% at $P_{RF} \geq 12$ dBm. The CSR plot increases linearly with $P_{RF}$ with the highest level of 22 dB at $P_{RF}$ of 20 dBm. The optimum $P_{RF}$ therefore can be chosen within the range of 12 to 20 dBm. Here, we have selected $P_{RF}$ of +18 dBm, which was optimized with regards to the EVM performance, high CSR and low nonlinear distortion.

Fig. 6(b) shows the measured EVM performance as a function of the LTE signal input power $P_{data}$ for 4/16/64-QAM. Note that, EVM values were obtained from 90000 points averaged over 50 EVMs. Also shown in Fig. 6(b) are the EVM required limits of 17.5, 12.5 and 8% for 4-, 16- and 64-QAM, respectively as defined in 3GPP specifications [25]. We notice that, for low values of $P_{data}$, the EVM performance is degraded due to the impact of nonlinear distortion. Therefore, $P_{data}$ should be set to the optimal value to ensure high-quality signal transmission over the hybrid system. The lowest EVM values of 6, 4 and 3% are observed at $P_{data}$ of +6 dBm for 4-, 16- and 64-QAM, which is adopted in this work.

Fig. 7 illustrates the EVM against the received MMW power $P_{MMW}$ for the B2B link for 4-, 16- and 64-QAM at the output of optical Rx. For $P_{MMW}$ of −50 dBm the EVM values are 4, 2.5 and 2% for 4-, 16- and 64-QAM, respectively, which were used as the benchmark. Note, these EVM values correspond to error-free transmission with a predicted BER of $<10^{-12}$ [26], [27]. At the required EVM limit of 8%, $P_{MMW}$ is found to be −64.5 dBm for B2B 64-QAM transmission. This value is critical in order to estimate MMW power penalty following transmission over the hybrid link under different turbulence...
levels. Also shown in insets in Fig. 7 are the clear constellation diagrams at $P_{\text{rMMW}}$ of $-50$ dBm.

C. Hybrid Link Measurements

To generate turbulence within the chamber, two external fans located at both ends of the chamber are used to blow hot air perpendicularly to the propagating optical beam. 20 temperature sensors (equidistantly spaced by 10 cm) are positioned along the chamber to accurately measure the temperature profile in order to determine $C_n^2$ (see Fig. 5(a)). Note that, the statistical mean of a large number of temperature readings (i.e., 1400 data sets) along the chamber is for each turbulence level is considered to ensure identical test and measurement conditions. $C_n^2$ therefore can be determined based on the recorded thermal values by using equations (2) and (3).

Fig. 8 shows the measured EVM for $M$-QAM signals for the hybrid link (5 km of SMF, 2 m of FSO and 3.3 m of MMW channel) with $C_n^2$ of $3.07 \times 10^{-14}$, $3.23 \times 10^{-11}$ and $1.61 \times 10^{-10}$ m$^{-2/3}$, which corresponds to weak, moderate and strong turbulence regimes, respectively. Note that, a short indoor FSO link under strong turbulence can be re-calculated to represent medium-range outdoor FSO links under weak to moderate turbulence conditions as was discussed in Section II. Therefore, for the same Rytov variance, $C_n^2$ of $1.61 \times 10^{-10}$ m$^{-2/3}$ corresponds to $C_n^2$ of $6.46 \times 10^{-15}$ and $1.81 \times 10^{-15}$ m$^{-2/3}$ for FSO link spans of 500 and 1000 m, respectively. Also shown are the EVM limits of 17.5, 12.5 and 8%, which are met at $P_{\text{rMMW}}$ of $-51.8$, $-51$ and $-50.2$ dBm for 4-, 16- and 64-QAM, respectively, see Fig. 8(a), with marginal power penalties for the moderate turbulence. However, under strong turbulence, see Fig. 8(c), the MMW power penalties are higher by about 4.3, 4 and 4.7 dB for 4-, 16- and 64-QAM, respectively compared to the weak turbulence at the corresponding EVM values. This is because under strong turbulence the propagating optical beams experience much higher degree of both intensity and phase fluctuations, which lead to deterioration of the signal quality as in [28], [29]. Compared with the B2B link in Fig. 7 and considering 64-QAM under weak and strong turbulence regimes, Figs. 8(a) and (c) show MMW power penalties about 14 and 19 dB, respectively at the EVM of 8%. It is worth to mention that, the effect of chromatic dispersion on the 20 MHz LTE signals used in our experiment can be neglected since the SMF length is relatively short. However, for RoF links employing broader bandwidth signals, chromatic dispersion effect must be considered. For example, as demonstrated in [30], after 11.8 km SMF transmission in a SC-DSB-based RoF system operating at 24 GHz, there is 2.1% EVM degradation when the 64-QAM LTE signal bandwidth is increased from 20 to 100 MHz.

We also evaluated the BER performance of the proposed 25 GHz $M$-QAM RoF-FSO and MMW system using:

$$
\text{BER}_{M-\text{QAM}} = \frac{2}{\log_2(M)} \left( 1 - \frac{1}{\sqrt{M}} \right) \times \text{erfc} \left( \frac{3}{2(M-1)} \times \frac{1}{\text{EVM}^2} \right)
$$

where $\text{erfc} (\cdot)$ is the complementary error function [26], [27].

The $\log_{10} (\text{BER})$ as a function of the received power of MMW for the hybrid transmission under weak, moderate and strong turbulence regimes are shown in Figs. 9(a), (b) and (c), respectively. Also shown is the forward error correction (FEC) limit of $10^{-3}$. In general $M$-QAM signals display acceptable...
BER performance regardless of turbulence levels. However, at $P_{r_{MMW}}$ of $-50$ dBm, which is the minimum power for the B2B link, see Fig. 7, the BER values for 64-QAM are above the FEC limit for all turbulence regimes. Table II summarizes the measured EVMs and predicted BERs for all three QAM signals for the B2B and hybrid links under weak-to-strong turbulence regimes for $P_{r_{MMW}}$ of $-50$ dBm.

Fig. 10 shows the measured constellation diagrams for 4-, 16- and 64-QAM signals for the hybrid link under weak, moderate and strong turbulence regimes. These results clearly illustrate that, signals with higher bits per symbol are more susceptible to atmospheric turbulence due to the reduced spacing between symbols; i.e., Euclidean distance in constellation points.

D. Simulation for the Outdoor Link

In this section, we analyze by means of simulation the performance of the proposed hybrid 25 GHz RoF-FSO link for 4/16/64-QAM at a high bit rate of 10 Gb/s to provide more insight on the practical outdoor system.

Note that, the SMF length is kept at 5 km while the FSO link is extended up to 500 m, which is a typical range for the last mile access network applications. Note, the simulation is based on the experimental parameters given in Table I.

Fig. 11 shows the simulated EVM as a function of $P_{r_{MMW}}$ for the hybrid link with $C_n^2$ of $5 \times 10^{-15}$ m$^{-2/3}$ (i.e., weak turbulence in an outdoor environment) for 4/16/64-QAM. Also shown are the constellation diagrams for $M$-QAM signals. The results confirm that, the proposed system is feasible for practical applications at high bit rates using 4- and 16-QAM signals with best EVM values well below the corresponding 3GPP EVM requirements. E.g., for 4-QAM at a $P_{r_{MMW}}$ of $-27.4$ dBm the EVM is 12.5%, which corresponds to error-free transmission. While for 16- and

| Table II | Summary of Transmission Results at $P_{r_{MMW}}$ of $-50$ dBm. EVM: Measured and BER: Calculated |
|-------------------------------|-----------------------------------------|-----------------------------------------|-----------------------------------------|
| M-QAM | B2B | Weak | Moderate | Strong |
| 4 | 4% ($<10^{0.2}$) | 15% ($1.3 \times 10^{-13}$) | 15.8% ($1.2 \times 10^{-10}$) | 23% ($6.9 \times 10^{0.6}$) |
| 16 | 2.5% ($<10^{0.25}$) | 11.6% ($4.3 \times 10^{-9}$) | 12.2% ($9.3 \times 10^{0.3}$) | 17% ($3.2 \times 10^{0.4}$) |
| 64 | 2% ($<10^{0.05}$) | 7.7% ($1.3 \times 10^{0.25}$) | 8% ($1.9 \times 10^{0.3}$) | 14% ($3.5 \times 10^{0.2}$) |
Fig. 13. Attainable wireless transmission range as a function of the combined Tx and Rx ANT gain.

Fig. 12. Simulated EVM versus different turbulence levels.

64-QAM the EVM values are 11.6 and 11.1% respectively, which correspond to the BERs of 4.3 \times 10^{-5} (i.e., below the FEC limit) and 1.4 \times 10^{-2} (i.e., above the FEC limit), respectively. Notice that the simulated \( P_{\text{MMW}} \) of 27.4 dBm is about 20 dB higher than the experimental results as was discussed in previous section. This is because, the simulated results are achieved for the hybrid link operating at 10 Gb/s whereas the experiment e.g., 20 MHz LTE 64-QAM provides a speed of 75 Mb/s.

We also evaluated the transmission performance of 10 Gb/s M-QAM hybrid link for \( G_n^2 \) of \( 1 \times 10^{-13} \text{ m}^{-2/3} \), see Fig. 12, where the EVM values for all M-QAM signals are above the required limits except for 4-QAM. This further confirms our experimental results.

Finally, we investigated the MMW wireless transmission range using equation (6) as a function of the total antenna gains (i.e., \( G_{\text{Tx}} + G_{\text{Rx}} \)) for \( P_t \) of 0 and 10 dBm and \( R_e \) of 0 (no rain) and 100 mm/h as depicted in Fig. 13. At 25 GHz, \( L_{\text{rain}} \) is about 12 dB/km. This is adopted from the outdoor measurement over a 4-year period in Prague, Czech Republic for \( R_e \) of 100 mm/h, which is considered as heavy rain [31]. Note that, 25 GHz horn ANTs with a gain of 20 dB are commercially available. Therefore, as can be seen, increasing aggregate \( G_{\text{Tx}} \) and \( G_{\text{Rx}} \) from 30 dB (i.e., ANTs used in the experiment) to 40 dB greatly improves the transmission range regardless of \( R_e \). For example, under heavy rain, considering \( P_{\text{MMW}} \) of 27.4 dBm and \( P_t \) of 0 and 10 dBm, the maximum attainable wireless ranges are extended from 21 to 175 and 404 m, respectively. While in case of no rain, the links are extended to 224 and 703 m, respectively.

IV. CONCLUSION

We experimentally demonstrated a seamlessly converged double-sideband carrier-suppressed RoF-FSO and millimeter wave communication system at the emerging 5G frequency band of 25 GHz, which can provide high-capacity long-distance wireless transmission. Weak, moderate and strong turbulences for the FSO channel were generated and comprehensively characterized. Three 20 MHz LTE test models of 4/16/64-QAM were successfully transmitted over the proposed hybrid system under weak-to-strong turbulence regimes. We showed that, for strong turbulence the best EVMs of 10.5, 7 and 6.5% satisfied the required limits defined by the 3GPP standards, respectively. We achieved BER performance below the FEC limit of 10^{-3} for all test signals under all turbulence conditions. Simulation analysis was also carried out for the 10 Gb/s M-QAM hybrid link with longer FSO channel of 500 m, as part of the last mile broadband wireless access networks. Based on the link margins, we further estimated the maximum achievable wireless transmission range for different rain rates. System capacity of the proposed system can be significantly scaled by using wavelength multiplexing techniques, which is part of our future works.
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Abstract: Two experimental configurations of a hybrid K-band (25 GHz) microwave photonic link (MPL) are investigated for seamless broadband wireless access networks. Experimental configurations consist of optical fiber, free-space optics (FSO) and radio frequency (RF) wireless channels. We analyze in detail the effects of channel impairments, namely fiber chromatic dispersion, atmospheric turbulence and multipath-induced fading on the transmission performance. In the first configuration, transmission of the 64-quadrature amplitude modulation (QAM) signal with 5, 20 and 50 MHz bandwidths over 5 km standard single-mode fiber (SSMF), 2 m turbulent FSO and 3 m RF wireless channels is investigated. We show that, for QAM with a high bandwidth, the link performance is being affected more by atmospheric turbulence. In the second configuration, the 20 MHz 4/16/64-QAM signals over a 50 km SSMF and 40 m FSO/RF wireless links are successfully transmitted with the measured error vector magnitude (EVM) values of 12, 9 and 7.9%, respectively. It is shown that, for all transmitted microwave vector signals, the bit error rate is lower than the hard-decision forward-error-correction limit of 3.8×10⁻³. Moreover, an extended FSO link span of 500 m for 25 GHz hybrid MPL with 16-QAM at 10 Gb/s under the weak and strong turbulence regimes is evaluated via simulation analysis to mimic a practical outdoor system.
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1. Introduction

The low-frequency range (< 6 GHz) in the radio frequency (RF) spectrum adopted for broadband wireless access (BWA) networks is overloaded due to the growing use of wireless technologies in recent years [1–3]. In order to increase the network capacity and efficiency as well as offer the users certain unique benefits, the next-generation BWA networks should operate at higher-carrier frequencies i.e., millimeter-wave (MMW) bands. The radio-over-fiber (RoF) or microwave photonic link (MPL) technology operating at the MMW band has recently been investigated as a viable solution for high-capacity networks (i.e., up to 24 Gb/s per lambda) [4–7]. In centralized architectures, these systems use optical fibers (OFs) as the transmission medium to transfer data from the central office to the base stations, where the MMW signal is wirelessly transmitted to the end users. However, in practical OF-based MPLs there are several drawbacks including (i) installation time; (ii) right of access to public spaces; and (iii) natural disasters [8]. Recent literature reports a number of MPL schemes with an extended fiber-reach, e.g., 4- and 16-quadrature amplitude modulated (QAM) signals at 2.5 GHz were successfully transmitted over a 25 km of standard single-mode fiber (SSMF) using a coherent receiver and advanced digital signal processing for phase noise cancellation [1]. A 6 GHz link transmitting 4- and 16-QAM was also demonstrated over a 25 km of SSMF with optimization of the chromatic dispersion.
induced power fading [3]. Note that, RF wireless transmission was not considered in these works and therefore multipath-induced fading has not been investigated. An attractive alternative wireless transmission option in MPLs is the free-space optics (FSO) technology, which offers similar capabilities as OFs, i.e., huge bandwidth, electromagnetic immunity and wavelength division multiplexing (WDM) compatibility with significantly reduced deployment costs [8,9]. The concept of radio over FSO, denoted as RoFSO, has been introduced and standardized by International Telecommunication Union [10]. Since then, further experimental demonstrations have been reported in this field. In 2012, orthogonal frequency-division-multiplexing (OFDM)-based digital television signals were successfully transmitted over a 1 km FSO link under different outdoor weather conditions [11]. In 2016, 4 Gb/s 16-QAM-OFDM signal at 60 GHz was transmitted over 1.83 m FSO and RF wireless links and evaluated with synthesized weather conditions i.e., fog, rain and turbulence [12]. In 2018, we demonstrated 100 MHz 64-QAM transmission at different carrier frequencies of 24–26 GHz using a low-cost directly modulated laser over 2 m turbulent FSO and 3.6 m RF wireless links with the lowest measured EVM of 4.7% [13]. Very recently, the transmission of 1 Gbaud 16-QAM at 28 GHz over a 0.9 m FSO channel with dust and a 1 m RF wireless link was demonstrated with a bit error rate (BER) well below the hard-decision forward-error-correction (HD-FEC) limit of \(3.8 \times 10^{-3}\) [14].

In recent years only a limited number of works on RoFSO systems operating at MMW carrier frequency have been reported in the literature as outlined in Table 1. Therefore, it is timely to report on a RoFSO system utilizing the K-band (i.e., 25 GHz) QAM signals over a 40-meter-long FSO channel, which is so far the longest reported FSO transmission of such signals. Note that, the 25 GHz carrier frequency is optically generated by frequency multiplication with the optical carrier suppression (OCS) scheme using an optical modulator. This MMW band has gained increasing attention in recent years as part of the 5th generation (5G) wireless networks [15,16]. In addition, the photonic up-conversion-based technique has been investigated by both the research community and the commercial sector in the past several years [17–19]. This is because the OCS offers significant advantages such as (i) relaxed requirements on RF components; (ii) higher tolerance to chromatic dispersion; (iii) wavelength reuse for the uplink; and (iv) lower phase noise due to the fact that the two sidebands are produced by the same laser.

Table 1. Summary of recent RoFSO transmission experiments with MMW carrier frequencies from 2016–2019

<table>
<thead>
<tr>
<th>Modulation format</th>
<th>Bit rate (MHz)</th>
<th>Carrier frequency (frequency band)</th>
<th>FSO distance (m)</th>
<th>Year</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-QAM</td>
<td>4 Gb/s</td>
<td>60 GHz (V)</td>
<td>1.83</td>
<td>2016</td>
<td>[12]</td>
</tr>
<tr>
<td>64-QAM</td>
<td>600 Mb/s</td>
<td>24–26 GHz (K)</td>
<td>2</td>
<td>2018</td>
<td>[13]</td>
</tr>
<tr>
<td>4/16-QAM</td>
<td>6/12 Gb/s</td>
<td>25 GHz (K)</td>
<td>8</td>
<td>2018</td>
<td>[20]</td>
</tr>
<tr>
<td>16-QAM</td>
<td>4 Gb/s</td>
<td>28 GHz (K_a)</td>
<td>0.9</td>
<td>2019</td>
<td>[14]</td>
</tr>
<tr>
<td>4/16/64-QAM</td>
<td>40/80/120 Mb/s</td>
<td>60 GHz (V)</td>
<td>1</td>
<td>2019</td>
<td>[21]</td>
</tr>
<tr>
<td>64-QAM</td>
<td>18/75/300 Mb/s</td>
<td>25 GHz (K)</td>
<td>2</td>
<td>2019</td>
<td>This work</td>
</tr>
<tr>
<td>4/16/64-QAM</td>
<td>16/31/75 Mb/s</td>
<td>25 GHz (K)</td>
<td>40</td>
<td>2019</td>
<td>This work</td>
</tr>
</tbody>
</table>

In specific, we demonstrate a proof-of-concept seamless hybrid MPL scheme composed of RoF, RoFSO and RF wireless transmission for two configurations. In configuration A, we focus on the effect of atmospheric turbulence-induced fading on 64-QAM with a variable bandwidth transmitted over the proposed hybrid MPL consisting of 5 km SSMF, 2 m turbulent FSO and 3 m RF wireless channels. In configuration B, \(M\)-QAMs for \(M = 4, 16\) and 64 with the bandwidth of 20 MHz are transmitted over the proposed hybrid MPL consisting of SSMF (5 or 50 km) and FSO/RF indoor wireless links (40 m each). The multipath-induced fading in RF wireless channel is examined.
The remainder of the paper is organized as follows. Section 2 describes the two experimental configurations and the supporting theoretical basis for turbulence characterization. Section 3 presents and discusses the corresponding experimental results. Section 4 presents the simulation analysis of the proposed hybrid MPL with a FSO link span extended up to 500 m under the weak and strong turbulence regimes for practical outdoor applications. Finally, section 5 concludes the paper.

2. Experimental Setup of Hybrid MPL

2.1. Configuration A

Figure 1 shows the schematic diagram of the experimental setup for the hybrid MPL (configuration A). The insets (i) and (ii) show the laboratory testbed and the controlled FSO channel, respectively. At the transmitter (Tx), a continuous wave optical signal emitted by the laser (ID Photonics CoBrite-DX4) was applied through a polarization controller (PC) into a single-drive Mach-Zehnder modulator (MZM 1) where it is externally modulated by a 12.5 GHz RF clock signal generated by a signal generator (R&S SMF 100A) with an output power of 18 dBm. Note that, MZM 1 was biased at the minimum transmission point and therefore its output optical spectrum showed double-sideband with OCS having a frequency spacing of 25 GHz (i.e., twice the original RF clock signal frequency), see the inset (iv) in Fig. 1. The measured optical carrier to sideband ratio (CSR) was 27 dB at a bias voltage of 3.4 V and was adopted in all modulation formats for a fair comparison. Next, the output of MZM 1 was launched via another PC into MZM 2, which is externally modulated by a 64-QAM signal with an intermediate frequency (IF) of 200 MHz and output power of 4 dBm, generated by a vector signal generator (R&S SMW 200A). Note that, this output power is chosen following a number of tests that were carried out for different power levels ranging from -10 to 8 dBm. The selected value was based on the low EVM value and low nonlinear distortion. In this work, we have considered the bandwidth of 5, 20 and 50 MHz for the 64-QAM signal.

The up-converted signal was then applied to the WDM multiplexer (MUX) serving to mimic practical high-capacity multi-wavelength networks prior to being launched into a 5 km of SSMF. By using two doublet optical collimators (Thorlabs F810APC-1550), the light was launched from the SSMF into a free-space link and injected back into the SSMF at the receiver (Rx) side. An external fan heater was used to generate turbulence by blowing hot air perpendicularly to the propagating optical beam, see inset (ii) in Fig. 1. Note, we have used an atmospheric chamber with a dimension of $2 \times 0.4 \times 0.4$ m$^3$ to mimic the turbulent FSO channel. For this purpose, 20 thermal sensors were equidistantly spaced (i.e., by 10 cm) along the chamber to accurately measure the thermal profiles.

The measured thermal profiles were then used to determine the refractive index structure parameter $C_n^2$ [m$^{-2/3}$], which defines the strength of turbulence, given as [22]:

$$C_n^2 = \left(79 \times 10^{-6} \frac{P}{T^2}\right)^2 C_T^2,$$  \hspace{1cm} (1)

where $P$ is atmospheric pressure in millibar, $T$ is the absolute temperature in Kelvin and $C_T^2$ is the thermal structure parameter defined as:

$$C_T^2 = \frac{(T_1 - T_2)^2}{d^{2/3}},$$  \hspace{1cm} (2)

where $T_1$ and $T_2$ are the temperatures measured at two adjacent thermal sensors separated by the propagation distance $d$ (i.e., 10 cm). Note that, in this work the $C_n^2$ value was processed off-line with more than 1400 sets of thermal profiles. This is to maintain the same temperature profile along the chamber and ensure the fair comparison for all considered 64-QAM signals.
The average $C_n^2$ values without and with turbulence using the laboratory FSO chamber are about $2.4 \times 10^{-14}$ and $3.2 \times 10^{-11}$ m$^{-2/3}$, respectively. Inset (iii) in Fig. 1 shows the recorded $C_n^2$ for the case of turbulence. Note, the high level of turbulence for the short-range indoor FSO link can be re-calculated based on Eq. (3) to determine the turbulence level for the longer range outdoor FSO link by retaining the same $\sigma_R^2$. Thus, $C_n^2$ of $3.2 \times 10^{-11}$ m$^{-2/3}$ for a 2 m FSO link corresponds to the magnitudes of $1.3 \times 10^{-15}$ and $3.6 \times 10^{-16}$ m$^{-2/3}$ for the medium-distance FSO links of 500 and 1000 m, respectively. The measured FSO channel loss was 4 dB. Another important parameter that is commonly used to determine the turbulence strength is Rytov variance $\sigma_R^2$, given by [22]:

$$\sigma_R^2 = 1.23 C_n^2 k^{7/6} L^{11/6},$$

where $k = 2 \pi / \lambda$ is the optical wave number, $\lambda$ is the laser wavelength and $L$ is the FSO propagation distance (i.e., 2 m in this case). Note that, determining $\sigma_R^2$ is essential when scaling the FSO system performance from short-link indoor to long-distance outdoor environments.

The optical signal was amplified using an erbium-doped fiber amplifier (EDFA, Keopsys KPS-BT2-C-10-LN-SA,) with an output power of 3 dBm and applied to the wavelength demultiplexer (DEMUX) prior to direct detection using an InGaAs PIN photodiode (Optilab PD-40). The converted electrical signal was amplified using a low-noise electrical amplifier (EA 1, Miteq AMF-4F-260400-40-10p) with a gain and a noise figure of 27 and 2 dB, respectively. Afterward, the signal was transmitted over a 3 m RF wireless link using a pair of double-ridged waveguide horn antennas (ANT – RFSpin DRH40). The Tx and the Rx ANTs were identical with a gain of 15 dBi at the frequency of 25 GHz. Note, the ANTs were mounted on adjustable tripods in line of sight in order to maximize the signal strength at the Rx and reduce multipath-induced fading as well as to avoid the effect of the first Fresnel zone. At the Rx ANT output, the signal was further amplified using another low-noise EA 2 (Analog device HMC1131) with a gain and a noise figure of 22 and 1.7 dB, respectively. The signal was finally captured by a signal analyzer.
(R&S FSW) for further assessment. The main system parameters adopted in the experiments are summarized in Table 2.

### Table 2. Key experimental parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (Configuration A)</th>
<th>Value (Configuration B)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Laser</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Wavelength</td>
<td>1549.58 nm</td>
<td>1549.58 nm</td>
</tr>
<tr>
<td>• Output power</td>
<td>16 dBm</td>
<td>16 dBm</td>
</tr>
<tr>
<td><strong>Data signal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Format</td>
<td>64-QAM</td>
<td>4/16/64-QAM</td>
</tr>
<tr>
<td>• Bandwidth</td>
<td>5/20/50 MHz</td>
<td>20 MHz</td>
</tr>
<tr>
<td>• Power</td>
<td>4 dBm</td>
<td>4 dBm</td>
</tr>
<tr>
<td><strong>MMW carrier frequency</strong></td>
<td>25 GHz</td>
<td>25 GHz</td>
</tr>
<tr>
<td><strong>EDFA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Output power</td>
<td>3 dBm</td>
<td>7 dBm</td>
</tr>
<tr>
<td>• Noise figure</td>
<td>&lt; 5 dB</td>
<td>&lt; 5 dB</td>
</tr>
<tr>
<td><strong>SSMF length (loss)</strong></td>
<td>5 km (1dB)</td>
<td>5 and 50 km (1 and 10 dB)</td>
</tr>
<tr>
<td><strong>FSO length (loss)</strong></td>
<td>2 m (4 dB)</td>
<td>40 m (12 dB)</td>
</tr>
<tr>
<td><strong>Tx/Rx collimator aperture</strong></td>
<td>24 mm</td>
<td>24 mm</td>
</tr>
<tr>
<td><strong>PD</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Responsivity</td>
<td>0.8 A/W @ 1550 nm</td>
<td>0.8 A/W @ 1550 nm</td>
</tr>
<tr>
<td>• Dark current</td>
<td>10 nA</td>
<td>10 nA</td>
</tr>
<tr>
<td><strong>RF wireless length</strong></td>
<td>3 m (40 dB)</td>
<td>40 m (62 dB)</td>
</tr>
</tbody>
</table>

2.2. Configuration B

**Fig. 2.** Experimental configuration B. Insets: (i) FSO coupling, (ii) Tx ANT in the corridor and (iii) Rx ANT in the corridor.
The second set of experiments was carried out in a corridor of Faculty of Electrical Engineering, CTU in Prague with FSO and RF wireless channels extended up to 40 m as depicted in Fig. 2 (inset (i) and (ii)). Unlike configuration A, this testbed employed different modulation formats (i.e., 4/16/64-QAM) but using static signal bandwidth of 20 MHz. The SSMF link lengths were 5 and 50 km. At the output of the FSO channel, the optical power level was monitored by using a power meter connected to a 1% branch of a 1/99 coupler in order to ensure the FSO link alignment during the experiment. The measured FSO channel loss for 40 m was 12 dB. The EDFA output power was then set at 7 dBm and an additional E A 3 (Miteq AMF-4F-260400-40-10p) was used to boost the signal level. The remaining setup parameters were kept the same as in configuration A (see Table 2).

3. Experimental results and discussion

3.1. Configuration A

Figures 3(a) and (b) show the measured EVM as a function of received MMW power for the 64-QAM signal with 5, 20 and 50 MHz bandwidth following transmission over the hybrid MPL, which consists of SSMF (5 km), FSO (2 m) (without and with turbulence) and RF wireless channel (3 m). Also shown is the 8% EVM limit for 64-QAM, as defined in the third-generation partnership project (3GPP) specifications [23]. The EVM values were recorded over 90000 points and averaged over 50 sets of readings. Note that a variable optical attenuator (VOA) was used in front of the PD to adjust the level of received optical power and therefore the received MMW power.

![Fig. 3.](image.png)

As can be observed, 64-QAM signals with 5 and 20 MHz bandwidth lead to EVM values well below the required limit of 8% regardless of the turbulence level. However, the signal with a 50 MHz bandwidth is more susceptible to turbulence. The impairment due to turbulence-induced fading is then clearly recognized in Fig. 3(b) with the EVMs exceed the 8% required limit at all received MMW powers. This is because of the fact that the wider QAM signal bandwidth, the higher noise power. In addition, 64-QAM signals with 5 and 20 MHz bandwidth were adopted as long-term evolution (LTE) evolved universal terrestrial radio access (E-UTRA) test model TM3.1, which provide a throughput of 18 and 75 Mb/s respectively. Lower data rate signals are less affected by the turbulence-induced intersymbol interference in comparison to 50 MHz 64-QAM signal, which was a custom digital modulation whose bit rate is up to 300 Mb/s. Table 3 summarizes the measured EVMs and calculated BER values for 64-QAM with 5, 20 and 50 MHz 64-QAM without and with turbulence for the hybrid MPL in configuration A at its maximal received MMW power. The turbulence-induced EVM penalties are 0.5, 0.5 and 1% for 5, 20 and 50 MHz, respectively, compared to non-turbulent performances. As can be seen, the EVM
penalties are relatively small; this is because the generated turbulence is moderate turbulence. However, for strong turbulence (i.e., $C_n^2$ of $2.4 \times 10^{-10}$ m$^{-2/3}$ as in [13]), the EVM penalty was about 4% compared with no turbulence. We also evaluate the calculated BER of the $M$-QAM hybrid MPL based on the EVM as given by [1,3]:

$$\text{BER}_{M\text{-QAM}} = \frac{2}{\log_2(M)} \left(1 - \frac{1}{\sqrt{M}}\right) \times \text{erfc} \left(\sqrt{\frac{3}{2(M-1)}} \times \frac{1}{\text{EVM}^2}\right), \quad (4)$$

where erfc(·) is the complementary error function. As shown in Table 3, the BER values are below the HD-FEC BER limit in all cases.

### Table 3. Measured EVM and calculated BER results for hybrid MPL (Configuration A) consisting of 5 km SSMF, 2 m FSO and 3 m RF wireless channels.

<table>
<thead>
<tr>
<th>64-QAMS Signal Bandwidth (MHz)</th>
<th>Without Turbulence</th>
<th>With Turbulence</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVM (%)</td>
<td>BER</td>
<td>EVM (%)</td>
</tr>
<tr>
<td>5</td>
<td>2.2</td>
<td>&lt; $1 \times 10^{-12}$</td>
</tr>
<tr>
<td>20</td>
<td>3.6</td>
<td>$3.9 \times 10^{-10}$</td>
</tr>
<tr>
<td>50</td>
<td>8.0</td>
<td>$1.9 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

One of the most limiting factors in MPLs is the nonlinear distortion reducing dynamic range and affecting the overall system performance. The link performance was therefore further quantified in terms of 2$^{nd}$ and 3$^{rd}$ nonlinear distortions from which the spurious-free dynamic range (SFDR2 and SFDR3) values have been obtained. Note that the SFDR2 and SFDR3 measurements were carried out by introducing the fundamental signal, i.e., single carriers at frequencies of 200 and 201 MHz to MZM 2 while MZM 1 was fed by 12.5 GHz RF carrier frequency resulting in two tones test at the frequency of 25.2 GHz having 1 MHz spacing. The remaining experimental setup for SFDR measurement was maintained the same as depicted in Fig. 1 including both optical and RF channels to show real system parameters.

Figure 4 shows the measured RF output power as a function of the RF input power $P_{\text{in}-RF}$ for the fundamental frequency and intermodulation distortions (IMDs) (i.e., 2$^{nd}$ and 3$^{rd}$) components for the hybrid MPL. The overall IMDs refer to the distortions due to nonlinear characteristics of the components employed in the MPL, i.e., EAs. The fitted lines of the 2$^{nd}$ and 3$^{rd}$ order distortions cross the fundamental line at output intercept points (OIP2 and OIP3) with output

![Fig. 4. The measured spurious-free dynamic range of Configuration A.](image-url)
power values of -5 and -27 dBm, respectively. The SFDRs are limited by the system noise mainly by the amplifiers such as EAs and EDFA (i.e., amplified spontaneous emission noise). For the proposed system, the measured noise floor is about -145 dBm/Hz, which includes noise contributions from both EA1 and EA2. The resultant SFDR2 and SFDR3 are 75 dB-Hz$^{1/2}$ and 79 dB-Hz$^{2/3}$, respectively. Since we used a broadband signal, the crucial performance parameter is in particular SFDR3. The measured OIP3 and SFDR values are sufficient for the proposed hybrid MPL employing a direct detection receiver. In addition, these can be further improved by adopting a coherent detector [24] or a self-homodyne detector [25] but at the cost of increased complexity. Moreover, the phase noise of the generated signal was determined as low as -107 dBc/Hz at 10 kHz offset.

3.2. Configuration B

To investigate the overall transmission performance of the hybrid MPL for configuration B, which consists of 5 km SSMF and 40 m FSO/RF wireless channels, we first measured the EVM values as a function of the electrical signal-to-noise ratio (SNR) for $M$-QAM signal with 20 MHz bandwidth as shown in Fig. 5. Note that, 20 MHz 4/16/64-QAM signals used were E-UTRA test models TM3.3, 3.2 and 3.1, respectively [23]. For the SNR measurement of each QAM signal at the output of the hybrid MPL, we first adjusted the VOA and then measured the corresponding received MMW power and the noise floor level.

![Fig. 5. EVM performance at different SNR levels for 4/16/64-QAM signals with 20 MHz bandwidth of Configuration B with 5 km SSMF, 40 m FSO and 40 m RF wireless links. Insets show corresponding constellations.](image)

The EVM limits of 17.5, 12.5 and 8% for 4-, 16- and 64-QAM, respectively, as defined in the 3GPP specifications [23], are presented by horizontal dashed lines. As shown, at a SNR higher than 27 dB, all $M$-QAM signals meet the EVM requirements. The minimal SNR required to fulfill the limit is 23 dB at an EVM of 12.5% for 16-QAM. The lowest observed EVM values for 4/16/64-QAM are 9.6, 8.1 and 7%, respectively, corresponding to calculated BERs lower than $1 \times 10^{-12}$, $1.3 \times 10^{-8}$ and $5.3 \times 10^{-4}$, respectively. All BER values are well below the HD-FEC limit. Also shown in the insets are the clear square-shaped constellations diagrams for $M$-QAM, further demonstrating high-quality signal transmission.

Figure 6 shows the EVM as a function of the received MMW power for $M$-QAM formats with fiber lengths of 5 and 50 km SSMF. Note that, transmission over a 50 km of SSMF (i.e., the maximal expected span for the hybrid MPL in rural areas) is possible due to the OCS modulation scheme effectively combating the fiber chromatic dispersion. As shown in Fig. 6, 4/16/64-QAM meet the EVM requirements for the received minimal MMW power of -49, -48 and -43 dBm, respectively. Moreover, the power penalty for the hybrid link with a 50 km of SSMF compared with 5 km of SSMF is lower than 1 dB for 4- and 16- QAM and 6 dB for 64-QAM. The insets in
Fig. 6 illustrate discernible constellation diagrams for $M$-QAM for the hybrid MPL with a 50 km of SSMF. Table 4 summarizes the measured EVM and calculated BER values for all three tested signals at its maximal received MMW power. The achieved BER performances for all QAM signals are below the HD-FEC limit.

![Constellation Diagrams](image)

**Fig. 6.** EVM versus the received MMW power of Configuration B with SSMF lengths of 5 and 50 km, FSO and RF wireless lengths of 40 m: (a) 4-QAM, (b) 16-QAM and (c) 64-QAM format. Insets are the corresponding constellation diagrams.

<table>
<thead>
<tr>
<th>Hybrid MPL Performance</th>
<th>EVM (%)</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-QAM</td>
<td>11.7</td>
<td>$&lt; 1 \times 10^{-12}$</td>
</tr>
<tr>
<td>16-QAM</td>
<td>9.0</td>
<td>$2.5 \times 10^{-7}$</td>
</tr>
<tr>
<td>64-QAM</td>
<td>7.9</td>
<td>$1.7 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 4. Measured EVM and calculated BER results for hybrid MPL (Configuration B) consisting of 50 km SSMF, 40 m FSO and 40 m RF wireless.

Furthermore, we examined the effect of multipath-induced fading in the hybrid MPL with 20 MHz 64-QAM at 25 GHz by measuring the EVM as a function of the Rx ANT’s angular orientation (also known as ANT misalignment) utilizing a high-precision rotation mount. The results are shown in Fig. 7. Note that, for ANT misalignment measurements, the hybrid MPL was composed of 50 km SSMF, 40 m FSO and 40 m RF wireless links. We observed EVM

![Angular Orientation](image)

**Fig. 7.** EVM performance of the 64-QAM signal (Configuration B) under the variable angular orientation of Rx ANT off-axis of propagation.
impairment (i.e., above the limit of 8%) at the angular orientation values > 3°. This is because of fading due to reflected signals from walls along the 40 m corridor and the first Fresnel zone, which affects the signal strength. To better illustrate the impact of fading, the insets in Fig. 7 shows the measured constellation diagrams at the angular orientation values of 20° and 40°, which are distorted but still identifiable even for the EVMs significantly higher than 8% limit. However, the degradation of EVM/BER performance due to the RF wireless channel effects can be overcome by means of modulation, coding and adaptive equalization schemes [26,27].

Recently, the ANT misalignment has also been investigated in the D-band (141 GHz) RoF system, but over short RF wireless length of only 0.5 m [28], where the tolerable misalignment angle was found to be less than 1°. Note that, as reported in [28], angles higher than 1° lead to the increased BER above the HD-FEC limit.

4. Evaluation for extended outdoor link length

Fig. 8. Simulation results for hybrid MPL of 5 km SSMF and 500 m FSO links: (a) Electrical spectrum of transmitted 16-QAM signal, (b) Optical spectra obtained without and with 16-QAM data signal (c) EVM versus received MMW power for 10 Gb/s 16-QAM under weak and strong turbulence and (d) Corresponding constellation diagrams.

To further evaluate the proposed hybrid MPL for a practical outdoor scenario as part of the 5G network, we performed a simulation-based analysis at a bit rate of 10 Gb/s and a carrier frequency of 25 GHz using OptiSystem and MATLAB software co-simulation [29]. In detail, OptiSystem is used to accurately model the hybrid MPL as the experimental setup while MATLAB is used for signal analysis, i.e., EVM calculation. The link is composed of a 5 km of SSMF, however the FSO length is extended up to 500 m. The RF wireless link is not considered in this investigation. We have considered the weak and strong turbulence regimes in FSO channel with $C_n^2$ of $1.3 \times 10^{-15}$ m$^{-1/3}$ and $1.6 \times 10^{-13}$ m$^{-2/3}$, respectively. The simulation parameters are the same as those employed in Configuration B. A 16-QAM-based OFDM over IF of 7.5 GHz with a total signal bandwidth of 2.5 GHz was transmitted, as shown in Fig. 8(a). Figure 8(b) shows the simulated OCS spectrum with and without the 10 Gb/s 16-QAM signal. The CSR is about 29 dB demonstrating a good agreement between simulation and experimental results as can be seen in the inset (iv) in Fig. 1. Figure 8(c) illustrates the simulated EVM as a function of the received
MMW power for 16-QAM under the weak and strong turbulence conditions in the FSO channel. As shown, 16-QAM meets the EVM requirement of 12.5% at the received MMW power level > -25.5 dBm. For weak and strong turbulence regimes, the lowest obtained EVM values are 8.1 and 9.5%, which correspond to the BER values of 1.3×10^{-8} and 9.4×10^{-7}, respectively. It is worth mentioning that, there is a distinctive difference of > 20 dB between the experimentally measured (see Fig. 3) and simulated (see Fig. 8(c)) power levels. This is because, the simulated results are for the 10 Gb/s hybrid link requiring more power whereas the measured data is for the 300 Mb/s link (i.e., 50 MHz 64-QAM).

The effect of turbulence on the link performance can also be comprehended by means of the constellation diagrams, see Fig. 8(d), which are still distinguishable even under strong turbulence, thus confirming the feasibility of the proposed hybrid scheme for practical applications. Note that, the power penalty due to turbulence can be reduced by using a digital turbulence compensation technique which is a combination of a 12-spatial mode digital coherent receiver and a multimode pre-amplifier as recently demonstrated in [30].

5. Conclusions

We have proposed and experimentally demonstrated a hybrid microwave photonic link at the K-band having the frequency of 25 GHz with two different configurations. We demonstrated potential applications in seamless broadband wireless access networks. For the first configuration, we examined the hybrid MPL consisting of 5 km SSMF, 2 m turbulent FSO and 3 m RF wireless channels with the focus on the effect of turbulence-induced fading on the 64-QAM signals with 5, 20 and 50 MHz bandwidths. We determined the non-linear distortions by showing that the 2nd and 3rd order SFDRs of the hybrid MPL are 75 and 79 dB·Hz^{2/3}, respectively, as well as overall phase noise below -107.3 dBc/Hz at 10 kHz offset. For the second MPL configuration, we individually transmitted 20 MHz 4/16/64-QAM signals over 50 km of SSMF, 40 m FSO and 40 m RF wireless channels and compared the performance. Depending on the data rates and applications, each modulation can be adaptively configured. The result showed that the recovered signals displayed EVM values well below the required limits as defined by 3GPP specifications with no significant received MMW power penalties. The tolerable ANT misalignment angle for such an indoor corridor transmission was also investigated and found to be less than 3°. Moreover, we have provided a simulation analysis carried out for 10 Gb/s 16-QAM link with the FSO span of 500 m under weak and strong turbulence conditions in the FSO channel. The experimental and simulation results have demonstrated the feasibility of the proposed hybrid MPL for use in practical applications since the scheme reduces demands on high-frequency equipment and therefore showing high potential for the 5G wireless networks.
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Abstract: Microwave photonics is a promising solution to transmit millimeter wave (mmW) signals for the 5th generation (5G) mobile communications as part of a centralized radio access network (C-RAN). In this paper, we experimentally evaluate the impact of turbulent free space optics links on photonically generated mmW signals in the frequency range of 26–40 GHz. We analyze the remote generation of mmW signals over hybrid links based on free-space optics (FSO) and standard single mode optical fiber (SSMF) with −39.97 dBm received electrical power and phase noise level at 100 kHz as low as −95.92 dBc Hz at 26 GHz. Different thermal distributions along the FSO link have been implemented and Gamma-Gamma model has been employed to estimate the thermally induced turbulence. The results show high electrical power decrease and fluctuation of the generated mmW signal according to the particular level of the turbulence in terms of refractive index structure parameter and thermal distribution along the FSO link. 8 Gb/s 16-quadrature amplitude modulation (QAM) data transmission at 42 GHz has been demonstrated over the hybrid link with minimal error vector magnitude (EVM) value of 5% whereas turbulent FSO link introduced up to 5 dB power penalty.

Index Terms: Access networks, free space optics, millimeter waves, microwave photonics.

1. Introduction
Mobile data traffic is expected to grow up to 77 exabytes per month by 2022 according to [1], i.e., a sevenfold increase over 2017, which leads to a compound annual growth rate of 46% from 2017
To 2022. To deal with such explosive growth, the 3rd Generation Partnership Project (3GPP) has been developing the new upcoming mobile network, known as the 5th generation (5G). However, 5G will not only be an evolution of the mobile network but represent significant progress in wireless communications since it requires massive machine-type communications, ultra-reliable and low latency communications, enhanced mobile broadband and ultra-fast data transfer [2] to support emergency services and applications such as internet of things, mobile ultra-high definition video streaming or autonomous driving [3].

5G definition includes the proposal of two main frequency bands: FR1 (below 6 GHz) and FR2 (24.25−52.60 GHz) [4]. Nowadays, the spectrum below 6 GHz is congested due to many current wireless services. However, millimeter-wave (mmW) technology, in which frequency range can exceed 100 GHz, will play a key role in 5G networks due to its enormous available bandwidth [5]. In this context, radio over fiber (RoF), basically consisting of an optical carrier modulated by a radio signal, is a promising technology for cloud radio access networks (C-RAN) [6]. In such architecture, optical distribution networks (ODN) deliver mmW signals from a central office (CO) over variable long distances to many remote base stations (BS) with low attenuation, immunity to radio frequency interference, transparency to modulation formats, high capacity, flexibility and dynamic resource allocation as its main advantages [7].

Microwave photonics, as a discipline combining microwave and photonic fields, has been recently extensively employed to generate mmW signals with low phase noise and frequency tenability [8]. The simplest method to photonicly generate high radio frequency signal is to beat two heterodyne lasers separated by the desired frequency, but phase control loop or optical injection locking techniques are required for frequency and phase stabilization [9]. The literature shows various proposals to generate mmW signals by using multimode light sources, such as dual-mode lasers, mode-locked lasers, Fabry-Perot lasers or supercontinuum sources but in general, these designs need to be customized and they are therefore costly [10]. Moreover, optical fiber non-linear effects such as four-wave mixing [11], cross-gain modulation [12] or stimulated Brillouin Scattering [13] have also been proposed for mmW signal generation schemes with even more increased cost and complexity.

The use of external modulation by a LiNbO$_3$ Mach-Zehnder modulator (MZM) shows an excellent compromise among the aforementioned factors. A continuous optical wave (CW) is modulated by a radio signal, and optical frequency multiplication is achieved when two sidebands, separated by the desired frequency, beat each other at the photodetector [14]. Frequency doubling, quadrupling and up to octupling [15] have been recently demonstrated allowing to reduce the electric bandwidth requirements significantly.

The transmission of radio signals over free-space optics (FSO), so-called RoFSO [16], offers typical flexibility of wireless communications and speed of light transmission [17]. It also provides a higher level of coverage and mobility while exploiting unlicensed frequencies in the optical wireless domain [18]. Furthermore, the FSO link can be employed to transmit multiple wavelength division multiplexed (WDM) channels simultaneously. Nevertheless, FSO is highly affected by atmospheric phenomena, especially by thermal turbulence. The thermal distribution can vary significantly based on the day time and as well within the urban environment due to several sources of heating [19], [20]. High thermal differences can be experienced, e.g., up 30 °C [19], resulting in different turbulence levels in the vicinity of buildings, air conditions, highways, masts and in and over the street canyons – see illustrated temperature profile across a city in Fig. 1.

In this paper, mmW signals in the frequency range of 26−40 GHz are photoniclyy generated by using a MZM biased at the carrier suppression point. Furthermore, 8 Gb/s signal transmission is demonstrated over 40 GHz mmW signal along the RoF/FSO link and system penalties have been measured under different thermal-induced turbulence distributions along the FSO channel. To the best authors’ knowledge, this paper presents for the first time the experimental characterization of mmW signals transmission at such a frequency band under turbulence on RoF/FSO links providing an estimation of the impact of different temperature distributions.
2. System Description

The experimental setup of mmW signal transmission over a hybrid optical link of SSMF and FSO is shown in Fig. 2(a). A distributed feedback (DFB) laser (EXFO IQS) at a wavelength of 1550.12 nm with an output optical power of 10 dBm provides the optical carrier. A polarization controller (PC) adjusts the state of polarization to minimize MZM-1 (Photline MX-LN-40) losses. MZM-1 is biased at null transmission point (half-wave voltage, \(V_c\)), i.e., at 6.4 V, to obtain the carrier suppressed double sideband (CS-DSB) modulated signal. The optical carrier is then modulated by a radio frequency (RF), \(f_{RF}\), which is generated by a signal generator (Agilent PSG E8267C) with an output RF power of 22 dBm.

The experimental setup employs another PC before a second modulator, MZM-2 (Avanex PowerBit F-10), which is biased at the linear point (quadrature voltage \(V_{q2}\)), i.e., 5.8 V. The optical signal is then modulated by the data generated by an arbitrary waveform generator (Tektronix AWG7122C). Note that the data signal with 28 dBm output power is amplified by a 12 dB gain RF electrical amplifier (Minicircuits ZX60-14012L-S+).

The modulated optical signal is amplified by an erbium-doped fiber amplifier (EDFA, Amonics EDFA-23-B-FA) with 13 dBm output power and filtered out by an optical bandpass filter (OBPF,
Finisar Waveshaper 4000S) having a bandwidth of $\Delta \lambda = 1.5$ nm to reduce amplified spontaneous emission. The signal is then launched into 1.4 km long standard single mode fiber (SSMF) what is followed by a 1.2 m long FSO channel using a pair of air-spaced doublet collimators (Thorlabs F810APC-1550). The FSO link loss is 4.5 dB, which is significantly lower compared to free space propagation of radio waves in the mmW band.

Artificial turbulence is produced on the FSO channel according to four different spatial temperature distributions (D1–D4), as shown in Fig. 2(b). The distribution is expressed in terms of the temperature structure parameter $C_{2T}^2$ distribution along the link, which is explained further. Turbulence is generated by two fan heaters introducing temperature gradients into the FSO channel and measured by 20 temperature sensors equidistantly located along the FSO link with 0.06 m spacing. These distributions represent inhomogeneous temperature profile when the collimated laser beam propagates in FSO link through differently heated areas, according to Fig. 1. D1 introduces almost uniform turbulence along the link, whereas in the case of D2 and D3, the fans’ thermal flow was set in order to reach increased thermal gradient close to the receiver and transmitter, respectively, which can be induced e.g., by thermal flow close to the building/masts of transmitting/receiving FSO heads. Finally, D4 represents peak turbulence in the middle of the link, which can be caused e.g., by an increased airflow over the street canyons, roads or air-condition outlets as indicated in Fig. 1.

According to photonic mmW signal generation approach based on external CS-DSB modulated signals [14], the mmW signal $f_{\text{mmW}} = 2f_{\text{RF}}$, is generated after beating the modulated sidebands at photodetector (PD, Finisar BPDV2020R) and subsequently, it is amplified by an RF electrical amplifier (SHF-810). The mmW signal is analyzed by an RF spectrum analyzer (RFSA) showing the RF signal potentially launched to an antenna located in the C-RAN BS infrastructure.

### 3. Turbulence Effect on FSO System

FSO is widely affected by atmospheric phenomena including high attenuation due to fog, rain, snow or irradiance fluctuation, known as scintillation, as a result of the optical turbulence [21]. The extent of field amplitude fluctuation in the atmospheric turbulence can be characterized by the log-amplitude variance $\sigma_R^2$, commonly referred to as Rytov parameter, which is related to the refractive index structure parameter $C_{\tilde{n}}^2$ for a plane wave as follows [22]:

$$\sigma_R^2 = 2.25k^{7/6} \int_0^L C_{\tilde{n}}^2(x) (L - x)^{5/6}dx,$$

where $k$ is the wave number and $L$ is the horizontal distance travelled by the optical field/radiation. Note that, uniform $C_{\tilde{n}}^2$ leads to Rytov variance given by:

$$\sigma_R^2 = 1.23k^2 C_{\tilde{n}}^2 L_{\perp}^{1/2},$$

(2)

The $C_{\tilde{n}}^2$ parameter, which determines the strength of the turbulence, is defined as:

$$C_{\tilde{n}}^2 = \left( 79 \times 10^{-6} \frac{P_a}{T_2^2} \right)^2 C_T^2,$$

(3)

where $P_a$ is the atmospheric pressure in millibars and $C_T^2$ is the temperature structure parameter, which is defined as:

$$C_T^2 = (T_1 - T_2)^2 / L_{\perp}^{2/3}.$$

(4)

$T_1$ and $T_2$ are temperatures at two points separated by distance $L_{\perp}$. Therefore, based on the thermal distributions along the FSO propagation path, it is possible to determine $C_T^2$ and consequently $C_{\tilde{n}}^2$. According to the Gamma-Gamma (GG) atmospheric turbulence (AT) model [23], the probability
of a given intensity $I$ at the end of the link is given by:

$$P(I) = \frac{2(\alpha\beta)^{(\alpha+\beta)/2}}{\Gamma(\alpha) \Gamma(\beta)} \cdot 2\sqrt{\alpha\beta} I^{(\alpha+\beta)/2 - 1} K_{\alpha-\beta} \left(2\sqrt{\alpha\beta}I\right)$$

$$\alpha = \exp \left[ -\frac{0.49\sigma^2_R}{\left(1 + 1.11\sigma^2_R\right)^{\frac{3}{2}}} \right] - 1, \quad \beta = \exp \left[ -\frac{0.51\sigma^2_R}{\left(1 + 0.69\sigma^2_R\right)^{\frac{3}{2}}} \right] - 1$$

where $1/\alpha$ and $1/\beta$ are the variances of the small and large scale eddies, respectively, $\Gamma(\cdot)$ is the Gamma function and $K_{\alpha-\beta}(\cdot)$ is the modified Bessel function of the second kind. The intensity fluctuations are characterized by the probability distribution, which is classified as: Weak turbulence ($\sigma^2_R < 1$), Moderate turbulence ($\sigma^2_R \approx 1$) or Strong turbulence ($\sigma^2_R > 1$).

In our setup, turbulence is generated using two fans blowing hot air perpendicular into the FSO channel in order to create a thermal gradient along the optical propagation path. Table 1 shows the averaged $C_n^2$ and $C_T^2$ corresponding to D1–D4 temperature distributions in our experiment. Note that the spacing between adjacent sensors is $L_p = 0.06$ m, the atmospheric pressure $P_a = 1024$ mm and wavelength $\lambda = 1550.12$ nm. Direct calculation of Rytov variance ($\sigma^2_R < 0.05$ in all cases) leads to a weak turbulence regime in our experimental setup. In order to show impact for a longer span, $C_n^2$ values have been recalculated via $\sigma^2_R$ to reflect 500 m FSO transmission distance.

The effect of the turbulence on the optical signal transmitted over the FSO channel is shown by the optical spectra comparison of the OB2B and the hybrid links (D0–D4) under different turbulent levels in Fig. 3(a) and (b) for 26 GHz and 40 GHz, respectively. Note that optical power measurements over FSO link employ higher sensitivity mode in the optical spectrum analyzer, leading to lower noise level. The turbulent-induced signal fluctuations in the optical domain result in reduced optical power by values up to 3 dB and 4 dB for the highest impact turbulence distributions at 26 GHz and 40 GHz, respectively, with respect to D0.

Fig. 4(a) shows the RF spectra of the signal generated at 26 GHz after opto-electronic conversion and measured by the MXA analyzer (Agilent N9020A) in order to evaluate the impact of the turbulence.
turbulence along the FSO transmission in terms of RF power and also the noise floor. The measured received electrical power for OB2B is $-26.5$ dBm, whereas $-39.97$ dBm is obtained after transmission over the hybrid link without induced turbulence (D0) and up to 12 dB power decrease is measured when turbulence (D1–D4) is applied in the FSO link. Note that trace average mode is employed to reduce the noise level after FSO transmission in the RFSA. Nevertheless, no effects on the signal linewidth can be observed.

Fig. 4(b) shows the measured electrical power of the signal in the frequency range of 26–40 GHz mmW after photodiode by using PNA-X (Agilent N4373C). Star markers at 26 GHz show the results obtained by the high-resolution MXA analyzer where each color represents different temperature distribution according to D1–D4 profiles. As expected, the RF power decreases due to the overall system frequency response when the frequency increases, as shown in the OB2B and D0 curves over 26–40 GHz, with a total drop of 7.7 dB. However, this value is not constant for measurements under thermally induced turbulence due to power fluctuations. The power drop about 2 dB is measured for D2 and D4, whereas values over 8 dB are obtained for D1 and D3.

Fig. 5 depicts the phase noise measured at 26 GHz by MXA for different temperature distributions and Table 2 summarizes phase noise results at different offsets. The phase noise at 100 kHz offset is measured as $-103.36$ dBC/Hz for OB2B, whereas it is increased up to $-95.92$ dBC/Hz for D0 with a further increase under the turbulent regimes. As observed in Fig. 5, the impact of D1–D4 turbulence results in a higher phase noise level due to both power decrease and increased noise floor. Whereas scenario D2 with increased turbulence level close to the receiver shows the lowest phase noise among D1–D4 at 100 kHz, the highest phase noise is induced by scenarios D1 and D3 where the turbulence level is uniformly distributed and increased close to the transmitter, respectively.
TABLE 2
Phase Noise Measurements in dBc/Hz of 26 GHz Generated Signal at Different Offsets (RBW = 220 Hz)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Frequency offset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 kHz</td>
</tr>
<tr>
<td>OB2B</td>
<td>−82.97</td>
</tr>
<tr>
<td>D0</td>
<td>−82.32</td>
</tr>
<tr>
<td>D1</td>
<td>−75.42</td>
</tr>
<tr>
<td>D2</td>
<td>−74.36</td>
</tr>
<tr>
<td>D3</td>
<td>−65.29</td>
</tr>
<tr>
<td>D4</td>
<td>−66.2</td>
</tr>
</tbody>
</table>

Fig. 6. Electrical spectrum of 8 Gb/s 16-QAM data signal over 40 GHz with 1 dBm at the receiver input for: (a) D0, and (b) under D3 turbulence profile. Insets show the corresponding constellation diagrams.

4. Data Transmission Experiment

In this section, an RF carrier at 20 GHz is employed to generate a 40 GHz mmW signal, which is further modulated by 16-QAM signal with 2 GHz bandwidth. Note that the modulating signal, using pseudorandom binary sequence (PRBS) length of $2^9 - 1$, has a center frequency of 2 GHz. It results in a bitrate of 8 Gb/s throughout the hybrid ODN.

Fig. 6 shows the electrical spectra for 40 GHz mmW signals carrying 8 Gb/s data when the received optical power at PD input is 1 dBm. The RF carrier and data power is −16 dBm and −53 dBm, respectively, after transmission over the hybrid link without induced turbulence, i.e., scenario D0, which is shown in Fig. 6(a). Note that an RF electrical post-detection amplifier with 29 dB gain is employed before the signal analyzer. Fig. 6(b) shows the impact of the D3 turbulence profile on the transmitted spectrum where data signal bands undergo a time-varying fading effect due to interference between signals with different random delays at the receiver. Insets in Fig. 6(a) and (b) show the received 16-QAM constellation, whose error vector magnitudes (EVMs) are 5.1% and 6%, respectively. Note that, the EVM is measured by a digital phosphor oscilloscope (DPO) (Tektronix DPO72004C).

Finally, Fig. 7 plots the obtained EVM versus the received optical power at PD input for all tested scenarios. Since only 1.4 km SSMF and 1.2 m long FSO channel are employed, there is no significant power penalty between OB2B and D0. The EVM values of OB2B and D0 are kept below the limit of 12.5% for optical power up to −4.3 dBm at the optical receiver whereas minimum EVM of 5% is measured for a received power of 1 dBm. The largest EVM impact of turbulence has been obtained under D1 temperature distribution which represents evenly distributed turbulence along the channel. The power penalty is in this case almost 5 dB at 12.5% of EVM, compared to D0. The EVM can be kept below 12.5% for received optical power up to −2.1 dBm for D2, D3 and D4 when turbulence highly influences the areas closer to the receiver and transmitter or exhibit a peak in the center of the link, respectively. However, at least 0.3 dBm of received optical power is required.
for D1. Note that, despite the high phase noise level and low electrical power measurements in this scenario, the conducted measurements showed that evenly distributed turbulence in the FSO link has the highest impact on EVM performance in such system and the distribution of scintillations along the link also plays a key role in the signal transmission penalty.

5. Conclusions

In this paper, for the first time, we have experimentally demonstrated the impact of different turbulent distributions along the RoFSO link on mmW signal transmissions in the frequency range of 26—40 GHz in a hybrid FSO/SSMF network. Optical carrier suppression at MZM has been used to generate double frequency signals, i.e., the measured RF power and phase noise at 100 kHz offset at 26 GHz were $-39.97$ dBm and $-95.92$ dBc/Hz, respectively. Moreover, 8 Gb/s 16-QAM data signal transmission at 42 GHz has been demonstrated over hybrid links with an EVM as low as 5% providing enough capacity for considered transmission within 5G networks. Several turbulence distributions along the FSO link have been implemented and their impact on the signal transmission have been evaluated. We experimentally verified that the highest impact on RoFSO link transmission can be expected under turbulence evenly distributed along the link. The measured turbulence scenarios resulted in up to 5 dB power penalty in terms of received optical power for EVM level of 12.5% in comparison with the performance of the hybrid link without turbulence.
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Abstract—One of the key functionalities in microwave photonics is to be able to define controllable time delays during the signal processing. Optical fibers are often used to achieve this functionality, especially when a long delay or a widely-tunable delay is needed. However, the stability of this delay in the presence of environmental changes (e.g., temperature) has not, to the best of our knowledge, been reviewed yet. Here, we firstly discuss the impact of temperature-induced variations on the signal propagation time in optical fibers and its implications in microwave photonics. We compare the impact of the thermal sensitivity of various delay lines for applications in which the signal is transported from point A to point B, as well as for applications in which the propagation time through a fiber or the fiber dispersion is used to create a fixed or tunable delay. In the second part of the article we show the impact of fiber thermal sensitivity on a narrow-band microwave photonics filter made of standard single mode fiber (SSMF) and a hollow core fiber (HCF), which has significantly lower thermal sensitivity of propagation time to temperature. The central frequency of the band-pass filter changes almost 16 times more in the filter made of SSMF as compared to that of HCF, dictating very tight (0.05 °C) temperature stabilization for SSMF-based filters. On the basis of our thermal sensitivity analysis we conclude that HCFs are very promising for environmentally stable microwave photonics applications.

Index Terms—Fabry–Perot, microwave filters, microwave photonics, optical fiber applications.

I. INTRODUCTION

MICROWAVE photonics uses optical devices and techniques for advanced processing and transport of radio frequency (RF) signals. Although integrated microwave photonics is compelling due to advantages such as small size and compactness, optical fibers still play a key role due to their ultralow loss (particularly relevant for long distances). One of the key microwave photonics requirements is to be able to set a controllable delay of the signal being processed [1]. Defining a fixed delay is straightforwardly realized with minimum loss or signal distortion via signal propagation through a length of an integrated optics waveguide or an optical fiber. Some microwave photonics applications, however, require a tunable delay line, which is more challenging to implement. Quasi-tunable delay lines have been implemented, e.g., using a set of fiber lengths and switches with a fixed wavelength laser, Fig. 1(a) [1], while a continuously tunable delay line can be achieved, e.g., with a dispersive fiber and a tunable laser source, Fig. 1(b) [2].

Delay lines in microwave photonics are often used to construct filters in finite input response (FIR) configurations [2], whose schematic is shown in Fig. 2(a). By combining several (at least two) replicas of the original signal (delayed with respect to each other using delay lines) with adjusted amplitudes and phases, a filtering functionality is achieved. Indeed, infinite impulse response (IIR) configurations [2] that use output signal (after an appropriate delay) fed back into the input are also used, Fig. 2(b). When combined with gain, such feedback structures can also be made to oscillate, forming an optoelectronic oscillator (OEO) [3]. Fig. 2(c) shows a schematic of a simple OEO. As its noise properties are directly related to the magnitude of the delay introduced in the feedback loop [3], a long delay (e.g., created in km-length fibers) is often used.

For stable operation of microwave photonics filters and other related devices such as OEOs, the delay introduced by a delay line should be stable with temperature. Even when using optical fibers for transport of the microwave signal (such as clock distribution [4], 5G networks [5], or radio astronomy [6]), changes in the RF signal phase due to temperature are of importance. However, the topic of this thermal stability has not, to the best of our knowledge, been comprehensively discussed in the literature in the field of microwave photonics yet.

In this paper, we first carry out a comprehensive comparison of fiber-based microwave photonics delay lines in terms of their...
thermal stability. We introduce the key effects that influence the thermal stability and quantify their contribution, allowing for comprehension of the topic as well as enabling microwave photonics engineers to design their systems taking the thermal stability into account. For example, using a dispersion compensating fiber instead of a standard optical fiber in the dispersive tunable delay line, up to 6 times lower sensitivity to temperature can be obtained. In the second part, we demonstrate our thermal sensitivity analysis on an IIR microwave photonics filter based on an all-fiber Fabry-Perot etalon made of standard fiber as well as novel hollow core optical fiber (the microwave photonics filter based on hollow core fiber (HCF) is demonstrated for the first time here). Thanks to the significantly better thermal stability of the HCF as compared to standard single mode fiber (SSMF), the developed HCF based microwave filter has a more than ten times better central frequency stability. We show this is of key importance in ultra-narrow pass-band filters (180 kHz in our design) as compared to an OEO made with SSMFs [10]. By careful design, HCFs can even be achieved with a TCD close to 0 ps/km/K [11] and an OEO with >100 times better thermal stability than SSMF has been reported using such a design [12].

II. FIBERS’ THERMAL SENSITIVITY

There are several key configurations (Section III) used to generate delays in microwave photonics using optical fibers. Before analyzing their thermal sensitivities, we need to know the relevant thermal sensitivity properties of the optical fibers used and in particular of their propagation time and chromatic dispersion.

A. Fiber Delay

The propagation time $\tau$ of a microwave photonics signal propagating through a length $L$ of an optical fiber or a waveguide is given by:

$$\tau_{delay} = \frac{n_g L}{c},$$  \hspace{1cm} (1)

where $n_g$ in the group refractive index of the propagating medium and $c$ is the speed of light in vacuum. When temperature $T$ changes, two effects contribute to the time delay change: the fiber elongation with temperature (thermal expansion) and the change of propagation speed with temperature [7]. The change of time delay due to the temperature change per unit length is characterized by the thermal coefficient of delay (TCD). For an SSMF, which is made of fused silica, the TCD is about 40 ps/km/K to which the change of propagation speed with temperature contributes about 95% [7]. The thermal expansion contribution is very small thanks to the extremely low thermal expansion coefficient ($S_T = 5 \times 10^{-7} /K$) of silica glass, contributing about 2 ps/km/K [7]. For applications where the TCD of SSMF is too high, fibers with a special coating were developed [9] known as phase stable optical fiber (PSOF), reducing the TCD down to 3.7 ps/km/K.

Another approach is to use HCF in which light propagates through a central hole, eliminating the contribution of thermal induced propagation speed change, reducing the TCD to 2 ps/km/K, limited by the thermally-induced fiber elongation. This advantage has already been demonstrated in microwave photonics, resulting in the demonstration of an OEO with 16 times smaller sensitivity of the oscillating frequency to temperature as compared to an OEO made with SSMFs [10]. By careful design, HCFs can even be achieved with a TCD close to 0 ps/km/K [11] and an OEO with >100 times better thermal stability than SSMF has been reported using such a design [12]. Besides lower TCD, HCFs have other advantages over SSMFs relevant for microwave photonics, e.g., low nonlinearity in combination with low chromatic dispersion [13]. The key limitation to using HCF in microwave photonics applications had been up to recently transmission loss, which used to be significantly higher compared to SSMF. However, with the development of the latest generation of hollow core fibers: nested antiresonant nodeless fibers (NANFs) [14]–[17], attenuation levels of 0.28 dB/km have recently been achieved [17] and one can expect it to become even lower in the near future. NANF is therefore expected to be an ideal candidate for delay lines designed for microwave photonic and should open new device opportunities. However, to date, the use of NANF has not been demonstrated in any microwave photonics application to the best of our knowledge.

B. Chromatic Dispersion

The chromatic dispersion of an optical fiber is given by the sum of material and waveguide dispersions [18]. For weakly-guiding fibers like SSMFs or typical dispersion compensation...
fibers (DCFs), the chromatic dispersion can be approximated by the three term Sellmeier equation [18], [19]:

$$ D(\lambda) = \frac{S_0}{4} \left( \lambda - \frac{\lambda_0^4}{\lambda^3} \right), $$

(2)

where $\lambda_0$ is the zero dispersion wavelength and $S_0$ is the dispersion slope at the zero dispersion wavelength. The chromatic dispersion of SSMF and a typical DCF at C band obtained using Eq. (2) and fiber data from [20] and [21] are both plotted in Fig. 3. The temperature sensitivity of chromatic dispersion can be obtained by differentiating Eq. (2) with respect to temperature $T$:

$$ \frac{dD}{dT} = \frac{D}{S_0} \frac{dS_0}{dT} - S_0 \frac{\lambda_0^3}{\lambda^3} \frac{d\lambda_0}{dT}, $$

(3)

We then used Eq. (3) to calculate the chromatic dispersion of SSMF with a temperature increase of 100 K by using data from [20] (fiber Type A1 in [20]) and show it in Fig. 3. As concerns DCF, only the parameters relevant to the zero dispersion wavelength have been published so far (e.g., in [21]), which allows us to calculate the second term in Eq. (3), but not the first one. To allow us to illustrate the DCF’s thermal sensitivity, we made an assumption that the first term in Eq. (3) (proportional to the change of $S_0$) is negligible as compared to the second one (proportional to the change of $\lambda_0$). We consider it a reasonable assumption, as for SSMF, the first term in Eq. (3) typically contributes to only 5–9% of the overall thermal sensitivity in the C-band [21]. Although it may have a larger contribution for the DCF, it is unlikely to be a dominant term.

In Fig. 3 we see that over a limited bandwidth (e.g., C-band in Fig. 3) the dispersion curve is mainly red-shifted when the temperature is increased. Although this observation has been done with DCF characteristics that are approximate (as discussed earlier), it is in line with [21] and [22], where for all studied fiber types (including SSMF and DCF), the dispersion thermal sensitivity was considered to be:

$$ \frac{dD(\lambda)}{dT} \approx S(\lambda) \frac{d\lambda_0}{dT}. $$

(4)

where $D(\lambda)$ is the chromatic dispersion of interest and $S(\lambda)$ is the dispersion slope at that wavelength. As $d\lambda_0/dT$ is almost constant for any fiber type ($d\lambda_0/dT = (0.02–0.03) \text{ nm/K}$ [20–[24]), $dD(\lambda)/dT$ depends predominantly on the dispersion slope $S(\lambda)$, as follows from Eq. (4).

For SSMF, chromatic dispersion and its thermal sensitivity are 17 ps/nm/km (at 1550 nm) and $\sim 1.5$ fs/nm/km/K. For DCF, the chromatic dispersion ranges from $\sim 30$ to $\sim 300$ ps/nm/km [25] and $dD(\lambda)/dT$ is between 0.9 and 4 fs/nm/km/K [21] for $\lambda \sim 1550$ nm. Photonic crystal fiber (PCF) generally provides larger dispersion, e.g., $\sim 700$ ps/nm/km [26], but also has a larger dispersion slope $S(\lambda)$ (as compared to DCF), making its $dD/dT$ relatively large, e.g., data from [26] leads to $dD/dT \sim 1.6$ ps/nm/km/K.

The key properties of optical fibers relevant for microwave photonics delay lines and their thermal behavior are summarized in Table I.

III. OPTICAL MICROWAVE PHOTONICS DELAY LINES AND THEIR THERMAL SENSITIVITY

Here, we divide the key configurations to generate delay in microwave photonics into three main categories that we discuss in the following text: (i) Fiber delay, (ii) Delay via fiber chromatic dispersion, and (iii) Delay with chirped fiber Bragg gratings (CFBG).

In the literature, there are two main concepts used to characterize the thermal properties of optical fibers. The first one normalizes time delay changes to the fiber length as characterized by the TCD (used, e.g., [9]) and is appropriate for applications in which fiber is used to transport a signal from point A to point B (e.g., to synchronize telescopes in radio astronomy [6]). Fiber properties relevant to these applications are summarized in Table I. The other uses normalization to unit delay (1 s). For delay lines that serve to delay a signal, normalization to delay is more appropriate:

$$ S_{\tau} = \frac{1}{\tau} \frac{d\tau}{dT}. $$

(5)

![Fig. 3. Chromatic dispersion of SSMF (thin black) and DCF (thick blue, at room temperature calculated with Eq. (2) and data from [20], [21]. Chromatic dispersion at temperature 100 K higher for SSMF was calculated with Eq. (3) and data from [20] (thin black dashed) and DCF calculated from the second term of Eq. (3) and data from [21] (thick blue dashed).](image-url)
To distinguish between the normalization to length and delay, we use the relative unit (ppm/K) for the normalization to delay (as opposed to the ps/km/K we use for normalization to the length). In the previous section (Section II), we have already compared delay lines in terms of TCD. Here, we will discuss comparison in terms of $S_\tau$.

### A. Fiber Delay

The thermal sensitivity normalized to unit delay $S_\tau$ can be obtained from Eqs. (1) and (5) as:

$$S_\tau = \frac{1}{n_g} \frac{dn_g}{dT} + \frac{1}{L} \frac{dL}{dT} = S_n + S_L.$$  \hspace{1cm} (6)

The first term describes the sensitivity of fiber group index to temperature, the second the thermally-induced expansion.

The thermal sensitivities $S_\tau$ of SSMF delay lines can be calculated from the TCD published in [9] to be around 8 ppm/K. A PSOF-based delay line was reported to have $S_\tau$ of 1.4 ppm/K [29]. HCF-based delay lines have been measured to have $S_\tau$ of 0.6 ppm/K using PBGF [10] and values as low as -0.08 ppm/K have been achieved when operated the PBGF close to its zero thermal sensitivity wavelength [12]. NAFB has been demonstrated to achieve 0.5 ppm/K [13].

### B. Delay Via Fiber Chromatic Dispersion

Fig. 1(b) shows a simple schematic of a tunable dispersive fiber delay line, its temperature sensitivity is essentially similar to that of a simple fiber delay line, Fig. 1(a) analyzed in the previous section. However, the dispersive tunable delay line is often used in FIR filters in which signals generated by several lasers emitting at different wavelengths propagate through the same fiber and it is only the difference in their propagation times that is of importance. Fig. 4 shows a simple schematic of such a filter using two lasers with a wavelength separation of $\Delta \lambda$. Signals from both lasers are modulated by an RF signal and then the RF modulated signals at two wavelengths share the same fiber, where they experience different time delays due to the chromatic dispersion. The difference in the time delay experienced by the two lasers $\tau$ can be expressed as:

$$\tau_{\text{disp}} = LD\Delta \lambda.$$  \hspace{1cm} (7)

Here, $D$ indicates the fiber’s chromatic dispersion. Since we are interested how the delay (tuned to the desired value) changes with temperature, we consider fixed wavelength separation here, leading to:

$$S_\tau = \frac{1}{D} \frac{dD}{dT} + \frac{1}{L} \frac{dL}{dT} = S_D + S_L.$$  \hspace{1cm} (8)

The first term is the normalized thermally induced change of dispersion and $dD/dT$ is exactly the thermal sensitivity of dispersion as discussed in Section II-B. Its value for all the considered fiber types (SSMF: -88 ppm/K at 1550 nm; DCF: -20 to -80 ppm/K, and PCF: -2800 ppm/K) is significantly higher than the second term that represents thermally-induced elongation (0.5 ppm/K).

For SSMF, a tunable delay of up to 4.2 ns was demonstrated using 46 km of fiber within 5.4 mm range [2], while DCF with its significantly larger dispersion than SSMF (up to -300 ps/nm/km [25]), allowed a delay of up to 4 ns in only 1 km of fiber to be achieved with 40 nm wavelength tuning range [30]. PCFs were demonstrated to offer dispersion values of up to -700 ps/nm/km, enabling 60 ps tuning using just 10 m of fiber [31].

The length of the fiber is limited by its loss and there are other practical considerations such as cost, volume and weight. We add to this list also thermal sensitivity, which, as we mentioned earlier, is lowest with DCF, followed by SSMF, with the worst performance obtained with PCF.

### C. Delay Via Chirped Fiber Bragg Gratings

Dispersive fiber from the previous sub-section can be substituted with a CFBG, which can have a large chromatic dispersion when operated in reflection, [32], [33]. The time delay difference between two lasers separated by $\Delta \lambda$ approximates as:

$$\tau_{\text{chirp}} \approx \left( \frac{L}{c} \cdot \frac{1}{\Delta \lambda_{\text{chirp}}} + \frac{LD\Delta \lambda}{n_{\text{eff}}\Delta \lambda_{\text{chirp}}} \right) \Delta \lambda = \tau_{\text{chirp}} + \left( 1 + \frac{cD\Delta \lambda}{n_{\text{eff}}} \right) \Delta \lambda,$$  \hspace{1cm} (9)

where $\Delta \lambda_{\text{chirp}}$ and $L$ are the period change and the length of the CFBG respectively, and $D_{\text{chirp}} = L(c/\Delta \lambda_{\text{chirp}})$ is the CFBG chromatic dispersion that does not take into account the fiber chromatic dispersion. $n_{\text{eff}}$ is the average effective refractive index of a CFBG. Since $L$ and $\Delta \lambda_{\text{chirp}}$ change at the same rate with temperature (for consistency with the previous analysis, we consider a uniform temperature change along the CFBG), $D_{\text{chirp}}$ does not change with temperature. Consequently, the only parameters that change with temperature are fiber chromatic dispersion and refractive index:

$$\frac{d\tau_{\text{chirp}}}{dT} = \frac{cD_{\text{chirp}} \Delta \lambda}{n_{\text{eff}}} \left( \frac{1}{D} \frac{dD}{dT} - \frac{1}{n_{\text{eff}}} \frac{dn_{\text{eff}}}{dT} \right).$$  \hspace{1cm} (10)

Considering a CFBG with a $D_{\text{chirp}} = 250$ ps/nm inscribed in SSMF as an example and $\Delta \lambda = 20$ nm, $d\tau_{\text{chirp}}/dT = -4 \times 10^{-5}$ ps/K, equating to a thermal sensitivity $S_\tau$ of 0.008 ppm/K, which is almost negligible.

However, real CFBGs exhibit ripples in the group delay [34], [35] due to fabrication imperfections. These ripples are essentially time delay deviations from the ideal CFBG response. Consequently, the time delay changes significantly with temperature. The amplitude of the group delay ripples is typically independent of the CFBG parameters and is around 10 ps [34] (but this can be reduced to 1 ps by careful apodization [36]). As temperature changes, the delay of both signals (separated by $\Delta \lambda$) can change by up to $\pm 10$ ps for a typical CFBG and $\pm 1$ ps...
TABLE II
OPTICAL DELAY LINES SUMMARY

<table>
<thead>
<tr>
<th>Fiber delay lines</th>
<th>Name</th>
<th>Maximum time delay*</th>
<th>$S_{\tau}$ (ppm/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Solid-core fiber</td>
<td>100 $\mu$s</td>
<td>$L = 56$ km [1]</td>
</tr>
<tr>
<td></td>
<td>PSOF</td>
<td>1 $\mu$s</td>
<td>$L = 0.5$ km [32]</td>
</tr>
<tr>
<td></td>
<td>HCFs</td>
<td>33 $\mu$s</td>
<td>$L = 11$ km [37]</td>
</tr>
<tr>
<td></td>
<td>PBGF</td>
<td>3 $\mu$s</td>
<td>$L = 1$ km [12]</td>
</tr>
<tr>
<td></td>
<td>NANF</td>
<td>1 $\mu$s</td>
<td>$L = 1.7$ km [17]</td>
</tr>
<tr>
<td></td>
<td>DCF</td>
<td>1 ns</td>
<td>$D = 17$ ps/nm/km</td>
</tr>
<tr>
<td></td>
<td>PCF</td>
<td>10 ps</td>
<td>$D = -700$ ps/nm/km [30]</td>
</tr>
<tr>
<td></td>
<td>CFBG</td>
<td>1 ns</td>
<td>$D_{\text{chirp}} = 2500$ ps/nm [38]</td>
</tr>
</tbody>
</table>

*Maximum delay limited by maximum fiber length $L$ or chromatic dispersion ($D$ or $D_{\text{chirp}}$).

for the lowest-reported ripple CFBG, generating up to 20 ps and 2 ps peak-to-peak delay variations in $\tau_{\text{chirp}}$ respectively. As this variation does not change linearly with temperature (depends on the ripple period, grating chirp, etc.) we cannot define its sensitivity $S_{\tau}$ and can only give the peak-to-peak variations.

D. Summary

We have discussed various microwave photonics fiber delay lines. Table II summarizes the results. Although we do not cover all the microwave photonics delay line implementations, their thermal sensitivities can generally be calculated from the parameters and configurations described above.

For delay generated by signal propagation in an optical fiber, HCFs are the least sensitive to temperature variations. For delays generated via chromatic dispersion, a DCF based delay line is several times less thermally sensitive than a SSMF based delay line. PCF is by far the most temperature sensitive. When using a CFBG, particular attention should be paid to the group delay ripples, which determine the delay variations with temperature and even for extremely low levels of group delay ripple (1 ps) can produce a significant sensitivity to temperature. The key parameters of the delay lines just discussed in terms of $S_{\tau}$ are summarized in Table II.

IV. NOVEL HOLLOW CORE FIBER MICROWAVE FILTER AND ITS TEMPERATURE SENSITIVITY

In this section, we show an example of a microwave photonics filter in which the thermal stability of the fiber used is important. We fabricate the same filter using SSMF as well as HCF and compare their performance, showing that the SSMF-based filter embodiment would only operate reliably with high-precision temperature stabilization, increasing its cost, size, and power consumption.

A. Set-up

The core of our filter consists of an alignment-free all-fiber Fabry-Perot (FP) etalon made of 5-m of NANF, which has been reported in detail in [13]) or a 3.6-m long FC/PC-connectorized SSMF with mirrors directly-deposited on the FC/PC connector end-facets [40]. Due to the refractive index ($n$) difference ($\sim 1$ for HCF and $\sim 1.45$ for SSMF), the optical length ($nL$) of the two FP etalons is nominally identical, allowing for a fair comparison.

The cross-sectional electron microscope (SEM) image of the NANF used in our FP etalon is shown in Fig. 5.

![Fig. 5. The cross-sectional electron microscope (SEM) image of the NANF used in our FP etalon.](image)

The schematic of our microwave photonics filter (we refer to it later simply as a ‘filter’) is shown in Fig. 6. A signal from a continuous-wave fiber laser (Rock from NP Photonics) with an output power of 16 dBm passes through a 40-GHz bandwidth Mach-Zehnder modulator (MZM), which generates two sidebands at the frequency of the RF input signal. After passing through a polarization controller (PC), the signal is injected into the FP. The laser central frequency is set (we explain later how we set this) to be resonant with the FP, i.e., to have minimum transmission loss. Both sidebands experience the same transmission loss – i.e., both are transmitted (when...
the RF signal frequency is a multiple of the FP spectral period) or both are equally attenuated. Thus, the FP output signal is amplitude-modulated with a modulation depth dependent on the RF signal frequency. The output signal from the FP is photodetected and then divided into two parts. One of them is the output RF signal and is received by a vector network analyzer (VNA) to measure the amplitude and phase response of the FP. The other one is used for the laser wavelength locking to a transmission peak of the FP etalon via a feedback loop consisting of a lock-in amplifier, proportional-integral (PI) controller, and a piezo-stretcher that controls the wavelength of the Rock fiber laser. Fig. 7 shows the transmission signal and error signal before and after turning on the locking loop.

B. Filter Transmission Characteristics

For the sake of space, we show here only the filtering characteristics for the HCF-based filter, as the filter characteristics for SSMF-based filter were very similar.

The filter has a periodic transfer function with period of 28.1 MHz (given by the FP length of 5 m), shown in Fig. 8 at RF frequencies close to 10 GHz, 20 GHz and 40 GHz.

Details of the amplitude $S_{21}$ response together with the phase response are shown in Fig. 9. The 3 dB passband width is 183 kHz and the phase response has the expected $\pi$ jump at the transmission peak.

C. Filter Temperature Sensitivity

We placed the two FP etalons (based on HCF and SSMF, respectively) into the same thermal chamber. Firstly, we stabilized the temperature and measured the filters’ characteristics at frequencies of 10 GHz, 20 GHz and 40 GHz. Subsequently, we increased the temperature by 1 °C and repeated the measurement, as shown in Fig. 10. The filter transmission peaks shifted in frequency. This shift was about 16 times larger for the SSMF-based filter than for HCF-based filter. As expected, the shift also depends linearly on the central frequency: i.e., the shift at 40 GHz is 4 times larger than at 10 GHz.

To extract temperature sensitivity data with good accuracy and to confirm the shift in filter transmission characteristics is linear with temperature, we kept increasing the temperature in 1 K steps and measured the position of the transmission peaks. The filters transmission peak shifts (at 40 GHz, where the change is the largest) are shown in Fig. 11. For SSMF-based filter, the transmission characteristics shift at a rate of 334 kHz/K while for the HCF-based filter the rate is only 21 kHz/K – a value almost 16 times lower as would be expected.

We also measured the filters characteristics when subject to our air-conditioned lab environment (temperature variations of about 1 K due to the air-conditioning turning on and off). Within about an hour, the frequency variations for the SSMF-based filter
were up to 480 kHz (at 40 GHz), while for the HCF-based filter, they were less than 30 kHz, see Fig. 12.

D. Discussion

The results presented in Fig. 12 show that the SSMF-based bandpass filter operating at 40 GHz changes its central frequency (by up to 480 kHz) by more than its bandwidth (3-dB bandwidth of 183 kHz), even in a temperature-controlled laboratory environment. On the other hand, an HCF-based filter allows for accurate operation without any further environmental stabilization.

To ensure that the central filter frequency does not change by more than 10% of its 3-dB bandwidth, the SSMF based filter (temperature shift of 334 kHz/K, Fig. 11) requires temperature stabilization better than 0.05 °C, which is rather impractical. On the other hand, the HCF based filter (21 kHz/K, Fig. 11) requires temperature stabilization of just 0.9 °C, easily achievable with simple temperature control. These requirements could be relaxed if the filter is operated at a lower frequency (e.g., at 10 GHz, four times larger temperature variations are acceptable), or with a larger bandwidth. However, if a lower bandwidth is targeted (e.g., in our recent work, we presented a FP fiber etalon with 10 times narrower transmission peaks [41] than presented here), the temperature stabilization needs to be improved, rendering a filter made of SSMF unstable and needing impractical mK-level temperature stabilization.

From the temperature-induced shifts given earlier (334 kHz/K and 21 kHz/K, Fig. 11), the thermal sensitivity of the used fibers (NANF hollow core fiber and SSMF) can be calculated by:

\[ S_T = \frac{df_{peak}}{dT} \frac{1}{f_{peak}} \tag{11} \]

Here, \( f_{peak} \) indicates the measured central frequency of the filter. From our data and Eq. (11) we calculated a thermal sensitivity of 8.4 ppm/K (SSMF) and 0.5 ppm/K (NANF), which agrees well with the previously-published data summarized in Table II.

V. CONCLUSION

In this paper, we reviewed different configurations of optical fiber-based delay lines for microwave photonics in terms of their thermal sensitivity. The thermal sensitivity of point-to-point delay lines is best characterized by the Thermal Coefficient of Delay (TCD), which is normalized to the delay line length. Key parameters of delay lines using different optical fibers are summarized in Table I, suggesting hollow core fiber (HCF) performs the best, having a TCD of as little as 2 ps/km/K.

For comparison of delay lines used primarily to create a delay, we normalize their thermal sensitivity to unit delay. There are two main configurations of such fiber-based photonic delay lines: based on propagation through a length of a fiber or propagation through a dispersive fiber or a chirped fiber Bragg grating (CFBG). The key results are summarized in Table II. For simple propagation through a length of a fiber, HCF performs the best (thermal sensitivity of 0.5 ppm/K). For the dispersive delay line, devices based on dispersion compensating fiber (DCF) have the smallest thermal sensitivity (~18~80 ppm/K). The thermal stability of a CBF is limited by its group delay ripple, which even when strongly reduced by tight CFBG apodization is typically still at the 1-ps level.

To demonstrate the importance of the fiber thermal sensitivity in microwave photonics, we built two narrow-band IIR filters based on all-fiber Fabry-Perot etalons. The first one was made of a standard single mode fiber (SSMF), while the other one was made of low-thermally-sensitive HCF. Compared to SSMF-based filters, the HCF-based filter changes its central frequency almost 16 times less with temperature. As a result, the HCF-based filter is stable under laboratory conditions, and in real world applications would require only simple temperature control, while a SSMF-based filter would require impractically accurate/tight temperature control levels of 0.05 °C.

The experiments we have presented represent the first demonstration of the latest generation of HCF (which was recently demonstrated to enable a loss as low as 0.28 dB/km) in microwave photonics. Besides the low thermal sensitivity and a loss threshold, making them a very promising technology for the realization of delay lines in microwave photonics.
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We present a hybrid radiofrequency and microwave photonic link at 25 GHz using the chromatic dispersion of an optical fiber to steer the beam of a three-element planar dipole-based phased antenna array (PAA). Our team has designed and developed an in-house built PAA, experimentally verified its parameters, and successfully demonstrated optically controlled beam steering as measured in an anechoic chamber. Moreover, a detailed analysis of the optically based beam steering in the proposed microwave photonics system has been carried out, with data transmission achieving an error vector magnitude as low as 5.6% for the frequency of 25 GHz and 20 MHz bandwidth.
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1. INTRODUCTION

The ever-increasing demands on transmission capacity, notably in mobile networks, have led to the logical step of exploiting higher-frequency bands providing sufficient bandwidth for high data rate transmissions. This validates the usage of fifth-generation mobile networks (5G) whose planned frequency bands involve frequencies significantly exceeding previous mobile network generations by reaching frequencies up to 86 GHz [1]. However, the transmission of high frequencies, i.e., millimeter wave (mmW), has significant path and penetration losses. One practical solution to compensate for the higher losses is to deploy a large-scale phased antenna array (PAA) to achieve high PAA gain in a high-frequency system due to the smaller wavelength [2]. An example of this is a base station operating at 30 GHz with a 200 m transmit range and needing 60 dBm effective isotropic radiated power (EIRP) for a reasonable signal-to-noise ratio (SNR) at the receiver. This is almost impossible to achieve using a single-element transmitter. However, if, for example, a 100 element PAA transmitter is used, only 20 dBm output power is required from each element of the phased array, which is reasonable with today’s low-cost fully integrated solutions [3].

The widespread application of optical fibers for 5G networks [4] contributes to the deeper convergence of mmW and optical systems [5], especially in the 5G fronthaul network where optical fibers serve as a medium connecting the baseband unit (BBU), commonly located in a central office (CO), to a remote radio head (RRH) found in a cell site. Such centralized mobile network architecture, called a cloud radio access network, consists of several BBUs jointly controlled in a CO and connected to the RRHs in a particular cell over a fronthaul network, providing higher energy and cost efficiency [5]. The connectivity over the optical fiber will also be crucial for high-density antenna deployment within the cell-less architecture being considered for 6G [6]. The difference between optical and radio mmW systems can be bridged via microwave photonics technology by combining the advantages of high radiofrequency (RF) systems and optical networks [7]. Microwave photonics research involves radio over fiber (RoF) which, in principle, allows the modulation of a light wave by the RF signal, then transmits it via an optical fiber where the photodetector recovers the original RF signal [8]. Thus, analog RoF systems can be used as an effective solution for fronthaul networks [9]. In [10], the use of analog RoF has been demonstrated, leading to scalable 5G fronthaul with centralized architecture. An 800 MHz bandwidth has been successfully transmitted over 10 km 7 core multi-core optical fiber and over 9 m mmW wireless transmission at 25.5 GHz. The mmW frequency transmission of up to 96 GHz, while aggregating four 400 MHz bandwidths, has been presented in [11] to show a seamless solution for the RAN in 5G and beyond networks. An intermediate frequency (IF) over fiber has been used for 360° coverage in V-Band massive multiple-input multiple-output (MIMO) small cells at a target frequency of 60 GHz [12]. The beamforming capability, controlled in the
electrical domain, was 90° for each PAA out of four. An overall
evolution of the RoF technology with faced challenges related
especially to the high-frequency fronthaul network in 5G is
described in detail in [13].
Along with the use of microwave photonics in RF networks,
the optical system enables beamforming by employing variable
true-time delay (TTD) modules to introduce a phase difference
in particular PAA elements [14]. For instance, an ultra-fast
(<50 ps) mmW photonic beamforming system using a tun-
able delay component and two-element Vivaldi PAA, with up
to 30° steering angle at 35 GHz, has been described in [15].
An optical TTD was also used for a PAA radar allowing beam
steering at 10 GHz [16]. The TTD was, in this case, realized
by a combination of optical sources at different wavelengths,
and fiber-optic delay lines, with optical 2 × 2 switches activating variable fiber-
optic paths to introduce phase difference between particular
branches. A steering angle of 28.7° was achieved with a maximal
radiation angle error from the main beam direction of less than
2.1°. Variable delay lines were used as TTD in [17] to perform
optical beamforming with a two-element PAA transmitting
1 Gb/s on–off keying data on the 19 GHz RF carrier, with steer-
ing angles ±26.4° over 20 cm free space distance. A 38 GHz
mmW beam-steered fiber-optic and wireless system based on an
arrayed waveguide grating (AWG) feedback loop was proposed
and experimentally tested over a 26 cm long wireless antenna
channel in [18] while achieving up to an 8 Gb/s bit rate. The
setup consisted of a two-element PAA and receiving antenna
placed on an optical rail offsetting the receiving antenna posi-
tion at a range of ±20 cm. The same authors later published
an enhanced optical beamformer at 38 GHz based on a bidirec-
tional optical delay network, which included an integrated
AWG. The AWG was fully controlled by the wavelength of
the incoming optical signal to achieve beamforming [19]. The
performance was verified through 28 cm long free space dis-
tance while using up to 4 Gb/s data signal with quadrature
amplitude modulation (QAM). However, the presented
two-element PAA cannot allow sufficient scanning angle range
for antenna beam steering in such a high-frequency mmW
system. Moreover, the systems used a photonically doubled
frequency technique to set the desired mmW frequency, which
needs to use two Mach–Zehnder modulators (MZMs) in setup.
The first MZM is used for the optical carrier suppression and
the second is used for the data modulation with intermediate
frequency, therefore representing a more complex approach.
Other photonic phase-control circuits using TTDs are listed,
e.g., in [3].
Another approach for optical TTD for an mmW frequency
band is the usage of the chromatic dispersion phenomenon with
a multi-wavelength optical signal, allowing phase delays to be
optically set up for different wavelengths. In [20], a multi-
wavelength tunable laser was used to feed 5 km of standard
single-mode fiber (SMF), a four-element patch PAA at 2 GHz,
and a two-element patch PAA at 20 GHz. In this configuration,
an up to ±30° radiation angle with single-tone RF signal has
been obtained for both 2 and 20 GHz frequencies. The same
authors researched two-dimensional beam steering using an
mmW RoF link at 37 GHz [21] with the 2 × 3 patch PAA
used with a combined chromatic dispersion-induced phase
difference in one dimension and an RF phase shifter in the
other dimension. The chromatic dispersion-induced delay was
realized in a 1 km long SMF obtaining a π-shift at 37 GHz
by tuning the signal wavelength by 0.8 nm and measuring the
received continuous wave (CW) signal over a 1.5 m long wireless
distance. A centralized beamforming control for base stations
using PAA based on different signal propagation delays in the
optical fiber due to the chromatic dispersion theoretically is pre-

tented in [22]. The transmission over 10 km of standard SMF
at 1550 nm and a four-element PAA in the proposed system was
tested at frequencies of 3.5, 5, and 29.5 GHz with seven basic
beamforming directions to be used in a 5G cellular network.
The chromatic dispersion effect has also been exploited in [23],
where the RoF system handled phase difference from a CW sig-
nal between two phase antenna subarrays forming a 4 × 2 array,
which was further steered at 60 GHz by additional variable delay
lines. The photodetectors were, in this case, integrated directly
onto a PAA substrate and the authors demonstrated 0 and 30°
radiation angle in both the E and H planes over 45 cm of the free
space by using arrayed patch antennas.
In this paper we present, for the first time to our knowl-
edge, an experimental validation of data transmission in the
24–28 GHz band using optical beam steering via chromatic
dispersion in a hybrid RF/optical system. For this purpose, we
have proposed a microwave photonic link (MPL) in a given
band with an in-house built application-tailored three-element
PAA based on planar dipoles to provide enough beam steering
scalability. We demonstrate PAA beam steering performance
and confirm the usability of our approach within a microwave
photonic network by evaluating data transmission quality over a
1.5 m long wireless distance. The paper is structured as follows:
Section 2 describes the experimental setup, Section 3 presents
the results and discussion, and finally, the conclusion is provided
in Section 4.

2. EXPERIMENTAL SETUP
The principle of beamforming with a PAA using an optical
TTD is illustrated in the example of a linear three-element
PAA in Fig. 1. The equal distance between antenna elements is
denoted as Λ, i.e., Λ = 6 mm, and the requested steered angle is
θ. The time delay difference between two adjacent elements,
which is required for the beam steering with angle θ, can be
obtained as [3]

$$
\Delta t = \frac{\Lambda \sin(\theta)}{c},
$$

(1)

where c is the speed of the light in the air. Based on Eq. (1), the
introduced time delays necessary to point the wavefront to angle
θ in the three-element PAA are 0, (2ASinθ)/c, and 2(2ASinθ)/c,
respectively, for particular PAA branches. For a steering angle
of θ = 25° at 25 GHz, the delays correspond to Δt1 = 0,
Δt2 = 8.45 ps, and Δt3 = 16.9 ps, which stands for the 80°
difference in phase. Note that we consider the middle element
as a reference and then add and subtract the requested phase
difference from the middle element, i.e., 80°.
To change the phase difference among PAA elements, a
tunable laser source is used. The wavelength tuning range Δλ
obtain the 180° phase shift of the RF signal is given by the
Beamforming principle based on the optical TTD for a PAA with three elements.

Table 1. Optical Beamforming Parameters at 25 GHz

<table>
<thead>
<tr>
<th>λ (nm)</th>
<th>D (ps/nm km)</th>
<th>Calculated Δλ (nm²)</th>
<th>Measured Δλ (nm/°) at λ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1534.5</td>
<td>16.019</td>
<td>0.000679</td>
<td>0.000675 at 1534.695</td>
</tr>
<tr>
<td>1550.0</td>
<td>17.205</td>
<td>0.000633</td>
<td>0.000629 at 1550.031</td>
</tr>
<tr>
<td>1571.0</td>
<td>18.763</td>
<td>0.000580</td>
<td>0.000575 at 1571.178</td>
</tr>
</tbody>
</table>

The following equation [20]:

\[ \Delta \lambda = \frac{1}{2LD_{RF}} \cdot \theta \]

where \( L \) is the length of the SMF used, \( D \) is the chromatic dispersion coefficient, and \( f_{RF} \) is the RF carrier frequency. Measured coefficients \( D \), for particular wavelengths, and the SMF, which is a standard G.652 type, are given in Table 1. Also shown are the calculated and measured wavelength tuning ranges \( \Delta \lambda \) for the \( \pi/180 \) phase shift at \( f_{RF} = 25 \) GHz and \( L = 10.2 \) km. Note that the wavelengths have been chosen according to the coarse wavelength division multiplexer (CWDM) grid.

For example, for \( \Delta \lambda \) to achieve an 80° phase difference at 25 GHz in the outer branches from the middle reference element, with a wavelength of 1550 nm, 0.054 and 0.048 nm shifts for optical wavelengths 1534 and 1571 nm, respectively, are needed. Similarly, the wavelength offsets are halved if a 40° steering angle is requested and so on. Further, based on Eq. (2), if a shorter optical fiber is deployed, e.g., 5 km, then a twice-as-wide tuning wavelength range has to be chosen to achieve the same RF phase shift at a given frequency. Note that the slight difference between the calculated and measured values of \( \Delta \lambda \) in Table 1 is caused by the small difference between wavelengths at which the \( D \) parameters were measured and wavelengths used in the experiment. Moreover, there is also some uncertainty due to the presence of the electrical amplifiers (EAs) and the coaxial cables. The combination of all aforementioned uncertainty and bigger wavelength difference between lasers causes a squint effect, which results in non-identical phase difference between PAA branches over the considered frequency range. However, based on measurements, the adverse effect of squinting appears in the proposed system for bandwidths wider than 500 MHz.

Note that the phase-change variation in PAA elements with up to ±10° difference has almost a negligible impact on the main lobe shape. The complete experimental demonstration of beamforming carried out in MPL has been realized according to the scheme in Fig. 2.

A tunable 3-port laser source (CoBrite DX4) is used to adaptively control the phase difference between particular link outputs feeding the PAA due to the effect of chromatic dispersion in the optical fiber. Each of the three ports of the laser source (providing signals at 1534.695, 1550.031, and 1571.178 nm, all with optical power 16 dBm) is connected via polarization controllers (PCs) to the CWDM to combine the signals into a single SMF. After multiplexing, the signals pass through another PC adjusting the polarization state to the MZM (Optilab IML-1550-50-PM), which serves as an electrical-to-optical convertor. The MZM is biased in a quadrature operation point corresponding to a bias voltage of 0.8 V. Note that the MZM allows the modulation of all three optical carriers by an identical RF signal. A 10 km long SMF is employed to emulate the distance coverage of the radio signal in a real network. The SMF allows chromatic dispersion-induced time delay between particular optical carriers by introducing a phase delay for the RF signals. This particular SMF length also avoids the chromatic-dispersion-induced RF power fading. Please note that the chromatic dispersion can indeed induce power fading for certain frequencies in the intensity-modulated analog radio over fiber transmission with direct detection based on the chromatic dispersion coefficient at the particular optical wavelength and the length of the fiber according to the Eq. (3) [21]. At the output of the SMF, the CWDM divides particular carriers, according to their wavelength, into three optical branches which are terminated by PDs (Optilab PD40). The PDs transform the optical signals back to the RF domain. To reach sufficient RF power for radiating the signal from the PAA to free space, three identical RF electronic amplifiers (EAs, Analog Devices HMC1131) are deployed with an average gain of 21 dB over the 24–35 GHz band. Finally, the PAA is connected to the EAs via 10 cm long coaxial cables with mini-SMP connectors. Note that to reduce unwanted reflections in our experiment, the PAA, with EAs, PDs, and the WDM demultiplexer, has been placed on a rotating board and characterized within an anechoic chamber situated at the Czech Technical University in Prague, Faculty of Electrical Engineering. The PAA-transmitted CW signal is received after a 3 m long wireless propagation in the chamber.
Fig. 3. PAA structure: (a) model from CST Studio Suite, (b) manufactured antenna with attached coaxial cables, and (c) simulated 3D embedded radiation pattern from the PAA.

by a double-ridged horn antenna (RFspin DRH40 with 15 dBi gain at 25 GHz), amplified by low-noise EA (Miteq AMF-4F-260400-40-10p) and delivered to the receiver. To obtain the radiation pattern of the PAA, a vector network analyzer (VNA, Rohde & Schwarz ZVA40) is used, whereas for data transmission, a combination of the signal generators (Rohde & Schwarz SMW200A, SMF100A), RF mixer, and spectral analyzer (Rohde & Schwarz FSW) is leveraged. The system operates in a transmitting mode. However the proposed system could also be used in receiving mode. In that case, the system needs to be capable to match the phase of the incoming signal to the antenna as has been shown, e.g., in [24], where the authors used one CW laser and electro-optical modulators and variable fiber lengths for each of the PAA branch for a microwave radar receiver. In our setup, conversely, the same fiber length as for the transmitter would be fixed with one common MZM modulator and one tunable laser for each particular PAA branch. Then, the signals would be separated behind the WDM demultiplexer based on their wavelength, detected by photodiodes and combined in the electrical domain. Note that in order to achieve more optically phased PAA elements, a DWDM scheme can also be applicable.

A three-element PAA based on planar dipole antennas [25] was designed in CST Studio Suite for the frequency range of 24 to 28 GHz. The PAA, shown in detail with structure dimensions in Fig. 3(a), was then manufactured [Fig. 3(b)]. The simulated 3D embedded radiation pattern of the PAA, middle element excited while the others are open-circuit, is then shown in Fig. 3(c). Note that the element spacing is 6 mm and the substrate used is Isola Astra MT77 with a thickness of 0.254 mm. The particular antenna element in the array, having itself a gain of about 5 dBi in the 23.5 to 39.5 GHz band, is connected to the RF signal source via coaxial cable with a mini-SMP connector to maintain a small footprint. The efficiency of the PAA at the considered bandwidth of 24–28 GHz, falling to the 5G FR2 frequency area [1], is about 65% and the entire PAA gain is 9 dBi.

3. RESULTS AND DISCUSSION

At first, the proposed hybrid system is tested in terms of $S_{21}$ frequency response at a target bandwidth between 24 and 28 GHz. Results from measurements, using VNA (Rohde & Schwarz ZVA67), are depicted in Fig. 4(a). In the designed bandwidth, the $S_{21}$ curve is flat, i.e., the difference over the whole bandwidth is less than 1 dB for all three signals. Moreover, impedance matching in terms of $S_{11}$ is better than $-10$ dB for the given bandwidth. Also, the simulated radiation patterns of the PAA with side-steering is shown in Fig. 4(b) for the frequency range from 24 to 28 GHz.

Fig. 4. (a) Signal transmission for three branches at wavelengths $\lambda_1 = 1534.695$ nm, $\lambda_2 = 1550.031$ nm, and $\lambda_3 = 1571.178$ nm at the frequency range of 22 to 30 GHz, and (b) simulated radiation pattern of the PAA for frequency range 24–28 GHz.
In the next step, the whole setup, including an MPL, was tested in an anechoic chamber over the 3 m long wireless distance to obtain radiation patterns for specific steering angles. The transmitting side (tunable lasers, PCs, CWDM, MZM, and optical fiber) was located outside of the anechoic chamber while the CWDM, PDs, EAs, and PAA were placed inside. The PAA was attached to a rotating board, whereas the receiving antenna was fixed and the signal was measured by VNA for an azimuth range of $\pm$ 180$^\circ$. The radiation pattern was measured for a CW signal at frequencies of 24, 26, and 28 GHz to verify the functionality and system design in the proposed bandwidth. Selected results for the frequency of 26 GHz with steering angles of 0$^\circ$, $-25^\circ$, and 25$^\circ$ are shown in Figs. 5(a)–5(c), respectively. For the sake of comparison, black dashed lines denote simulated results obtained by CST Studio Suite. Meanwhile Fig. 5(a) shows the radiation pattern with no phase difference among the PAA elements, while Figs. 5(b) and 5(c) depict the radiation pattern of the system with an introduced phase difference of $\pm 80^\circ$ from the middle element to steer the wavefront in the desired angle, i.e., $\pm 25^\circ$. Note that these measurements have been carried out for a single-tone signal without any modulation (i.e., data).

We can observe remarkable agreement between simulated and measured results. The minimal main-to-side lobe ratio is 10 dB in this case. More importantly, it has been experimentally demonstrated that the usage of the chromatic dispersion phenomenon is capable of carrying out TTD beamforming in a hybrid mmW/optical link at the 26 GHz band with a three-element PAA.

Later, a data signal was added to analyze our hybrid system performance for practical use within the given bandwidth. For these purposes, we transmitted the signal from the PAA over a distance of 1.5 m of free space. For signal generation, a baseband generator (R&S SMW200A) was used with predefined cellular network test models according to the long-term evolution (LTE), and test model TM 3.1 using 64-QAM was adopted. This model is, in general, proposed to test transmitted signal quality and output power dynamics [26]. The baseband was up-converted to the desired frequency using a mixer and signal generator (R&S SMF100A) serving as a local oscillator with a frequency of 25 GHz. The signal was subsequently amplified using an EA (Analog Devices HMC1131) which led to the MZM RF input, so all three optical carriers carried the same RF signal. At the receiver side, a spectral analyzer (R&S FSW) was

![Fig. 5. Measured and simulated radiation patterns at 26 GHz for steering angles (a) 0$^\circ$, (b) $-25^\circ$, and (c) 25$^\circ$.](image-url)
used for the demodulation and data evaluation. Note that this measurement was performed outside the anechoic chamber.

In the first series of tests, with regard to the previous experiment, we set the steering angle to 0° and 25° by tuning the laser to the above-mentioned wavelengths and then measuring received power and error vector magnitude (EVM) with the dependence on the PAA azimuth in the range of ±60°. Test model 3.1 was used with 64-QAM and 20 MHz bandwidth, resulting in a data throughput of 75 Mb/s. Figure 6 shows the result for a 0° steering angle, while Fig. 7 depicts results for 25°. EVM performance, in terms of constellation diagrams for 64-QAM, is shown in the azimuths of −25°, 0, and 25°.

For the error-free transmission, the EVM limit for 64-QAM is given as 9% [26]. One can observe the EVM below the given limit for a wide range of the azimuth, i.e., approximately 80°. However, the received power curve, considering a 3 dB decrease, is much sharper in the direction of the steering angle with an azimuth range of approximately 25° and 40° in the cases of direct steering and steering to the side, respectively, representing an effective directing of the beam to achieve maximum power in the selected direction. For both steering angles, the minimum EVM is as low as 5.6% and maximum power is −38.5 and −40.0 dBm for the direct steering and steering to the side, respectively. Also evident in the results displayed in Fig. 7 is a side lobe which is shifted by 80° and has a signal power magnitude 15 dB lower than the main lobe. The constellation diagrams of the received 64-QAM in the direction of maximum power, i.e., 0° and 25°, respectively, are also shown, as well as −25° for the sake of comparison. Clear constellations for the intended steering angle and high EVM in the opposite direction in the case of Fig. 7 can be seen. On the other hand, Fig. 6 shows the results with direct steering and the EVM for ±25° azimuth is still below the given EVM limit but with significantly decreased received power, i.e., lower than 5 dB. In other words, for direct beam pointing, we still see excellent EVM performance even for the azimuth range ±25°, but EVM performance for the steering to the side at an angle of 25° is unacceptable with a received signal power drop of more than 20 dB. It is worth mentioning that the power characteristic of the side lobes differs from those in the radiation pattern shown in Fig. 5. This is because the radiation patterns were obtained in anechoic chamber with a CW signal source, whereas for the broadband measurement of the whole system, the testbed was located in a laboratory with other equipment around. These different measurement conditions result in small differences in observed radiation patterns (especially in side lobes). Next, an analysis of bandwidth dependence, i.e., from 1.4 to 20 MHz, for both selected steering angles has been carried out to show the performance for the wideband signal at the carrier frequency of 25 GHz. The EVM results are shown in Fig. 8(a). As expected, the lowest EVM, i.e., 5.1%, is achieved for the narrowest signal with a bandwidth...
of 1.4 MHz. However, even for the maximal bandwidth of 20 MHz, the EVM is only 0.6% higher, which is still well below the EVM limit for 64-QAM. Moreover, both steering angles show identical performance, proving there is no difference in the performance for the broadband signal in different directions when steering for bandwidth up to 20 MHz. Finally, the whole system performance has been tested in terms of EVM for the variable SNR at the receiver, which has been changed by the placing and tuning of the variable optical attenuator (VOA) in the optical path before the WDM demultiplexer. Note that the attenuator (Oz optics DA-100-SC-1300/1550-9/125-S-40) has itself an insertion loss of 1.5 dB, resulting in a 3 dB loss in the RF domain. Additional losses have been set from 0 to 9 dB, which emulates either decreased optical power at the optical domain due to, for example, lower laser power or increased losses in the RF channel since the maximum 9 dB optical loss is translated to an 18 dB RF power decrease. The SNR has been then obtained by measurement of the difference between signal power and noise adjacent to the signal bandwidth on the spectral analyzer while the optical loss in VOA was increased. The noise floor of the system was $-146$ dBm/Hz. This measurement was repeated for three steering directions, i.e., $-25^\circ$, $0^\circ$, and $25^\circ$, and the results are depicted in Fig. 8(b).

It can be seen that there is, again, negligible difference in EVM performance between signals steered in different directions. Furthermore, system EVM performance is below the error-free transmission limit for SNR higher than 23 dB. Due to the 10 km of optical fiber span providing enough of both signal reach and small wavelength tuning range, the wavelength changing is in the order of tens of thousands of nanometers per one degree of electrical phase at 25 GHz. In practical terms, the wavelength variation can then be realized, for example, by changing the TEC temperature in the distributed feedback laser, as shown in [27].

4. CONCLUSION

A hybrid transmission system, including an MPL and a three-element antenna, operating at an mmW frequency band between 24 and 28 GHz and which is capable of realizing beam steering in the optical domain by using the chromatic dispersion approach, has been experimentally demonstrated. The system, using designed and developed three-element planar dipoles PAA, evidenced perfect agreement between simulated and experimental results in terms of radiation patterns at selected bandwidth. It has also been shown that a PAA with only three elements can effectively steer the beam which, consequently, significantly decreases demand for radiating power to provide sufficient SNR in all cell directions. We have experimentally verified the proposed hybrid system with data transmission over a 1.5 m long wireless channel. Moreover, the optically controlled steering has been tested with real data transmission at the frequency of 25 GHz, achieving an EVM as low as 5.6% with a 64-QAM modulation scheme and 20 MHz bandwidth. Experimental measurements with data transmission also confirmed theoretical assumptions about the potential usage of such an approach to be deployed in future cellular mmW frequency fronthaul networks.
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Abstract—The paper reports our progress on soft-glass fibers for optical switching purposes based on four-wave mixing. Specific development of connectorized nonlinear modules for switching application is presented. For the arsenic-selenide fiber we present a novel solid joint technology, with connection losses of only 0.25 dB, which is the lowest value presented up-to-date. We have carried out conversion efficiency simulations, conversion efficiency of -16.1 dB was obtained with arsenic-selenide fiber of length reduced to 5 m. Finally experimental tests are included employing our developed optical switch testbed. Measurement results with a 26 m and a 4.5 m long arsenic-selenide nonlinear modules are presented.

I. INTRODUCTION

Increasing data traffic such as 3D multi-media data streams, full-HD videos and real-time data transfers imposes demands for all-optical network solutions, represented by optical burst or packet switching. With the rise of new modulation formats in optical communication such as dual-polarization quadrature phase-shift keying (DP-QPSK) [1] and m-ary quadrature amplitude modulation (m-QAM) [1], [2] or orthogonal-frequency division multiplexing (OFDM) [3], optical networks require modulation format transparent, polarization insensitive switching possibilities.

Optical switching based on wavelength conversion offers a viable solution for future optical packet switched networks. The major advantage of wavelength conversion based on four-wave mixing (FWM) stands in modulation format and data bitrate insensitivity. Highly-nonlinear fibers (HNLFs) have been exploited for wavelength conversion [7]. Specialty non-silica and microstructured fibers, e.g. chalcogenide fibers [8], bismuth fibers [9] and microstructured fibers thereof [10], [11], provide extremely high nonlinearities ($\gamma > 1000 \text{ W}^{-1}\text{km}^{-1}$), promising enhanced conversion efficiencies while simultaneously decreasing component length, which can result in negligence of dispersive effects. A major drawback of the fibers stands in high coupling losses when connected to a conventional silica fiber. Free-space optic approaches were proposed for coupling into arsenic-selenide fibers with only 37% coupling efficiency [12], but these are not suitable for real network applications. Solid joints for arsenic-selenide fibers were presented [13] with 2.45 dB loss per joint achieved by butt-coupling to silica fiber via 5 mm of high NA fiber and index matching oil to improve coupling. Furthermore in [13] arsenic-selenide single-mode fibers were measured and provided attenuation of $\approx 1$ dB/m.

This paper presents our results from the development of nonlinear modules for optical switching based on four-wave mixing (FWM). Dispersion properties were studied with the emphasis on zero-dispersion wavelength (ZDWL) and dispersion flatness in the vicinity of 1550 nm. Novel solid joint technologies have been developed for arsenic-selenide fibers to enable efficient broadband wavelength conversion. Wavelength conversion efficiencies were measured for selected nonlinear modules, considering limiting effects and module insertion loss.

The paper first discusses selected soft-glass nonlinear fibers. Afterwards dispersion simulations are presented. Next technological aspects of nonlinear module preparation are covered. Optical switch experimental setup and conversion efficiency results are described and discussed. The paper concludes with a summary of achieved results, current work and future possibilities.

II. STUDIED FIBERS

Two fibers of different glass materials are considered: lead-silicate glass optical fibers in either suspended-core microstructured optical fiber (SC-MOF) or hexagonal-structure microstructured optical fiber (HS-MOF) design (see Fig. 1) and a single-mode chalcogenide arsenic-selenide fiber. The lead-silicate glass exhibits refractive index of 1.89 at 1550 nm and nonlinearity 1000 $\text{W}^{-1}\text{km}^{-1}$, where SC-MOF has a 1 $\mu$m core with 100 nm thick bridges and the HS-MOF has a core diameter of 2.8 $\mu$m. Chalcogenide $\text{As}_2\text{Se}_3$ single-mode fiber with single-mode cut-off at approximately $\sim 1300$ nm, $\gamma$ of approximately 1300 $\text{W}^{-1}\text{km}^{-1}$ and refractive index of 2.80 at 1550 nm has been employed in our measurements.

Attenuation of lead-silicate fibers is 3 dB/m, which is a limiting factor for further nonlinear application, therefore the maximum length of one meter is considered. Arsenic-selenide fiber attenuation is around 0.6 dB/m.
III. SIMULATIONS

For the purposes of optical switching we have considered degenerate FWM, where we need the pump to operate above ZDWL and meanwhile to have the dispersion curve flat in maximum bandwidth. For simulations we have employed the COMSOL simulation software. Figure 2 depicts the dispersion curve for lead-silicate SC-MOF, which has the first ZDWL at 1113 nm. Important is the flat band around 1550 nm which is suitable for broadband FWM process.

Figure 3 depicts the dispersion curve for our hexagonal-structure lead-silicate fiber, where ZDWL was design tailored for 1550 nm.

Dependence of conversion efficiencies for different As$_2$Se$_3$ fiber lengths are presented in Fig. 4. We observe that with employment of 3 m to 6 m long As$_2$Se$_3$ fiber segment, maximized switching efficiencies are obtained. Considering that for switching wavelength band depends on dispersion slope, i.e. pump and signal walk-off, it is suitable to utilize As$_2$Se$_3$ fiber segment of the shortest length, thus eliminating the effects of dispersion. Conversion efficiency increases to -16.1 dB which can be obtained for a 5 m long As$_2$Se$_3$ fiber.

IV. MODULE PREPARATION

For the laboratory work with soft-glass fibers a specialized working station had to be built in SQS Fiber optics. The working station is depicted in Fig. 5.

Tests with direct fiber connectorization have been performed, the main technological challenge introduce cracks appearing after the glue treatment in the connector ferrule. This effect is attributed to the glass fragility, where conventional silica fibers can resist much stronger pressure force. Figure 6 depicts cracks at the fiber facet observed in case of the arsenic-selenide fiber.

Employing a different technique we have prepared two arsenic-selenide fiber modules, each of them including 4.5 m of the chalcogenide fiber. The modules were designed for a different operational wavelengths, one for 1550 nm and one for 2000 nm. As reflections may be detrimental in many
optical setups, we have eliminated this factor by depositing anti-reflex coatings (ARCs). A novel solid joint technology allowed connection losses of only 0.25 dB, which is the lowest value presented up-to-date. This was achieved by a mode-field diameter (MFD) matching fiber with an ARC deposited to compensate for the refractive index difference. The MFD-matching fiber was then spliced to a conventional SMF-28e.

Following the assembly procedure we have measured the loss spectral characteristic of both developed modules - see Fig. 7. We experienced slight interferometric pattern, which is attributed to remaining reflections in the module. This is probably not caused by the ARC quality but rather by small air-gap or improper mode-field diameter (MFD) matching.

Results from switching experiment with a 26 m long $\text{As}_2\text{Se}_3$ nonlinear module are illustrated in Fig. 9. Conversion efficiencies were under -38 dB, where the major detrimental effect was implied by the component IL of 16.0 dB.

Further tests were carried out then on the 4.5 m $\text{As}_2\text{Se}_3$ long nonlinear module with IL of only 4.9 dB we observed conversion efficiency of almost -30 dB, with pump power up to 20 dBm, where we encountered the stimulated Brillouin scattaring limit at 18 dBm of CW power. We verified that reflections were suppressed by 30 dB with respect to input signal, thus they are not a source of limitation.
ps/nm.km) at 1550 nm conventional core/cladding structure is not suitable for FWM switching, therefore a chalcogenide MOF design will be pursued in our future work.

Lead-silicate MOFs are promising candidates, with tailored dispersion curves, they are currently being tested and results will be presented at the conference. Technology of solid-joint connections for lead-silicate SC-MOF and HS-MOF are also currently being worked on.

In comparison to other switching techniques the discussed approach based on FWM offers the possibility of preserving not only amplitude but also phase information of the input signal, thus enabling switching of m-PSK and m-QAM signals. On the other hand compared to eg optical gating [4] precise wavelength allocation is required, so the channel efficiency is limited.
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ABSTRACT

We present a detailed chromatic dispersion characterization of heavy-metal oxide (HMO) glass photonic crystal fibers (PCFs) suitable for mid-infrared applications. Based on previous work with hexagonal and suspended-core fibers the focus was placed on determination of the chromatic dispersion curve to reach precise correlation between simulation model and real fiber based on both a post-draw model correction and broadband chromatic dispersion measurement. The paper covers the fiber design, discusses fiber manufacturing, presents measurements of fiber chromatic dispersion, provides the simulation model correction and finally proposes further applications. Selected fiber designs from simulation model were fabricated by the stack-and-draw technique. The dispersion measurement setup was based on an unbalanced Mach-Zehnder interferometer. The influence of optical elements on the measurement results and broadband coupling is discussed. We have proved that the critical factor represents the accuracy of the refractive index equation of the HMO glass and real fiber structure. By improved technique we reached the zero-dispersion wavelength with a reasonable precision of less than 30 nm.

Keywords: Chromatic dispersion, Mach-Zehnder interferometer, Photonic crystal fibers, Suspended-core, Heavy-metal oxide glass, Nonlinearity

1. INTRODUCTION

Multicomponent and non-silica glasses have drawn attention for several decades due to their inherently high nonlinearity and transparency within the mid-infrared (MIR) region [1-3]. With the onset of photonic crystal fibers (PCFs), dispersion tailoring [3] and a further increase of fiber nonlinearity by core size reduction became viable [3]. Progress in drawing techniques has enabled fabrication of suspended-core microstructured optical fibers (SC-MOFs) of non-silica and multicomponent glass materials, thus opened new research and application possibilities [4-6]. SC-MOFs generally have three or six large cladding air-holes surrounding a small solid-core, which makes them suitable for nonlinear purposes since with the core size in the range of several micrometers the effective mode-field area is considerably reduced.

Heavy-metal oxide (HMO) SC-MOFs were presented in [1, 4], chalcogenide SC-MOFs were later discussed in [5, 6] and bismuth SC-MOFs were also evaluated in [7]. SC-MOFs can be further utilized for sensing purposes of gasses [8] and liquids [9] and other detection applications such as fluorescence [10].

Theoretical studies and numerical models form a basis for every fiber preparation, and examine a specific application far before a preform is manufactured. When it comes to supercontinuum generation (SCG), precise allocation of the zero-dispersion wavelength (ZDWL) is essential. It has been presented in numerous example cases that modelled dispersion curve, more specifically the position of ZDWL does not precisely match the real-drawn fiber parameters [11].

In this paper, we present at first the design of two SC-MOFs based on two heavy-metal oxide (HMO) glass compositions, having the main difference in SiO₂ content. The primary focus was to design SC-MOFs with ZDWL at distinct wavelengths to enable verification of the proposed simulation model and measurement technique covering the wavelength range from 900 to 2400 nm. The fibers are drawn according to the pre-calculated simulation model by the stack-and-draw technique. Afterward chromatic dispersion profiles of developed fibers are precisely characterized by a
free-space optic (FSO) interferometric method. The basic configuration for such methods can be found in [12, 13], where in [12] a tunable filter or a monochromator in front of the Mach-Zehnder interferometer (MZI) was applied, whereas in [13] the tunable filter was located at the MZI output. However in our configuration, we tried to avoid the above-mentioned components and rather to exploit the spectral domain similar to our prior work with a fiber-based interferometer [14]. This principle eliminates filtering at the detector. Moreover, this method has the advantage of being able to measure very short pieces of fiber samples (approx. several centimeters long) while maintaining very high measurement accuracy. Given the measured chromatic dispersion profile results, scanning-electron microscope (SEM) photographs of developed HMO SC-MOFs were acquired and the simulation model was corrected, which provided a significant increase in measurement/simulation matching, especially regarding the ZDWL location.

2. FIBER DESIGN AND FABRICATION PROCESS

We have designed a high-content silica HMO SC-MOF, which was accompanied by an already presented HMO SC-MOF design [4] and a HMO hexagonal structure PCF [15], both serving as reference fibers to provide a step-wise process of precise measurement verification. Such newly designed fiber (PBG-01) is therefore with an unknown transparency, unknown chromatic dispersion profile and nonlinear refractive index. Reference HMO fibers have been already studied (either theoretically, experimentally or using both approached) and were typically made of PBG-08 glass, which is composed of PbO 39.17 %, Bi2O3 27.26 %, Ga2O3 14.26 %, SiO2 14.06 % and CdO 5.26 %. PBG-08 glass provides transparency up to 4500 nm and nonlinear refractive index \( n_2 = 4.3 \times 10^{-19} \text{ m}^2/\text{W} \) [4] at 1240 nm. The newly designed glass composition (PBG-01) contains significantly higher amount of SiO2 of over 60 %, the composition is SiO2 60.7 %, PbO 28.0 %, K2O 4.0 %, Na2O 4.0 %, Al2O3 3.0 % and As2O3 0.3 %.

Prior to the fiber structure design/draw, bulk glass samples were analyzed at five wavelengths in the range from 400 nm to 1600 nm and subsequently fitted by the Sellmeier equation. Refractive index dependence on wavelength is plotted in Fig. 1 altogether with the Sellmeier equations of each glass.

![Figure 1. Refractive index profile of HMO glasses with Sellmeier equations, PBG-08 (red), PBG-01 (blue).](image)

Based on the bulk glass refractive index profiles, SC-MOF model was prepared. We have utilized COMSOL Multiphysics 5.0 software featuring the full vector finite element method (FEM) with circularly perfectly matched layer (PML) to investigate the optical properties of the proposed SC-MOFs. For precise simulations of analyzed SC-MOFs, we have modelled the SC-MOF in an ideal case, where all three cladding air-holes are exactly similar, and there is no inhomogeneity in the SC-MOF structure. The pre-draw simulation model structure is depicted in Fig. 2.
The designed SC-MOF has been fabricated using the conventional stack and draw technique. The structure of fiber is shown in Fig. 3a). Core diameter is approximately 1.22 μm, while the supporting struts are 290 nm thin. Obtained thin and relatively long supporting struts ensure a high degree of isolation of the core area, which results in a negligible modal confinement loss for the fundamental mode. Nevertheless, the core diameter slightly differs from the designed 1 μm core diameter, which could cause a shift in the ZDWL value.

3. MEASUREMENT SETUP FOR FIBER CHARACTERIZATION

For the purpose of chromatic dispersion analysis an unbalanced Mach-Zehnder interferometer was employed. The unbalanced MZI provides several advantages in comparison to other setups for chromatic dispersion measurement; one can measure the relative value of the group refractive index \( N \) instead of an absolute value. To measure in relative values is enabled by the post-processing calculation where the derivation eliminates the influence of all constants such as precise lengths and all elements out of the MZI. Another advantage is that only a short fiber piece of several centimeters can be tested. Last but not least broadband dispersion profile is obtained.

The measurement setup is depicted in Fig. 3. A supercontinuum source (NKT, SuperK Extreme EXR-15) was used as a light source with a wide and relatively flat spectrum. The supercontinuum source was followed by a lens, collimating source light in the axis of MZI. In one of the MZI arms, the studied FUT is placed, while the second arm contains a pair of mirrors with the possibility of varying the arm-length, thus influencing the delay of light propagation. To couple signal efficiently into the PCFs (i.e. with insertion loss (IL) < 4.0 dB), it can be used a Nikon objective with 40x magnification or alternatively molded aspheric lenses with effective focal length 4.5mm with thickness 2 mm, and RI around 1.776 with respect to wavelength. These lenses and filters however cause dispersion shift in the FUT arm of MZI resulting, in some cases, in a significant ZDWL error. To achieve optical power balance in both MZI arms, absorptive neutral density filters with thickness 0.6 mm from doped glass material based on N-BK7 substrate, i.e. having a refractive index (RI) 1.50 at 1550 nm, were used. The combined signal from both arms is via a focal lens collimated into the optical spectrum analyzer (OSA, Yokogawa 600-1700 nm). At the OSA detector, an interference pattern from the MZI creates a beat signal at certain wavelengths.

Relative group refractive index \( N_{\text{FUT}} \) is then calculated using:

\[
N_{\text{FUT}}^{\text{relative}} = \frac{2\Delta l - \text{OPD}_{\text{lens1}} - \text{OPD}_{\text{lens2}}}{l_{\text{FUT}}} + 1,
\]

(1)

Where \( \Delta l \) is the optical path difference, \( \text{OPD}_{\text{lens1}} \) and \( \text{OPD}_{\text{lens2}} \) are optical signal time delays introduced by included lenses, objective or filters, \( l_{\text{FUT}} \) is the FUT length. Equation (1) is commonly approximated by the Sellmeier equation and further derived, which gives the chromatic dispersion as:
$D = \frac{1}{c} \frac{dN_{relative}^{FUT}}{d}$,  

Where $c$ is the speed of light and $\lambda$ stands for the wavelength.

Figure 3. Chromatic dispersion measurement configuration based on an unbalanced Mach-Zehnder interferometer; BS – beam splitter, FUT – fiber under test

4. CALIBRATION PROCEDURES

Our setup was calibrated using a hexagonal PCF with a known ZDWL at 1060 nm, where we obtained a perfect match ($dn < 5$ nm). Following a broadband spectral calibration, we evaluated a commercial endlessly single-mode PCF (Thorlabs, ESM-12B). Our goal was to analyze on this particular fiber the effect of additional optical elements, FUT length (with regard to inaccurate length FUT measurement) and correlation of measurement and simulation model. The advantage of calibrating with ESM-12B is that the fiber is made of pure silica material where the Sellmeier coefficients are extremely precisely determined (down to 5th decimal).

We have tested a 28cm-long ESM fiber. The accuracy of FUT length measurement is approximately $\pm 1$ mm. Thickness of lenses and filters was taken from datasheets (providing accuracy better than 0.2 mm) to mathematically suppress their dispersion influence on the measurement. In Fig. 4, a comparison of measurement and simulation outputs is depicted. After mathematical suppression of the influence of lenses and filters the accuracy of measured ZDWL increased from 15 nm to 5 nm. This measurement and simulation results are also matching datasheet dispersion curves (depicted in the Fig. 4 inset). Further we were investigated the effect of parameter uncertainties on the ZDWL position. The FUT length measurement accuracy influence on the dispersion curve is shown in Fig. 5, where we observe no effect on the ZDWL position, only the dispersion slope varies. The effect of additional optical elements such as lenses or filters exhibits in a several nanometer influence on the ZDWL position, whereas the dispersion slope is unaffected. Thus FUT length determination is not crucial for ZDWL measurements, on the other hand, all optical elements must be well described to allow the possibility of mathematical suppression of their influence on the final result.
First tests were performed on a previously studied HMO PCF [15, 16], where the simulation model varied more than 50 nm regarding the ZDWL location from the measurement result. This PCF has a hexagonal symmetric structure with a 3 µm core diameter and is made of PBG-08 glass. We have verified previous measurement results in our configuration by obtaining the ZDWL at 1412 nm, which is in perfect coherence (1409 nm in [16]). Contrary to previous work [15] we have not compared the measurement result to the pre-draw model, but utilized a real fiber model, based on a SEM photograph of the fiber cleave. By employing this technique, ZDWL of 1443 nm was calculated, providing only a 31 nm mismatch from the measured data. This outcome underlines the fact, that ideal fiber design is strongly affected during fiber drawing, which may not be obvious from the fiber cleave (SEM photograph) but has significant impact on the ZDWL location. Comparison of dispersion profile of measured and calculated based on real fiber is presented in Fig. 6.
To move towards 1 µm core diameters, we have chosen a silica SC-MOF with 4 µm core diameter. We again used a SEM image of manufactured fiber to estimate the real fiber design dimensions for simulation purposes. This prevented any potentially large discrepancies in measured and simulated ZDWL and dispersion curve. We have proved a perfect measurement to simulation match, thanks to the precise equation for the refractive index of silica. Broad-band coupling is extremely challenging for SC-MOFs and to equalize optical power in both MZI arms, attenuators had to be added. One attenuator (filter NENIR30, Thorlabs) caused a ZWDL shift of 30 nm, two of them caused a total shift of 60 nm. This shift was compensated as depicted in Fig. 7.

Figure 7. Results of dispersion measurement of SC-PCF with 4µm core with ZDWL at 965 nm after correction of the filter shift, measured group delay (up) and calculated chromatic dispersion (down).
For HMO SC-MOF we have performed simulations of real fiber structure. Results are depicted in Fig. 8, where both the previously studied (PBG-08 glass) and the newly proposed PBG-01 glass SC-MOFs are depicted. We observed a significant difference in the ZDWLs of both HMO SC-MOFs.

![Dispersions](image)

**Figure 8.** Real-fiber simulations for HMO SC-MOFs, PBG-08 (left), PBG-01 (right).

6. CONCLUSION

We have presented a detailed characterization of photonic crystal fibers from the point of chromatic dispersion, which is essential mainly for nonlinear applications such as supercontinuum generation. We have considered multicomponent glass fibers, based on lead-silicates, where two glass compositions were evaluated. Hexagonal-structured and suspended-core fiber designs were studied and fiber chromatic dispersion was analyzed in simulation environment and by experimental verification.

The chromatic dispersion measurement was based on the Mach-Zehnder interferometer, where we focused on precise ZWDL estimation. Our measurement configuration was calibrated on several fibers with well-known dispersion and of silica material, which has a very precisely defined refractive index, thus simulation models can be extremely accurate. We have found a perfect match in our calibration measurements and calculated dispersion profiles. Optical elements and FUT length effects were studied and compensated if necessary. Achieved resolution of ZWDL was up to 10 nm. Mathematical compensation of known optical elements further increased measurement accuracy from 15 nm to 5 nm.

For HMO fibers we have verified our MZI-based method on an already studied HMO hexagonal PCF, where we demonstrated further increase in ZDWL precision in a corrected model simulation. The measurement result was matching the previously obtained value by our colleagues. Based on the corrected model, we can be very confident considering the refractive index equation for the PBG-08 glass. Thus when utilizing an SEM captured SC-MOF profile and the PBG-08 refractive index equation we obtained the dispersion curve of our designed PBG-08 SC-MOF. For PBG-01 SC-MOF the refractive index equation is not verified yet, so we expect bigger simulation/measurement difference. Nevertheless PBG-01 SC-MOF already shows very promising locations of both 1st and 2nd ZDWL.

Our corrected simulation model can serve for improved design of SC-MOFs with a better ZDWL matching between calculated and real fiber. Furthermore once the simulation model corresponds to real situation, generated supercontinuum can be predicted with higher accuracy. Both designed and drawn SC-MOFs may be well applied for supercontinuum generation, where PBG-08 SC-MOF provides a significantly higher nonlinearity and PBG-01 SC-MOF on the other hand is expected to have ZDWL in the vicinity of 1060 nm and 2100 nm. The limiting factor for PBG-01 supercontinuum will be the material transparency, which needs to be characterized.
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ABSTRACT

In this paper, we present results of long-term stability tests of a low-loss (<0.55 dB) hollow core fiber (HCF) to standard optical fiber interconnection prepared by modified gluing-based fiber-array technology. We measured insertion loss of three interconnected HCF samples over a period of 100 days at room temperature, observing a variation in insertion loss of less than 0.02 dB. Subsequently, we placed the HCF samples in a climatic chamber and heated to +85°C in four cycles. Maximum insertion loss variation of 0.10 dB was observed for HCF samples with angled 8° interconnections and only 0.02 dB for a HCF sample with a flat interconnection.

Keywords: Hollow core fiber, Long-term stability, Heating cycles, Coupling loss, Interconnection

1. INTRODUCTION

Hollow-core fibers (HCFs) are an advanced type of optical fibers where light is guided and confined in a low index air/vacuum core surrounded by a microstructured cladding. HCFs provide low nonlinearity,\textsuperscript{1} low latency,\textsuperscript{2} and allow for mid-infrared propagation.\textsuperscript{3} HCFs are also predicted to achieve lower attenuation than that of standard single-mode fibers (SSMFs) in the very near future. The latest achievement boasts HCF attenuation as low as 0.28 dB/km\textsuperscript{4} for a nested antiresonant nodeless fiber (NANF) at 1550 nm as compared to the state-of-the-art attenuation of 0.14 dB/km for SSMF.\textsuperscript{5} Note, for wavelengths below 800 nm HCFs are already matching the attenuation of standard optical fibers.\textsuperscript{6}

For effective and widespread inclusion of HCFs into SSMF-based systems we need to have a reliable and permanent interconnection. The key parameters of such interconnection are insertion loss (IL), return loss (RL) and ideally strictly fundamental mode excitation, i.e. low higher-order mode (HOM) cross-coupling. Achieving good values across these parameters simultaneously has proven to be challenging due to the 4% Fresnel back-reflection at the silica-air interface and the mode-field shape and size mismatch between SSMF and HCF.

Recently, we presented a HCF-SSMF interconnection technique that is based on a standard fiber array technology.\textsuperscript{7} The main advantage of this technology is that the interconnection is glued, which unlike popular fusion splicing, does not require any heating to high temperatures. This in turn allows for an optical coating such as anti-reflective (AR) coating to be applied at the HCF-SSMF boundary. AR coatings reduce the relatively high (4%) back-reflection at the air-glass interface to negligible values, which also means lower insertion (transmission) loss at the interface by 0.16 dB. Fiber array technology is proven to be long-term resilient and to withstand -40 to +85°C thermal changes required in, e.g., telecommunication application. Adapting this technique for HCFs however, requires careful dosing of the glue, since the glue must not seep into the air-hole structure, but at the same time has to provide hermetic seal around the central hole to avoid insertion loss degradation over time.\textsuperscript{8}

Further author information:
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To fully assess the long-term and temperature stability of our HCF-SSMF interconnection, we prepared three HCF-SSMF interconnected samples (two with an angled 8° interconnection and one with a flat interconnection) and observed them under room temperature for over a 100-day period and then in a climatic chamber with temperature ranging from +20 to +85°C. These HCF samples were based on a 19-cell photonic-bandgap fiber (PBGF).

In this paper we show results of aforementioned tests and how they affected the HCF samples.

2. SAMPLE PREPARATION AND MEASUREMENT CONFIGURATION

First, we spliced SSMF to a graded-index multimode (GRIN) fiber to match the PBGF mode field diameter and glued it into the first fiber array, forming a mode-field adapter (MFA). We then polished the fiber array to a specific length of the GRIN fiber, to provide best matching to the mode-field diameter (MFD) of particular PBGF. The MFD of our 19-cell PBGF was measured to be 20.1 μm at 1550 nm. We have selected a commercially available GRIN fiber - OM1, where OM1-based MFA provides MFD of 19.1 μm at the 1/4 pitch length (260 μm).

To reduce unwanted back-reflections we deposited a simple two-layer AR coating on polished MFAs, thus reducing RL below -30 dB in the 1550 nm band. The AR coating has the added benefit of reducing IL of the interconnection, as the Fresnel loss is mitigated (lowering the transmission loss by 0.16 dB).

Subsequently, we pre-polished the second fiber array with an empty fiber slot. This is because the PBGF cannot be polished without damaging the air-hole microstructure or getting the debris inside it. We then cleaved the PBGF, inserted it into the fiber array, and aligned its end-face with the fiber array end-face, and glued them together at the back side of the fiber array. We paid particular attention to avoid any glue seeping into the PBGF microstructure.

Finally, we aligned both SSMF and PBGF fiber arrays using 5D micromovement stages (3D stage Thorlabs NanoMax with APY002 pitch and yaw extension platform). After alignment (minimizing the transmission IL), we glued them together to form the permanent interconnection (See Fig. 1). This method has been described in detail in our previous paper. Besides transmitted optical power, we simultaneously observed also the transmission spectrum, which enables monitoring of HOM excitation. To avoid glue getting in between the PBGF and MFA fiber arrays, deliberate application of limited amount of the glue was necessary, followed by its quick curing. This gluing process is carried out for only one side of the PBGF, with the other end always re-aligned before each measurement. Although it would be more practical to glue both ends and monitor the transmitted power, such measurement would involve two interconnections. Our approach ensures properties of a single interconnection point are studied, removing any ambiguity.

Figure 1. Finalized interconnection, a) Glued interconnection photograph, b) PBGF microstructure SEM image.

Two of our samples were based on an angled interconnection (RL below -50 dB) and one on a flat interconnection (RL below -30 dB). All samples had a simple two-layer AR coating with minimum reflection at 1550 nm. The prepared samples are listed in Table 1.
As we can see, the angled interconnections offer slightly higher IL but provide better RL. We expected the angled interconnections to have lower resilience to heat exposure, as they require larger amount of glue due to the large gap required to interconnect flat fibre array with HCF to the angled fibre array with MFA.

We have measured all samples at once during the heat cycling, ensuring all samples experience the same environmental changes. We used an Erbium-doped fiber amplifier (EDFA) as a broadband light source, which was subsequently filtered by a 1545-1555 nm optical band-pass filter (OBF). The filtered signal was then divided using a 1x3 power splitter with its outputs connected to the inputs of our samples (input SSMF). The outputs of all samples (cleaved PBGF ends) were then coupled back into SSMF using identical MFAs using 5D stages which were placed outside of the thermal chamber. This precise alignment was necessary to ensure we do not introduce any error in the measured signal apart from the heating effects on the interconnections located in the thermal chamber. The signal was finally analyzed using a power meter (PM, Thorlabs S154C) with an optical spectrum analyzer (OSA, Yokogawa AQ6035B) to verify HOM cross-coupling.

3. LONG-TERM AND TEMPERATURE CYCLING RESULTS

To analyze long-term stability we first kept all 3 samples at room conditions, with temperature of 24°C and stable relative humidity below 40% for 100 days. During this time we repeatedly measured the IL, always by freshly cleaving the free end of PBGF and aligning it for minimum IL and sealing it after measurement to prevent water absorption. We observed maximum IL variation of 0.02 dB. The majority of these fluctuations occurred in the first week of measurements, which is likely due to some relaxation/post-cure processes within the glue. We concluded that all our interconnections are long-term stable at room conditions.

The results of subsequent heat cycling are presented in Figures 3-5 for each sample. We have carried out 4 heat cycles consisting of temperature increase in 5°C steps and a dwell time of approximately 10 minutes at each temperature step. A day long relaxing period at room temperature was between subsequent heating cycles.

Sample 1 (flat MFA interconnection) shows very distinctive properties of the first cycle. We assume that this is related to the final relaxation of the glued interconnection, as following three cycles can be considered consistent. IL fluctuation is below 0.02 dB which is close to our measurement accuracy of 0.01 dB and we thus consider Sample 1 to be temperature stable.

<table>
<thead>
<tr>
<th>Sample</th>
<th>PBGF length (m)</th>
<th>MFA type</th>
<th>IL (dB)</th>
<th>RL (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>Flat</td>
<td>0.37</td>
<td>≤-30 dB</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>8°</td>
<td>0.50</td>
<td>≤-50 dB</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>8°</td>
<td>0.53</td>
<td>≤-50 dB</td>
</tr>
</tbody>
</table>

Table 1. List of prepared PBGF interconnected samples.
Sample 2 does not show the distinctive first cycle as does Sample 1, so the glue was cured sufficiently during the interconnection preparation. However, we observed significant IL variations over increasing temperature of up to 0.1 dB. We attribute this behavior to the angled MFA, where the interconnection includes on one side a bigger gap (between the distant side of the angled fiber array and the flat fiber array including PBGF). Furthermore, for Sample 2 the angled MFA based interconnection was developed as a proof of concept, thus the interconnection technology was not as proven as for the flat interconnections.

Sample 3 was glued after gaining experience with first angled MFA-based interconnection (Sample 2), where results are presented in Figure 4 with only IL improvement over the whole temperature range. The IL variations have a monotone trend across all four cycles. We expect that this insertion loss improvement with increasing temperature is caused by slight misalignment caused during the gluing process which is then corrected by heating the sample and by strain release on the PBGF which is fixed in the fiber array.

Figure 3. Relative power dependence on temperature of Sample 1 (18 m PBGF) - with flat mode-field adapters, positive values represent IL improvement (gain).

Figure 4. Relative power dependence on temperature of Sample 2 (13 m PBGF)- with angled mode-field adapters, positive values represent IL improvement (gain).
4. CONCLUSION

We showed long-term performance evaluation of our HCF interconnection technology on 3 samples based on a 19-cell PBGF, one with flat and two with angled interconnections. At room conditions, all interconnections have been stable over 100 days period (IL fluctuation below 0.02 dB). Once heated to +85°C, the flat MFA based interconnection proved stable with IL fluctuation identical to room conditions. For angled MFA based interconnections, our first developed sample (Sample 2) showed larger IL fluctuations (below 0.1 dB) with rising temperatures. Our second developed angled MFA interconnection (Sample 3) was then more consistent, showing only IL improvement once heated. This improvement can be explained by strain release in the glued interconnection as it is heated, compensating a slight angle misalignment produced during gluing of the interconnection. The angled MFA based interconnections are in our view worth of additional exploration. It is important to note that each sample returned to the initial measured IL after each heating cycle.

Our fiber-array based gluing interconnection approach is easily transferable to any HCF design, any wavelength desired and thanks to optical coating deposition, may be used in applications where low-level of back-reflection is required, e.g., gas cells, gas lasers, interferometry, and communications.

ACKNOWLEDGMENTS

This work was supported by the Department of Electromagnetic Field, Faculty of Electrical Engineering, CTU in Prague, by CTU project SGS17/182/OHK3/3T/13 and by EPSRC project “Airguide Photonics”, under grant EP/P030181/1

REFERENCES


Highly-efficient and low return-loss coupling of standard and antiresonant hollow-core fibers

Dmytro Suslov1, Matej Komanec1, Stanislav Zvánovec1, Tom Bradley2, Francesco Poletti2, David J. Richardson2 and Radan Slavík2

1Department of Electromagnetic Field, Czech Technical University in Prague, Technicka 1902/2, 166 27 Prague 6, Czech Republic
2Optoelectronics Research Centre, University of Southampton, Southampton, SO17 1BJ, UK
suslodmy@fel.cvut.cz

Abstract: We show results on adopting our new technique, developed for connecting solid-core fibers with hollow-core photonic bandgap fibers, to connect solid-core with antiresonant hollow core fibers. We achieved insertion loss below 0.5 dB per connection.

OCIS codes: 060.2340, 060.4005.

1. Introduction

Hollow-core fibers (HCFs) present many benefits over traditional glass-core fibers due to the light propagating in air, which leads e.g. to low nonlinearity, low latency, low thermal sensitivity and potentially to low loss [1]. Due to these properties HCFs have been identified as a possible candidate for the next generation of telecommunication fibers [2]. However, for a wider adoption of HCF it is necessary to efficiently integrate them with the existing fiber systems for example to interconnect HCFs with standard single-mode fibers (e.g. SMF-28) with low loss and low back-reflection.

In our recent work [3] we demonstrated such an interconnection between a 19-cell hollow-core photonic bandgap fiber (PBGF) and SMF-28. To reduce the interconnection loss down to 0.3 dB per interconnection, we used graded-index multimode fiber mode-field adapter (GRIN MFA) to convert the SMF-28 mode into the HCF fundamental mode. To suppress the back-reflection due to the glass-air interface (due to light propagation from the glass-core of SMF-28 to the air-core of HCF or vice-versa), we deposited an antireflective coating on GRIN MFA surface. Permanent interconnection was established via gluing (as fusion-splicing would destroy the coating), which is a well-established technique from the interconnection of planar lightwave circuits to optical fibers.

Recently, various geometries of antiresonant fibers (rather than PBGF) have emerged as the best candidates to achieve low-loss HCF, including nested antiresonant nodless fibers (NANF) [4] (with minimum published loss of 1.3 dB/km at 1450 nm [5]) and conjoined-tube negative-curvature fiber with minimum loss of 2 dB/km at 1512 nm [6]. Here, we report on our initial work on adapting our interconnection technique to interconnect SMF-28 with NANFs.

2. The experiment

Firstly, we measured the mode-field diameter (MFD) of NANF and PBGF using the setup shown in Fig. 1 (a) to evaluate the difference between these two fibers. To measure the MFD light escaping from the fiber under test (FUT) was collimated with Lens 1 and captured with a camera. To put FUT into the Lens 1 focus and to precisely evaluate the magnification of Lens 1 (necessary to accurately measure the MFD), Laser 2 with Lens 2 illuminated the surface of FUT with the back-reflection of FUT’s structure captured on the camera.

Using this method we measured MFD_{PBGF} = 20.9 \mu m and MFD_{NANF} = 24.3 \mu m at 1550 nm. The slightly larger MFD of NANF means that GRIN MFA with larger MFD (or GRIN with different refractive index profile to obtain larger MFD) will be needed for matching its mode and thus obtaining low insertion loss of the interconnection. We used GRIN MFAs with core diameter of 62.5 \mu m with quarter-pitch length (fully-collimated output) at 265 \mu m. For PBGF the optimal GRIN MFA length was determined as 295 \mu m, therefore a shorter GRIN MFA (in the interval of 265-290 \mu m) will provide a greater MFD and thus possibly adequate MFD matching in case of NANF. To verify this prediction, we interconnected the PBGF and NANF with SMF-28 using a set of GRIN MFAs (with different length) that we had available from our previous work in which PBGF interconnection was investigated [3] and measured the insertion loss.

The used setup is shown in Fig. 1 (b). An amplified spontaneous emission (ASE) from an erbium doped fiber amplifier (EDFA) filtered with an optical bandpass filter (OBPF 1545 - 1555 nm) was used as a broadband source.
Fig. 1. Setup for MFD measurement (a) and setup for IL measurement of NANF and PBGF (b).

Fig. 2. The images of MFD measurement of NANF (a) and PBGF (b) overlaid with the image of the core area of FUT. Results of the measured IL of NANF and PBGF using pairs of GRIN MFAs (c).

After passing through circulator (CIRC) light was launched into the FUT using antireflection coated GRIN MFA. Another GRIN MFA (of the same length) was used to out-couple the light from FUT. The results are shown in Fig. 2 (c). For PBGF, we achieved optimum GRIN MFA length of 295 μm (with single-interface GRIN-PBGF loss of 0.3 dB). For NANF, the optimum GRIN MFA length is shorter (as predicted by MFD analysis), being < 283 μm. Unfortunately, GRIN MFAs shorter than 283 μm were not available at the time to find the minimum obtainable interconnection loss of NANF. However, our results in case of NANF-SMF of < 1 dB (single interface loss of < 0.5 dB) are very encouraging (giving very low interconnection loss, sufficient for most applications). The trending in Fig. 2 (c) suggests that lower IL is achievable provided we use even shorter GRIN MFA. The return-loss was measured to be below -35 dB, which is a similar result we achieved with PBGF.
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Abstract: We present angled interconnection between standard single-mode fiber and nested nodeless antiresonant fibers achieving an insertion loss of 0.45 dB and return loss below -60 dB over a wide (1450-1650 nm) spectral range.

1. Introduction

Hollow-core fibers show great promise for many fields including telecommunications, high power laser beam delivery, and optical sensing. Recently, hollow-core fibers of nested anti-resonant nodeless geometry (NANF) have reached an attenuation of only 0.28 dB/km [1], which is approaching that of standard single-mode fibers (SSMFs), as well as transmission over a broad spectral range with low chromatic dispersion and non-linearity.

To enable seamless integration with existing fiber systems and components it is necessary to interconnect the NANF with SSMF. This poses three main challenges. Firstly, the mode field diameter (MFD) of NANF is more than twice as large as that of SSMF. Secondly, there is a strong back-reflection (about 3.5%) due to the guided light passing through the glass-air interface. Finally, parasitic coupling into NANF higher order modes (HOMs) needs to be controlled, as these modes could otherwise cause multi-path interference.

Here we show how NANF can be interconnected to SSMF with a return loss below -60 dB over a broad wavelength range, an insertion loss as low as 0.45 dB and with minimal HOM excitation. We achieve this by modification of our previously-published method of low insertion loss permanent interconnection [2], in which we introduce to include angled mode-field adapters (MFAs). This result compares favourably to the state-of-the-art in low return loss hollow core to standard fiber interconnection [3], where significantly a higher insertion loss of 1-2 dB with a return loss of <-50 dB was achieved.

2. Measurement setup and results

The MFAs used in our study were based on a 265 µm long OM2 type graded-index (GRIN) fiber, which we measured to provide the best adaptation of mode field from SSMF (SMF-28, MFD = 10.5 µm) to our NANF (MFD = 24 µm, with a design identical to [4]). We first spliced the GRIN MFA to the SSMF and angle-polished their other end under angles of 2, 4, 6, 8 and 10°.

The return loss of the MFAs was measured using a 10-nm bandwidth unpolarized light source (generated with a band-pass filtered EDFA) and a 2x2 coupler, Fig. 1a). The results are shown in Fig. 1b), where we see the expected trend of return loss reduction with increasing angle. Beyond 8°, our measurement is most probably limited by parasitic reflections or reflection at the SSMF-MFA spliced interface. Nevertheless, we achieved the target return loss of over -60 dB for angles of 8° and 10°.

We have then prepared a SSMF-MFA-NANF-MFA-SSMF component (Fig. 1a), green box). An 8-m long NANF sample was interfaced with two identical MFAs that were spliced to SSMFs. The two MFAs were aligned with the NANF using 5D-micropositioning stages while observing the output power and transmission spectrum. The measured insertion loss of the entire SSMF-MFA-NANF-MFA-SSMF component over a 5 nm spectral band using 10° MFAs is shown in Fig. 2a). For comparison, we also show the loss obtained with flat MFAs. To obtain single interconnect SSMF-NANF (SSMF-MFA-NANF) loss, we divided the total SSMF-MFA-NANF-MFA-SSMF system loss by two. The measured SSMF-NANF loss was 0.45 dB when using 10° MFAs, which is only slightly higher than that obtained with flat MFAs (0.3 dB). There might be several reasons for this slight degradation, e.g., the ellipticity of the MFA output beam due to the 10° angle or the fact that angled MFA cannot be put as close to
NANF as the flat MFA (due to the angle, which means one side of the MFA is closer to the NANF than the other one). We plan to investigate this further.

The spectral transmission traces in Fig. 2a) showed small oscillations caused by the multi-path interference between the fundamental NANF mode and excited HOMs [2]. However, their amplitude is very small (<0.03 dB peak-to-peak), which should be acceptable for most applications.

Finally, we measured the return loss of the entire SSMF-MFA-NANF-MFA SSMF component. To enable broadband measurement we used a supercontinuum light source. Results for the 10° MFA over the 1450-1650 nm spectral range together with the 3.5% reflection expected from a single flat MFA (shown for comparison) are shown in Fig. 2b). This measurement confirms broadband back-reflection suppression by >60 dB over the entire spectral range.

3. Discussion

The achieved performance can be further improved by applying an anti-reflective coating on the angled MFA surface, which should further reduce the IL by 0.16 dB. Currently, this portion of signal is lost due to the Fresnel back-reflection: it is not coupled back into the fiber due to the MFA angle-polish, but is nevertheless lost.

The presented interconnect can also be glued to form a permanent connection, as already demonstrated on an interconnect with a flat MFA [2]. Our preliminary work on angled-MFA interconnect gluing shows that the difficulties due to the angle (the gap between NANF and angled MFA being smaller on one side than the other side) can be addressed by a slight modification of the gluing procedure.
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