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Abstract

Optical wireless communications (OWC) systems offering advantages such as higher

bandwidth, an unregulated spectrum, resistance to electromagnetic interference and a

high order of reusability, have emerged as a complementary technology to radio frequency.

Within OWC, the optical camera communication (OCC) technology utilizing camera-based

receiver (Rx) represents an extension of photodetector Rx based visible light communica-

tions (VLC) with the advantage of no extended hardware cost of the Rx. The availability

of cameras in smart devices such as smartphones, traffic networks, security surveillance,

vehicles, etc., can be effectively exploited as an optical Rx, thus enabling the implementa-

tion of VLC-OCC links. Therefore, the thesis focuses on the design and implementation of

VLC-OCC based technologies and their applications within indoor and outdoor Internet of

Things (IoT).

Low data rates IoT-based applications including device-to-device communications, mo-

bile attocells, vehicle-to-everything, infrastructure-to-vehicle or vehicle-to-infrastructure,

vehicle-to-vehicle, smart environments (homes, offices, hospitals), etc. need to be consid-

ered. However, the major challenge in implementing such systems is the requirement for

flicker-free transmission at lower data rates (i.e., most cases in IoT applications). There-

fore, in this thesis, a low data rate rolling-shutter (RS)-based multi-channel multiple-input

multiple-output OCC scheme and a novel wireless communications link using an illumi-

nating optical fiber as a transmitter for indoor OCC based IoT environments, which is

flicker-free is proposed and analyzed. Moreover, a novel technique to extend the RS-based

OCC system for long range outdoor IoT-based applications by reducing the spatial band-

width of the camera in the out-of-focus regions is experimentally derived. On the other

hand, in order to support user based high data rates for applications such as internet

surfing, downloading big data, etc., along with above mentioned low data rate IoT-based

links within smart environments, a hybrid optical IoT based VLC-OCC system is proposed

and analyzed.

Key Words

Optical wireless communication, visible light communication, optical camera commu-

nications, Internet of things, CMOS image sensor
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Abstrakt

Systémy optické bezdrátové komunikace (OWC) nabízejí řadu výhod, jako je větší šířka

pásma, neregulované spektrum, odolnost proti elektromagnetickému rušení a vysokou

opakovatelnost použití, a mohou být vhodnou doplňující technologií k systémům v ra-

diofrekvenčních pásmech. V rámci OWC pak technologie komunikace optickými kamerami

(OCC) využívající přijímač (Rx) založený na kameře představuje rozšíření komunikace ve

viditelném světle (VLC) založené na klasickém fotodetektoru. Zde navíc u většiny chytrých

zařízení nedochází ke zvýšeným nákladům na hardware Rx. Širokou dostupnost kamer

v chytrých zařízeních, jako jsou smartphony, dopravní sítě, bezpečnostní dohled, vozidla

atd., lze efektivně využít jako optický Rx, což umožňuje jednoduchou implementaci VLC-

OCC spoje. Proto se tato disertační práce zaměřuje na návrh a implementaci technologií

založených na VLC-OCC a jejich aplikace v rámci vnitřního a venkovního Internetu věcí

(IoT).

Aplikace založené na IoT s nízkou datovou rychlostí zahrnují komunikace mezi za-

řízeními, mobilní attocelly, spoje typu vehicle-to-everything, infrastructure-to-vehicle or

vehicle-to-infrastructure, vehicle-to-vehicle, inteligentní prostředí (domácnosti, kanceláře,

nemocnice) atd. Hlavní výzvou při implementaci těchto systémů je však požadavek na

přenos bez blikání vysílače při nižších rychlostech dat (tj. ve většině případů v aplikacích

IoT). Proto v této práci bylo navrženo vícekanálové multiple-input multiple-output OCC

schéma na bázi rolovací závěrky (RS) využívající osvětlovací optické vlákno jako vysílač

pro vnitřní OCC. Kromě toho byla navržena a experimentálně odvozena nová technika k

rozšíření systému OCC pro venkovní IoT aplikace založená na RS se snížením prostorové

šířky pásma kamery v oblastech mimo zaostření. Pro podporu paralelního přenosu vysoké

datové rychlosti pro aplikace, jako je surfování na internetu, stahování velkých dat atd., a

zároveň stálou podporu nízkých datových rychlostí OCC byl navržen a analyzován nový

hybridní optický VLC-OCC systém.

Klíčová Slova

Optické bezvláknové komunikace, komunikace ve viditelném světle, komunikace

optické kamery, Internet věcí, Obrazový snímač CMOS
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Introduction

The fifth generation (5G) wireless network is being developed as a new platform

for mobile networks, rather than just extending the capacity and reliability of the

existing fourth generation (4G) [1, 2]. As such, the focus in the 5G standard is on capacity

enhancement, massive connectivity, and ultra-high reliability (low latency) [1]. They stem

largely from an increasing number of users and smart devices connecting to a cellular

network in the Internet of things (IoT) domain as part of smart cities. Given the rise of IoT,

5G is well positioned to be the standard framework for global communication platforms,

which support real-time interactions with wireless sensor networks and devices at a large

scale [3]. While 5G is still yet to be finalized, some of the candidate technologies have

emerged: A) Millimeter wave (MMW) ranging from 30 - 300 GHz and higher frequency

bands such as infrared (IR) and visible light (VL) ranging from 300 GHz to 400 THz and

400 THz - 800 THz, respectively which are intended to dramatically increase the spectrum

efficiency, especially base stations, by utilizing a carrier frequency [4]. B) Massive multiple-

input multiple-output (MIMO), which could provide hundreds of ports for both uplink

and downlink utilizing dozens of antennas to extend the capacity by a factor of 22 or

more. C) Small cells based base stations, which offer the relay-based capability for signal

transmission between base stations and mobile users. The requirements in communication

systems design to support IoT are as follows (i) less complexity and cost-effectiveness;

(ii) resource availability; (iii) quality of service and reliability; (iv) transmission range;

(v) safety; and (vi) low power consumption.

IoT represents the network of physical devices, sensors within the smart environments,

and their inter-connectivity enables objects to communicate and exchange data between

themselves. As the IoT paradigm opens the doors to innovations, which contribute to

interactions between objects and humans, it enables the realization of smart cities, infras-

tructures, and services for enhancing the quality of life and improving better utilization of

resources [5]. The radio frequency (RF) and Android-based IoT have been implemented for

home automation systems as part of smart home environments [6]. A Raspberry Pi cam-

era based body detection using passive infrared sensors and computer vision for security

application was proposed in [7]. A survey on IoT applications for outdoor environments

such as traffic surveillance and accident detection systems, which provides a smart way to

handle traffic and solve concerned problems, was presented in [8].
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Over the last decade, an increasing number of multimedia-capable and Internet-

connected mobile devices have demanded highly reliable and high-speed connectivity for

both indoor and outdoor applications [1]. With the introduction of IoT, these demands are

becoming even higher. So far, conventional RF-based communications have been the domi-

nant technology for meeting these demands by employing complex coding and multilevel

modulation schemes as well as spatial diversity. However, the RF spectrum has largely

reached its saturation level with slow-down in the achievable spectrum efficiency [9]. As

a potential alternative to congested RF-based communication systems, optical wireless

communication (OWC) is envisioned as a next-generation communications system, which

could deliver very high-speed and reliable data transmission in a specific application in

both indoor and outdoor environments [10, 11].

The extensive deployment of smart devices within smart environments (i.e., homes,

offices, industrial halls and device-to-device (D2D) communications) as of the emerging

IoT represents a major challenge for communication networks service providers in order to

provide cost-effective and high quality of service wireless connectivity [12]. In parallel to

the developments in the RF domain, there is the potential to adopt a complementary wire-

less technology of OWC in certain areas where connectivity can readily be established [10].

Figure 1.1 shows the electromagnetic spectrum including the optical regions, i.e., the three

main bands of ultraviolet (UV), IR, and VL utilized within OWC. OWC operates at the

mentioned optical regions for communication which spectrum is abundant to provide much

higher bandwidth than RF based systems [13–16]. Both radio waves and microwaves have

a total bandwidth of approximately 300 GHz. On the other hand, the IR, VL, and UV light

offer a theoretical bandwidth of 20 THz, 320 THz, and 75 PHz, respectively [13–16]. OWC

technology covers various transmission media for both indoor and outdoor environments,

i.e. IR communication, free space optics (FSO) using laser beam transmitter (Tx), visible

light communication (VLC) using light emitting diode (LED), optical camera communi-

cation (OCC) using a camera receiver (Rx), and UV communication using UV light as its

medium. Figure 1.1 also illustrates these exemplary OWC systems. Within the latter two

bands, VLC, FSO, and OCC, see Figure 1.1, can be potentially considered as part of the

5G networks for the realization of IoT [12].

VLC is an emerging technology, which has been proposed for the 5G networks. It

utilizes LED-based lighting fixtures and photodetectors (PD) to simultaneously provide

data communications and illumination in indoor environments with possible extension

to outdoor areas as well [17]. Note that, the visible wavelength band of 370-780 nm

provides a massive bandwidth of 400 THz, which is 10,000 times larger than the RF

bandwidth [18], see Figure 1.1. In addition, the VLC technology offers inherent security

at the physical layer (PHY), immunity to RF electromagnetic interference, and free

licensing [11]. The LEDs offer several benefits over existing lighting infrastructures, such

as lower power consumption, longer life expectancy, higher energy efficiency, reduced
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INTRODUCTION

Figure 1.1: Electromagnetic spectrum along with exemplary schemes of OWC.

maintenance, lower heat generation characteristics and fast switching speed (orders of

magnitude higher) [19, 20]. Therefore, it can be said, “the VLC technology utilizing smart
LEDs could join the dots of IoT”. The VLC can enable true IoT as most consumer smart

devices come with LEDs and cameras, which can be used for data communications and

indoor localization [21].

On the other hand, over the past few years, we have seen smart devices with built-in

high-resolution complementary metal-oxide-semiconductor (CMOS) cameras [22]. These

CMOS cameras are capable of capturing high-resolution videos with a resolution of at

least 1280 × 720 pixels and a capture rate of 30 frames per second (fps) [23, 24], which

are more than adequate for low-speed applications. Due to the large scale and increasing

availability of mobile phones, smartphone VLC can be attractive, as nearly all mobile users

effectively carry and regularly use camera-based optical Rxs. Not only smartphones but

also the majority of new generation smart devices have built-in CMOS cameras, providing

the ability to capture photos and videos as well as being used for data communications

(low-speed), indoor localization and range findings [23, 25]. The smartphone or camera-

based VLC has been studied within the framework of OWC [26] and considered as a

candidate for IEEE 802.15.7rl standard and is referred to as OCC [27]. OCC represents

an extension of VLC with the advantage of no additional hardware to establish D2D

communications at low Rb and indoor positioning [28]. Unlike conventional VLCs, which

employ PDs as the Rx, in OCC a mobile phone CMOS camera is used as the Rx [25]. That

is, OCC captures two dimension (2D) data in the form of image sequences, thus is able to

transmit more information compared to PD-based VLCs. The OCC technology is making

remarkable progress in the key application as part of the fourth industrial revolution i.e.,

IoT, smart vehicles, etc. [29].
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As the IoT paradigm opens the doors to innovations that contribute to a novel type

of interactions among things and humans, it enables the realization of smart cities,

infrastructures, and services for enhancing the quality of life and utilization of resources.

VLC with a huge frequency spectrum integrated with IoT can open up a wide range

of indoor as well as outdoor applications using optical transmission links [30]. It can

therefore be termed as optical IoT (OIoT). Figure 1.2 illustrates various solutions that can

be provided by the OIoT from connecting devices to human value as:

Figure 1.2: OIoT advances

• Capacity and efficiency
Due to the increasing demand for high-speed wireless services, the RF spectrum

(3 kHz – 300 GHz, see Figure 1.1) is being congested, thus resulting in the bandwidth

bottleneck. The visible light spectrum (see Figure 1.1) offers bandwidth orders of

magnitude higher than RF, which can be effectively utilized in IoT networks [31]. In

addition, small and compact VLC modules for OIoT can be easily implemented into

the existing lighting infrastructure. LEDs represent green-lighting devices, which

are being widely used at a global level because of the high power efficiency of 80%

compared to traditional lights [32]. A recent report from the U.S. Department of

Energy states, by the year of 2025, it is possible to save energy by up to 217 terawatt-

hours by using LED-based lighting technology [33].

• Availability and security
The OIoT system based on VL can be designed by re-using the ubiquitous lighting
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INTRODUCTION

infrastructure with only a few additional modules (modulation unit, digital-to-analog

converter, and driving circuit), which can be included in the LED lighting systems.

Due to the rapid growth of the LED industry, it is expected that the cost of VLC

transceivers will be reduced.

Security is an important issue in RF communications since RF signals can penetrate

walls and other objects, thus compromising on the link security at the physical

level. In contrast to RF, light signals can be confined within a specific well-defined

area both indoor and outdoor, thus making eavesdropping almost impossible unless

the Rx is within the field of view (FOV) of the Tx. In addition, lights generated by

LEDs are safe for the environment, provided the illumination level is below the

recommended standard.

• Device connection
The inter-connectivity between various OIoT devices can be maintained by means of

adopting the most suitable handover algorithm to ensure seamless communications

while mobile devices are moving around within a certain transmission range of

course [34]. For longer range, relayed based OIoT could be adopted. Moreover,

protocol developments for the PHY, Media Access Control and upper layer design to

optimize link reliability are studied under IEEE 802.15.7 [35].

On the other hand, a combination of VLC and OCC systems can also be leveraged

for indoor localization with very high positioning accuracy. Indoor positioning and

localization are achieved by using the LED lights similar to the global positioning

system. The experiment results in [36] demonstrate a mean positioning error of

less than 1.7 cm using an indoor VLC based positioning system based on orthogonal

frequency division multiplexing access (OFDMA).

• Data value
Secured data communication links can be formed using VL as the carrier signal in

OIoT. The new, fast and efficient adaptation techniques for VLC have been studied

in [37] to improve the Rx signal-to-noise ratio (SNR) ratio and to reduce the required

time to estimate the position of the VLC Rx.

• Human value
Developing cost-effective, environmentally friendly and efficient OIoT within smart

environments (i.e., homes, hospitals, industries, cities, etc.) would be possible, which

offers higher speed and safer communications.

In the first part of the doctoral thesis, state-of-the-art OCC is presented in chapter 2,

describing the principles of OCC technology, channel characterization and modulation

schemes. The objectives of the thesis are given in chapter 3. Then, the thesis core is

demonstrated in chapter 4 by a collection of journal papers presenting a description of
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their contributions and relevance to the thesis topic. In the end, the achieved results,

conclusions and future research topics are summarized in chapter 5.
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State-of-the-Art

Motivated by the advancements and availability of OCC-Rxs, i.e., cameras, OCC

technology has been considered as a promising alternative within OWC, especially

for low-rate IoT-based environments. In this chapter, the basic principles of OCC, MIMO-

OCC Tx and Rx characteristics and channel characterization along with camera Rx-based

capturing techniques are presented. Finally, an overview of recent advancements in OCC

modulation schemes is also presented.

The following subsections describe the state-of-the-art as it relates to the goals of this

thesis.

2.1 Optical camera communication technology

As VLC technology utilizes an existing illumination infrastructure, OCC extends the

idea further by utilizing existing Rx, i.e., digital cameras in daily used smart and mobile

devices. In OCC, single or multiple digital image sensor (IS) cameras in-built within smart

devices and LEDs or display screens are employed as the OCC Rx and Tx, respectively.

These digital cameras with IS containing a large number of micro-scale PDs are used

for photography, vision, surveillance, motion detection, augmented reality [38], virtual

reality [39], localization and positioning [21, 40], and data communications [41]. Note,

localization and positioning using OCC is beyond the thesis topic and will not be discussed

here. This development has led to the emergence of OCC, which has gained interests

within the researchers and is being considered as an option in IEEE 802.15.7m (TG7m)

visible light communication task group [27].

Unlike VLC that can only capture intensity (one dimension (1D) data) with a single

PD Rx, the major advantage of OCC lies in parallel capturing of 2D image data with

colors (i.e., spectral resolution). Image processing on the Rx side also provides OCC with

advantages to classify shapes and estimate the distance-based depth perception from the

vision of cameras. However, in OCC, Rb is limited by the frame-rate fR of the ISs, i.e.,

camera. Rb can be increased by using higher frame rate cameras, which are very costly

and the camera capture speed, which is defined as the physical parameter of the sensor

(electronics) and the graphics processor speed in the hardware domain. The fR of the

camera is generally confined to either 30 fps or 60 fps, except for some slow-motion capable
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cameras with fR of 120-240 fps. Some specialized high-speed cameras are available with

fR ranging from 1000 to 21000 fps [42]. However, these cameras are not suitable for the

use in mobile devices and are less likely implemented for OCC applications. Therefore,

OCC is further extended to offer massive MIMO capabilities in order to increase Rb using

LEDs and PD arrays in the form of multiple pixels in ISs for IoT applications in both

indoor and outdoor environments [43].

Figure 2.1 shows a general overview of MIMO-OCC scheme. Recent studies in this

area have outlined the use of liquid crystal display (LCD)s with multiple embedded

neopixels, LCD or organic light emitting diode (OLED)-based mobile phone screen [22]

and LED arrays [24] together with commercial LEDs installed as the MIMO Tx units

in indoor as well as outdoor infrastructures. The Tx units in MIMO can be modulated

using the simple on-off keying (OOK) [16] data format or complex modulation schemes

such as color intensity modulation (CIM) MIMO [44] and undersampled phase shift on-off

keying (UPSOOK) [45] to improve the data throughput. The modulated signals can be

captured on the Rx side via the line-of-sight (LOS) [16] or non-line-of-sight (NLOS) based

on diffuse reflections [46]. In [16, 22, 46], a range of CMOS technology-based cameras used

in the mobile phone (front/rear camera), digital single-lens reflex cameras with higher

capture speeds (ranging from 50 to 1000 fps) and surveillance cameras were reported.

These CMOS cameras can capture images or record videos in global shutter (GS) and

rolling shutter (RS)-based capturing modes at different shutter speed (SS) and resolutions.

Figure 2.1: Overview of MIMO-OCC
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2.1. OPTICAL CAMERA COMMUNICATION TECHNOLOGY

As previously mentioned, the IS captures the intensity modulated Tx in the form

of a video recording or image frames at particular fps. Therefore, to perform an OCC

reception and data evaluation, image processing tools in the software domain (i.e., MAT-

LAB, OpenCV and Python) [47, 48] should be employed on the Rx side. Image processing

is of paramount importance in OCC for demodulation of the received data in the form

of captured image frames. Therefore, it is necessary to have robust and reliable image

processing algorithms and schemes. In recent years, Neural network (NN) has attracted

much attention to solving complex problems related to image recognition using an intel-

ligent machine-learning technique. NN can be adopted for identifying objects’ shape in

images, transcribe speech into text, match classified items, and select relevant results of a

search [49]. Along with image processing, an artificial NN equalizer, when used in VLC,

can achieve high Rb by reducing the influence of intersymbol interference [50, 51]. NN in

the form of trained neurons also plays an important role in motion detection (MD) over

the existing indoor OCC links as was demonstrated in one of our works [52].

In this thesis, a camera Rx within MIMO-OCC system is used to connect the dots

of indoor and outdoor OWC links. Therefore, in the following, the OCC Tx and Rx

characteristics, and GS and RS mechanism are described.

■ OCC transmitter
The thesis particularly focuses on the transmission links and the camera Rx captur-

ing techniques rather than OCC Tx modules. Therefore, in this section we provide a

brief overview of the OCC Txs. As previously mentioned, a range of commercially

available single or multiple LEDs in the form of array and LCD or OLED-based

displays and mobile phone screens can be deployed as the OCC Tx [11]. In particular,

the LED Txs are primarily used as the source of illumination within most IoT envi-

ronments. The LED-based Txs are composed of a lamp, a driver, and an enclosure.

The commercial lamps have a driver circuit for controlling the current flow that helps

to control the brightness. For OCC implementations, this circuit needs modifications

for introducing the modulated signal into the LED without compromising the LED’s

illumination performance [11]. In a traditional OCC system, a random data stream

generated in the software domain, e.g., MATLAB, is applied to the modulator, LED

driver and then to the LED Tx.

In general, for transmitting the data, the light source’s intensity is controlled

through the driving current of the LEDs. At first, the data is converted into an

optical message, and then the corresponding sequence is used to switch the driver’s

circuit. The switching frequency depends on the selected modulation scheme. Fur-

thermore, some OCC systems utilize a LED/LCD/OLED-based screen as Tx. In this

particular case, the display is controlled through software using one or more drivers

depending on the specific necessity of the application and the possibility of image
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generation. High-throughput links such as visual MIMO systems for screen-camera

communications link were studied and proposed in [53].

Depending on the selected application of the OCC system, a white light Tx can be

deployed using additive color method which employs three LEDs: red, green and

blue (RGB). The output of those LEDs is combined to obtain the white light. This

solution gives control over the light’s exact color, incorporates three channels to the

communication systems so the signal can be multiplexed, and provide faster modu-

lation ratios. Various modulation formats developed for the OCC data transmission

will be described later in the subsection: modulation schemes.

Over the past few years, multiple neopixel boards have been used in electronic

devices such as screen displays in home automation, advertising, televisions, human

interfaces, etc. [54]. These devices can be used as part of the Tx to provide IoT

based MIMO-OCC links in smart environments. Furthermore, a combination of

LED-array Txs and OCC with a PD array can be used as massive MIMO to deliver

parallel transmission and therefore higher data rates Rb in a range of applications,

including the massive IoT which is one of the major goals of this thesis.

■ OCC receiver
The camera Rx consists of an imaging lens, an image sensor along with Bayer

filter and an internal image processor which is a 2D array of nanoscopic PDs that

detects information in the form of an image see (Figure 2.2). A lens is a device that

converges or diverges light beams. The light is projected passing through the focal

point of the lens on the sensor surface. In imaging, convex lenses are used to create

a real image on the image plane of the camera, which is located at the image sensor

plane. However, for the purpose of variable magnification and image correction,

usually a complex set of convex and concave lenses are used in a lens system. The

magnification factor of the lens can be expressed as:

k = f
f −dL

, (2.1)

where dL is the distance of the object from the lens and f is the focal length of the

lens.

Bayer filter is attached over the sensor in order to make each pixel sensitive to either

of the primary colors (RGB). Note, the sensor only captures monochromatic images

without a Bayer filter [55]. The internal image processor performs image processing

by demosaicing method to form a colored output image which is the data image for

OCC post-processing [56].
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2.1. OPTICAL CAMERA COMMUNICATION TECHNOLOGY

Figure 2.2: Schematic of a digital camera

The maximum achievable Rb in OCC can be obtained as [57]:

Rb =
1
8

WH(log2xG) fR , (2.2)

where, W ×H is the size of IS in terms of pixels, xG is the gray scale signal obtained

from each pixel and fR is the camera capture speed in fps. Note, 1/8 is a rate

reduction factor for three dimension (3D) formats. For example, considering a

1000 fps QVGA (320×240 pixels) 256 gray scale IS, the maximum achievable Rb is

76.8 Mbps [57]. However, this is impractical Rb as each of pixels in the IS should

represent a unique data transmission which is not practical due to long and varying

transmission distance (L) between the camera and the Tx.

Moreover, IS resolution (ISRes) with respect to dimensions (either horizontal or

vertical) can be calculated as twice the size of FOV over the size of the smallest

feature of the camera ISRes. To make accurate measurement of captured image, a

minimum of two pixels per smallest feature is considered. Considering numerical

calculation, if the FOV covers 200 mm and the smallest feature needed capturing

is 2 mm, the required ISRes is 200 pixels. Therefore, a camera with a resolution

of 640×480 pixels would be effective because 200 pixels is less than the smallest

dimension, which is 480 pixels. For smartphone cameras, the pixel density, usually

referred to as pixel per inch (PPI), is given as:

PPI=
p

W2 +H2

Diagonal screen size
. (2.3)

The higher the PPI, the more details can be found within the image.

The exposure time sets the amount of light that reaches the IS, which determines

how light or dark an image will appear. Note, too much light captured will overexpose

(too bright/no details) images, thus resulting in the blooming effect, while less light

results in underexposed (dark/grainy/less details) images. The blooming effect means

that the number of photons reaching the detector exceeds its maximum capacity, and
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the excess photons will either spill and merge to adjacent pixels or are not counted,

thus leading to non-precise intensities [58]. The camera’s exposure is based mainly

on three camera settings: aperture, ISO and SS as shown in Figure 2.3 [59].

Figure 2.3: Camera exposure triangle.

A camera’s SS is typically measured in fractions of a second. Slow SSs allow more

light incident and are used for low-light and night photography, while fast SSs help

to freeze motion [59].

Aperture, or also called as fstop, controls the amount of light being captured through

the lens as well as controls the depth of field, which is the portion of a scene that

appears to be sharp. For a very small aperture, the depth of field is large, while

for a large aperture, the depth of field is small. In photography, the aperture is

expressed by F number (focal ratio) that represents the ratio of the diameter of

the lens aperture to the length of the lens [59]. Higher ISO (i.e., the sensitivity of

camera) means faster light absorbed by the sensor, but at the cost of increased noise

level [59].

■ Global and rolling-shutter mechanisms
There are two types of camera sensors, i.e., a charge-coupled device (CCD) and

a CMOS sensor. CMOS technology is a mature technology used in a wide range

of devices such as solid-state memories, CPUs, and ISs. In the CMOS technology,

metal-oxide semiconductor field effect transistors (MOSFET) are used for switching.

The applications of CMOS cameras range from professional photographing cameras,

low-cost cameras, and surveillance to industrial high-speed machine vision. CCD is

not installed within mobile devices (smartphones) due to its larger analog-to-digital

converter (ADC) as compared to CMOS. The advantages of using CMOS over CCD
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2.1. OPTICAL CAMERA COMMUNICATION TECHNOLOGY

cameras include low power consumption, faster readout, more programmability,

and low cost. Therefore, CMOS is widely implemented in smartphones due to its

compact ADC design. The major difference between CCD and CMOS sensors is in

the capturing modes, i.e., the shutter mode. CCD sensors use GS while most CMOS

sensors use RS capturing modes, as illustrated in Figure 2.4(a) and (b). As in [60],

CMOS sensors can be used in both RS and GS capturing modes based on the system

requirements. Accordingly, CMOS is preferred for communication applications in

the literature [61–63].

Figure 2.4: (a) CCD and CMOS ISs, and (b) GS and RS mechanisms

A GS camera allows its sensor to be exposed to light once, i.e., it can hold either the

ON or OFF state of an LED in a single frame [24], see Figure 2.4(b). The CMOS-RS

camera sequentially integrates light on all pixels and then it operates similarly

as a scanning function. Unlike a GS camera, in RS capturing mode, the sensor

scans row-by-row of pixels (line wise) the entire image which therefore introduces

a sequential readout technique. This scan process is tied to the system clock and

limited by the sampling rate of the ADC. The pixel sensors within the camera

continuously integrate the light that falls on their surface and then each row of

pixels is exposed simultaneously at the exposure time trow-exp. In RS cameras, the

readout time tread-out ensures that there is no overlapping of the rows of pixels and

allows multiple exposures in a single captured image. The latter enables multiple
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LED states to be achieved at the same time in a single frame as each row is exposed

once to the light. Therefore, the captured image of the switched LED is composed of

a set of black and white stripes.

On the other hand, due to single large ADC, GS in CCD takes longer capturing

and processing time for the whole frame, which is reduced in CMOS sensors due

to smaller ADC. Due to compact ADC, faster processing, and advancements of

electronic fabrication, CMOS sensors are preferably installed and utilized. Therefore,

CMOS is employed for high-speed cameras with a capture rate beyond 1000 fps,

which cannot be accomplished using the CCD sensor due to its slower ADC.

Using the RS effect of a CMOS IS for VLC can be promising to provide flicker-free

OCC links as well as to increase the Rb [64]. This enables multiple LED states

(ON/OFF) to be captured at the same time. Therefore, for an LED that flickers ON

and OFF according to the modulated binary bit stream, the captured image contains

a bunch of black and white stripes. The stripes widths depend on the modulation

frequencies, and the number of strips depends on the distance between the camera

and LED [64].

Note that, in the RS capturing mode, each row starts with a certain delay, which

results in the row shift, trow-shift. The frame time is given as:

tframe ≤ Nrow × trow-shift + trow-exp, (2.4)

where Nrow is the pixel rows, which is based on the camera resolution. Note, trow-exp

is the exposure time of the last row per frame (very small value).

2.2 Optical camera communication channel specifics

This subsection describes various OCC transmission links and CMOS IS noise characteri-

zation.

■ Transmission links
In OCC, the transmitted light signal will arrive at the Rx (i.e., IS) via both the

LOS and NLOS paths. However, the LOS becomes the dominant path when using

Txs and Rxs with very narrow FOV. The channel specific features and variations of

RS-based MIMO-OCC transmission links are outlined below:

• LOS MIMO-OCC links
Traditional indoor VLC or OCC LOS links with high Rb over a range of transmission

spans have been adopted in many applications including (i) short-range RS-based

indoor MIMO-OCC LOS (1-5 m) flicker-free links using multilevel intensity modula-

tion (IM) with Rb of 10 kbps [65]; (ii) a beacon jointed packet reconstruction scheme
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2.2. OPTICAL CAMERA COMMUNICATION CHANNEL SPECIFICS

with Rb of 5.76 kbps [66]; (iii), screen modulation techniques followed by the 2M-ary

quadrature-amplitude modulation format [67]; (iv) and raptor code with linear time

encoding and decoding (Rb of 1 kbps) [68]. Note, in LOS-based systems, it is possible

some NLOS may be detected at the Rx, which will result in time delay spread.

• NLOS MIMO-OCC links
In some scenarios, such as D2D communications, it is possible that there might not

be a LOS path between the Txs and the Rxs. Therefore, the communications will

be via the NLOS paths, which offer mobility and flexibility but at the cost of lower

Rb [46, 69]. NLOS-MIMO links based on space and time division multiple access

technique with Rb of 1 kbps and flicker-free transmission over a 10 m link span were

reported in [46]. A 152 bits NLOS link (1.5 m) with a low level of error correction

code using image processing techniques such as background compensation blooming

mitigation, extinction-ratio enhancement and Bradley adaptive thresholding for RS

demodulation was investigated in [70].

• Tx and Rx orientations
In MIMO-OCC links we need to as well consider both the Tx and Rx orientation

angles. Some practical solutions considering different orientations and placements

of the Tx and the Rx to support mobility scenarios in an indoor environment needs

to be investigated. In [44], the angular rotation θ from 0◦ to 70◦ along with parallel

movement of a RGB-based LED array (16×16 LEDs) Tx and a 330-fps camera-based

Rx operating in the GS capturing mode over a link span of 60 cm was reported.

Note, in [44], the refresh rate for the LED array was set to 82 Hz, which is less

than the maximum allowed flickering time period standard rate of 200 Hz [71], thus

providing flickering transmission and rotation support over a link span of 60 cm [44].

On the other hand, 60-LED-based array was used to provide both data transmission

and frame synchronization. In [72], a practical orientation independent RS-based

NLOS OCC link performing wide Rx’s orientation for indoor applications with Rb

of 7 kbps over a transmission link span of 50 cm was presented. However, the Tx

should be designed in such a way to ensure that there are sufficient reflections from

many directions to ensure link availability.

• Focused and defocused links
In OCC links, the captured Tx’s focused image size decreases with the increasing

link span as given by the relationship as:

dimg =
dTxf
dL

, (2.5)

where dTx and dimg are the diameter of the Tx and the diameter of the projected

Tx’s image on the IS at the focal length f of the lens in use, respectively. This
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therefore constitutes a limitation for RS-based OCC links, as the received signal

area on the IS of the camera, which determines the Nrows (i.e., the ON and OFF

states of the Tx) obtainable, decreases with the increasing transmission distance.

Consequently, this limitation can be reduced by operating the camera in its out-of-

focus (i.e., defocused) mode. Figure 2.5 shows a lens, IS, and object configuration.

The IS could be moved from position 1 to 2, where varying sizes of the projected

object’s image are obtainable. Importantly, we can use the defocusing feature of the

camera, i.e., by altering the distance between the lens and the IS, to allow the Tx’s

image to converge beyond the focal point, whereby a larger footprint of the Tx is

obtained.

Figure 2.5: Example of lens, IS, and object configuration.

Consequently, more Nrows are visible (detectable by the Rx (camera)), as illustrated

in Figure 2.6 for the defocused modes. Note that defocusing of the camera results in

a disc-shaped pattern known as a circle of confusion (CoC), which is convoluted with

the image as given by [73]:

Go(x, y)=G i(x, y)⊗⊗GCoC(x, y), (2.6)

where Go(x, y) and G i(x, y) are the defocused and focused image intensity functions,

respectively, ⊗ ⊗ is the 2D convolution operator, and GCoC(x, y) is the CoC disc

function, which is the same shape as the camera’s lens aperture. For a circular

aperture, we have [73]

GCoC(x, y)=U(
√

x2 + y2)−U(
√

x2 + y2 −0.5DCoC), (2.7)

where the diameter of CoC, DCoC, is the same as the width of the defocused image of

a point source and is given as [73]:

DCoC = Dlens

2dc
|dC −dIS|, (2.8)
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2.2. OPTICAL CAMERA COMMUNICATION CHANNEL SPECIFICS

Figure 2.6: Examples of width of captured Tx images on IS based on varying lens and IS
configurations.

U(.) is the Heaviside step function, Dlens = f / fstop is the diameter of the lens aperture,

fstop is the focal stop number of the lens aperture, dIS is the distance between the

center of the lens to the IS, and dc represents the distance between the center of the

lens and the image, which can be obtained as [73]:

dc = dL f
dL − f

. (2.9)

Note that the size of CoC depends on the aperture diameter Dlens for collecting the

light rays of dIS and dc. Consequently, to increase defocusing (i.e., DCoC) in order to

have the best signal area, |dC −dIS| must be maximized, and lower values of fstop

should be used to obtain larger Dlens. However, the amount of achievable defocusing

is limited to the camera’s optics design configuration.

• Region-of-interest (ROI)-based signaling
As part of image processing techniques, a concept of ROI is often employed to extract

an interested region or the information from the captured (source) image. The

ROI is defined as a portion of an image extracted for some other operations, such

as various intelligence, surveillance, and reconnaissance applications, to detect

potential targets or ROIs in digital imagery.

In OCC, the transmission distance L between the LED and the camera needs

considering, since as this distance increases, the size of ROI in the picture reduces,
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thus reducing the number of received messages per frame. ROI is defined as [48]:

ROI=min(1,
lLED · f
L · lIS

), (2.10)

where lLED and lIS are the sizes of the LED and IS, respectively. By performing the

ROI the coordinates of the captured LED in the image frames obtained are, top-left:

(x1, y1) and bottom-right: (x2, y2).

■ CMOS IS noise characterization
The schematic block diagram of the proposed MIMO-OCC system with multiple Txs

(Tx1–Txn) and IS Rx is shown in Figure 2.7. At the Tx, the data is generated in the

form of OOK non-return to zero (NRZ) (OCC-NRZ) data s(t) and is mapped using

an LED driver to the Txs for IM. At the Rx, using an optical lens, the IS captures

multiple light Txs as different point sources on different sections of the IS. It is

therefore straightforward to spatially separate the multiple captured point sources

and apply image processing for data detection. Therefore, for further analysis we

consider the projection of one light source Tx on the camera Rx that can as well be

applied to multiple captured point sources.

Figure 2.7: Schematic block diagram of MIMO-OCC link

The intensity-modulated light x(t) is transmitted over a free space channel and is

captured at the Rx using a CMOS RS camera. For the LOS link, the received signal

y(t) is given by [74]:

y(t)= ηGvx(t)⊗h(t)+n(t), (2.11)

where h(t) is the combined impulse response of the channel and camera, η is the

quantum efficiency of the IS, ⊗ is the time domain convolution, and n(t) is the

additive white Gaussian noise including the ambient light induced shot noise and

the noise in the camera (i.e., fixed pattern, thermal, photo-current shot (optical

excess and electronics) and flicker noise sources) [75] and Gv presents the software

defined global gain of the IS and the column amplifier block. Apart from exposure

settings, Gv plays an important role to enhance the signal amplification while
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2.2. OPTICAL CAMERA COMMUNICATION CHANNEL SPECIFICS

passing through the camera ADC prior to being focused on the IS [76]. This is due

to the fact that Gv presents the software-defined global gain of both the IS and the

column amplifier block, which is given as:

Gv(dB)= 20log10(
VADC

Vpixels
), (2.12)

where VADC is the voltage value, which is sampled by the ADC, and Vpixels is the volt-

age obtained from the pixel integration of light during the exposure time. Therefore,

higher Gv mitigates the influence of ambient light on the integrity of data reception;

and reducing texp.

The channel impulse response for the LOS link can be represented in matrix form

as [77]:

h(t)= h(ch,u,v)(U×V ), (2.13)

where U and V are the number of rows and columns of the image sensor and h(ch,u,v)

is the channel impulse response of the (u,v)-th pixel. Using a single LED and a

Gaussian mixture model, h(ch,u,v) is estimated as [77]:

h(ch,u,v) = A
v∑

k=1

k2ck

2πσx,kσy,kk2
o
×

∫ ax+ a
2

ax− a
2

∫ ay+ a
2

ay− a
2

exp(− x2

2σ2
x,k

− y2

2σ2
y,k

)d ydx, (2.14)

where A = 1
a2 , a is the pixel length, k0 and k are the magnification factor of the cam-

era at a reference link span L0 and at a distance of L, respectively, σ2
(x,k)=( k

ko
)2σ

,2
i +

σ2
(b,x), and σ2

(y,k)=( k
ko

)2σ
,2
i +σ2

(b,y) with σ
,
i denoting the parameter of the model and

σb,x and σb,y is the standard deviations in the x and y directions on the image plane,

respectively. In Equation 2.14, ax=(u− i)(a+ g)−ξx and ay=(v− j)(a+ g)−ξy, where

(ξx,ξy) and (i,j) are the coordinates of the centre of the image and the nearest pixel

to this centre, respectively and g is the gap between two pixels.

The received power PRx(t) at a camera coming from a Lambertian light source of

order m and transmitted power PTx(t) can be expressed as [11]:

PRx(t)= PTx(t) · m+1
2π

·cosmθe
AlenscosΨ

L2 , (2.15)

where θe and Ψ are the emission and incident angles, respectively, and Alens is

the area of the camera’s external lens. Based on the RS mechanism shown in

Figure 2.4(b), we can express the energy En captured by the nth row as:

En =
∫ i·trs+texp

i·trs

PRx(t)∑u
j
∑v

k M j,k
dt, (2.16)
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where M[v×u] is the mask of pixels where the source shape is projected. From the

integral limits, it can be derived that the bandwidth of the Rx system decreases

with the augment of the texp. In other words, the longer is texp, the more lines are

simultaneously exposed, and the received signal is integrated in longer and less

diverse time windows. For this reason, frames in OCC have to be acquired within

short periods.

The SNR is defined as [78]:

SNR(dB)= 10log10(
PRx(t)
Pnoise

). (2.17)

If we consider noise corrupted signal as Equation 2.11 then the SNR is computed as:

SNR(dB)= 10log10(
PRx(t)

|y(t)− x(t)|2 ), (2.18)

where |y(t)− x(t)|2 is the squared error between original and corrupted signals. In

the context of a signal estimation algorithm, the signal refers to the estimated signal

and the noise to the difference (error) between the estimated and the original signal.

Note, if the definition of power is scaled by the number of points in the signal, this

gives the mean squared error (MSE). This notion can be extended within OCC for

actual transmitted and received images by summing twice of rows and columns

of image vector or stretching the entire image into a single vector of pixels and

applying the 1D definition. Therefore, SNR when concerned with signal images in

OCC can be given as:

SNR(dB)= 10log10

U∑
m=1

V∑
n=1

ITx(m,n)2

U∑
m=1

V∑
n=1

[ITx(m,n)− IRx(m,n)]2
, (2.19)

where ITx(m,n) and IRx(m,n) denote the intensity of the pixel of the transmitted

and received image frames, respectively, at location (m, n). High values of SNR show

that the error of the estimation is small and, therefore, among various image fusion

methods the ones that exhibit higher SNR’s can be considered of better performance.

The peak-signal-to-noise ratio (PSNR) and the MSE are measures similar to the

SNR and can be defined as [78]:

PSNR(dB)= 10log10
I2

peak

MSE
, (2.20)

MSE=

U∑
m=1

V∑
n=1

[ITx(m,n)− IRx(m,n)]2

Ncolumn ×Nrow
, (2.21)
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where I2
peak denotes the squared peak intensity of the measured frame and Ncolumn

and Nrow are the number of columns and rows of the images, respectively. It can

be seen that PSNR≥SNR and can be equal only when the original clean signal is

constant and with maximum amplitude. In the case of PSNR, the major focus is

on Ipeak of the measured frame in order to measure the bandwidth of the signal

or number of bits needed to represent it. Therefore, the major concern is how well

high-intensity regions of the image come through the noise. This is much more

content-specific than pure SNR and can find many reasonable applications such as

image compression.

2.3 Modulation schemes

As OCC captures data in the form of images, the modulated bits can be carried by either

color, intensity and spatial coordinate. Unlike PD-based VLC that captures only light

intensity, OCC captures multiple colors simultaneously due to the employment of Bayer

filters along with the spatial separation of multiple Txs due to its 2D coordinates in the

image. Furthermore, an image also contains another interesting feature that is a shape

which can be interpreted differently. Therefore, based on the carrier for the modulated bits,

the OCC data can be modulated through the entities of color, intensity, spatial coordinate,

and shape [79].

The study in [16] has described the OCC modulation schemes into five different

categories such as Nyquist sampling modulation (NSM), high- fR NSM, RS-based OCC,

ROI signaling, and hybrid camera-PD modulation. These categories mainly depend on

the tight relation between the parameters of Txs and the limitations on the camera Rx

(limited fps). Table 2.1 gives an overview of recent advancements in OCC modulation

schemes.

The fR of the camera is generally limited to 30 or 60 fps; therefore, the flickering

rate of the Tx is also limited to <60 Hz according to Nyquist sampling theorem [16].

Table 2.1 shows the recent modulation schemes such as OOK, DC-biased optical orthogonal

frequency division multiplexing (DCO-OFDM), CIM and cell modulation used in NSM-

based OCC schemes. These schemes use a GS Rx and have flickering transmission links

due to lower fps and hence the modulation frequency. However, Rb and L in these schemes

are increased using multiple LEDs in an array format as the Tx [44, 80].

Using a high-speed camera Rx, NSM can be further implemented for high- fR based

OCC schemes. Using high- fR NSM, the modulation frequency can be > 200 Hz (maximum

flickering time period standard for flickering requirements) [71]. Space shift keying (SSK)

and hierarchical rate adaptation techniques using Rx with up to 1000 fps was proposed

in [81, 82] for long range communications, see Table 2.1. However, high-speed cameras

are expensive and not commonly used in smart devices. Therefore, in order to implement
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flicker-free communication links, OCC takes advantage of the high sampling rate of the

RS mechanism, which sequentially exposes lines of pixels to the incoming light [16].

Table 2.1: Overview of recent advancements in OCC modulation schemes

Modulation schemes

Camera
cap-
turing
modes

Flicker-
free
illumi-
nation

Rb
(kbps) L(m)

NSM OOK [24, 83] GS No 0.2-1.2 0.3-2
DCO-OFDM for vehicle-to-
everything (V2X) [80]

GS Yes 55×103 60

CIM [44, 84] GS No
11.5-
317.3

0.2-1.4

Cell modulation [22, 85] GS No 0.4-112 0.1-1.2
High- fR
NSM SSK [81] GS Yes 1 30

Hierarchical rate adaptation
[82]

GS Yes 42.7 65

RS-
based
OCC

OOK for NLOS – MIMO
space and time division mul-
tiple access [46]

RS Yes 1 10

Rolling OOK [86, 87] RS Yes 0.8-2.8 0.1-0.2
Multilevel IM [65] RS Yes >10 2
Rolling UPSOOK [88] RS Yes 0.15 60
Combination of UPSOOK-
wavelength division multi-
plexing (WDM) and MIMO
scheme [45]

RS Yes 0.15 60

ROI sig-
naling Spatial 2-PSK (S2-PSK) [89] GS No 0.01 1.5

Hybrid-spatial-phase shift
keying (HS-PSK) and vari-
able pulse-position modula-
tion (VPPM) [90]

GS Yes 0.03 100

Selective capturing [91] GS No 6.9 1.75
Camera-
PD Manchester coded OCI [92] GS Yes 10×103 7.7

Optical-orthogonal fre-
quency division multiplex-
ing (OFDM) OCI [93]

GS Yes 55×103 1.5

Hybrid
VLC/OCC

Hybrid multilevel OOK - in-
tensity shift keying (ISK)
[94]

RS Yes
4.2 (OCC),
2.75×103

(VLC)
3

Hybrid Manchester coding
and VPPM [95]

RS Yes

1.67
(OCC),
100
(VLC)

5.8
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Table 2.1 includes the modulation schemes for RS-based OCC, i.e., the RS-based demod-

ulation. The scheme focuses on the demodulation part that utilizes the aforementioned

RS properties of CMOS sensors. Note, RS-based OCC offers flicker-free links in both

LOS [86, 87] and NLOS [46] transmission scenarios. Moreover, MIMO schemes using a

combination of UPSOOK and WDM, and multilevel IM have been investigated for long

range and high-speed, respectively within the RS-based OCC system [45, 65].

In order to reduce the overall processing time on the Rx side, a smaller portion of the

image containing only the Tx, called as ROI needs to be determined. Since the processing

is carried out for a much smaller portion of the image, the processing time is considerably

shortened and the efficiency of the image processing can be increased. This technique is

useful to detect the exact Tx image captured in the outdoor scenarios that contains many

other noise sources. A S2-PSK was developed considering the spatial separation capacity

of the camera to fully decode a bit within a randomly sampled image [89]. For the high-rate

data stream, single-carrier modulation or multiple-carrier modulation, such as HS-PSK

or VPPM, can serve as viable solutions [90]. An alternate form of the ROI sampling

modulation, termed as selective capture, was also proposed for pre-processing to shorten

the frame capture period in a study and to produce the overall higher efficiency [91].

To propose a hybrid camera-PD modulation, a IS that consists of both pixels for image

capture and PD cells specifically for communication was developed in [92, 93]. This study

could provide a huge bandwidth of up to 10 MHz due to the use of PD cells. On the other

hand, a VLC and OCC links using PD and a camera Rx, respectively to receive light signals

from the same Tx simultaneously were proposed as hybrid VLC-OCC [94, 95]. Hybrid

modulation formats such as multilevel OOK ISK and Manchester coding over VPPM were

used to simultaneously transmit OCC and VLC signals. These schemes provide low rate

OCC transmission ranging from 1-4 kbps and high rate VLC transmission from 100 kbps

to 2.75 Mbps over a range of transmission spans (see Table 2.1).
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Objectives of the Thesis

Due to the large scale and increasing availability of in-built cameras in smart devices and

mobile phones as well as the pre-existing camera-based infrastructures such as traffic

lights, security and surveillance, and vehicles, camera Rx-based VLC or OCC can provide

several attractive applications for further communication and sensor networks. However,

in OCC, the data rate is limited by the frame rate of the ISs. OCC can be further extended

to offer massive MIMO capabilities in order to increase the data rate using LED and PD

arrays in the form of multiple pixels in ISs for IoT applications in both indoor and outdoor

environments. On the other hand, as listed in the survey in [96], for indoor OCC based IoT

applications, low data rates ranging from few bps to kbps for transmitting short messages

in D2D communications over shorter transmission spans can be more than sufficient.

The major challenge in implementing such systems is the requirement for flicker-free

transmission at lower data rates (i.e., most cases in IoT applications) for short and long

range indoor and outdoor OCC systems for IoT applications, respectively. Therefore, the

dissertation thesis has the following main goals:

■ G1: To propose, develop and experimentally verify the new technologies based on

MIMO and radiating fiber Tx’s for OCC based IoT links

■ G2: To propose the methodology of design and analysis of OCC based applications

for indoor and outdoor IoT environments

■ G3: To develop and validate a hybrid optical IoT-based VLC-OCC system to support

user based high- and low-speed communications.

In order to attain G1, the following specific milestones have been set:

• To propose, design and characterize a simplified multi-channel Tx design

• To experimentally verify the performance of proposed Tx design within RS-based

MIMO-OCC links with focus on the spatial frequency based angular orientation

• To propose and validate a novel technology of utilizing existing fiber optic lighting

based infrastructures for OCC-based IoT links.

In order to attain G2, the following specific milestones have been set:
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• To propose an enhanced functionality of NN assisted motion detection to address

optical shadowing and control of smart devices within indoor OCC based IoT

• To enhance transmission link spans for outdoor OCC links by reducing spatial band-

width of the camera in the out-of-focus and in-focus regions and to experimentally

derive the link feasibility under turbulence and fog conditions.

In order to attain G3, the following specific milestones have been set:

• To develop an experimental test-bed for measurement and evaluation of the hybrid

high-rate PD-VLC and low-rate indoor OCC-based IoT scheme.
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Achieved Results

The core of the thesis is based on published research articles, including eight published

in peer-reviewed journals with impact factor [J1-J8]. The full and original papers

with bibliographic citations and individual paper contributions to the thesis are provided

in the following sections.

Section 4.1 proposes an RS acquisition-based camera capturing in MIMO-OCC em-

ploying a small multi-channel designed LED array based Tx module. Experimental

investigation of the indoor OCC system by employing a Raspberry Pi camera as the Rx

with RS capturing mode for a range of camera shutter speed from 200 to 800 µs is carried

out. Despite the small area of the display, flicker-free transmission is established using

multiple channels within a single Tx unit with perfect inter-LED synchronization and

a RS-based camera for use in short-range and low Rb IoT applications (display-based

communication links or display-to-camera communications).

Section 4.2 provides the experimental analysis of various angular orientations of

multiple Tx units using the Tx design proposed in Section 4.1. The transmission setups

are defined considering the indoor dynamic, mobility, and multicasting scenarios in places

such as shopping malls, hospitals, and offices, where the number of Txs can be placed

at different locations with different angles depending on the interior design and the

illumination requirements. The proposed scheme offers a valid solution irrespective of

the availability of LOS and NLOS paths. A CMOS image sensor noise characterization is

carried out in terms of the SNR and PSNR. The image and the respective communication

link quality metrics are measured in terms of the PSNR and the rate of successfully

received bits with respect to spatial frequency for different camera shutter speeds.

Section 4.3 presents a novel wireless communications link using an illuminating

optical fiber as a Tx in OCC for IoT. This unique solution was motivated by a new and

emerging fiber-optic lighting technology as an alternative to discrete illumination fixtures

and semi-discrete LED stripes. A proof-of-concept system using an illuminating plastic

optical fiber coupled with a light-emitting diode and a commercial camera as the Tx and

the Rx, respectively is illustrated. I experimentally demonstrated flicker-free wireless

transmission within the off-axis camera rotation angle range of 0-45◦ and the modulation

frequencies of 300 and 500 Hz. This transmission setup resembles the IoT-based indoor

dynamic, mobility, and multicasting scenarios for transmission of lower Rb.
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Section 4.4 proposes the NN assisted MD system to track and detect the user motion

over the mobile phone camera Rx-based OCC link that can be used to perform a relatively

basic control of present or future smart devices in IoT environments such as OCC based

smart homes where the device control via MD can aptly be facilitated. The proposed

study is based on the performance evaluation of various NN training algorithms, which

provides efficient and reliable MD functionality along with vision, illumination, data

communications, and sensing in indoor OCC based IoT. Moreover, it is seen that the

proposed NN assisted MD in the OCC system provides better results in terms of higher

MD accuracy, less processing time and long transmission spans as compared to already

existing MD schemes.

Section 4.5 focuses on the OCC system for IoT-based on OLED for long-range indoor

and outdoor IoT-based applications. The recent inclusion of OLEDs in smart devices such

as TV’s (large displays in shopping malls and streets) and smartphones with the in-built

cameras provides the opportunity to establish OCC systems based on OLED emitters for

IoT. OLED Tx based VLC links with high Rb of up to a few Mbps at short link spans

up to 1 m are already proposed in [97–99]. However, OLED based VLC links can be

extended to offer longer link spans using camera based Rx in both indoor as well as

outdoor environments. Therefore, the proposed OLED based OCC is implemented to allow

longer link spans of up to 120 m for systems that require relatively low data transmission

rates (up to 1 kbps) for both indoor and outdoor cases. To provide blooming mitigation, the

system is tested for different exposure times.

The successful implementation of a 120 m long transmission link in Section 4.5

motivates to implement long-distance OCC (beyond 120 m) using RS based capturing.

Section 4.6 presents a novel technique, to the best of our knowledge, to increase the link

span of an RS-based OCC system by reducing the spatial bandwidth of the camera in the

out-of-focus regions. Regardless of the Tx size and surface area, this technique helps to

have a larger footprint of the light source on the IS without reducing the FOV. Using the

proposed scheme, a 400 m LOS RS-based OCC link is demonstrated, which is to date the

longest outdoor communication link reported in these systems. We developed a detection

method to extract the information out of the video frames.

Following my previous research based on long-range RS-based OCC links for outdoor

IoT, Section 4.7 focuses on the effect of turbulence and fog conditions on OCC links. In

this work, we study the experimental OCC system under environmental phenomena

emulated in a laboratory chamber. The experiment results demonstrate that heat-induced

turbulence does not affect our system significantly, however, the attenuation caused by fog

does decrease the signal quality. For this reason, a novel strategy of using the camera’s

built-in amplifier to overcome the optical power loss and to reduce the quantization noise

induced by the ADC of the camera is proposed.

Section 4.8 presents the integration of both VLC-PD and OCC (IS-based VLC) links
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ACHIEVED RESULTS

simultaneously to provide a versatile optical IoT environment, where users can have a

choice based on the Rx device and application to switch between high- and low-speed VLC

with PDs- and ISs-based Rx. A single-input multiple-output (SIMO) hybrid VLC system

utilizing a single LED-based Tx, and PD- and IS-based Rxs for simultaneous transmission

of high- and low-speed data, respectively is experimentally demonstrated. It is envisaged

that, the proposed scheme can provide versatile indoor services that allow users to receive

data regardless of the devices used. For this reason, I proposed a novel hybrid modulation

format that can be used for both high- and low-speed VLC links and have then developed

an experimental test-bed for verification.
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4.1 Optical camera communications for IoT -
rolling-shutter based MIMO scheme with grouped
LED array transmitter

This chapter is a version of the published manuscript:

S. R. Teli, V. Matus, S. Zvanovec, R. Perez-Jimenez, S. Vitek, Z. Ghassemlooy, “Optical

camera communications for IoT - rolling-shutter based MIMO scheme with grouped LED

array transmitter,” Sensors, vol. 20, pp. 3361, 2020.

Connection to my Ph.D. thesis:

Short-range and low Rb IoT links in indoor environments such as D2D communications

with short messages, indoor positioning, navigation, small identification information and

communications through advertisements need to be considered. However, the major

challenge in implementing such systems is the requirement for flicker-free transmission

at lower Rb (i.e., most cases in IoT applications). Therefore, in this paper we propose a

low Rb RS-based multi-channel MIMO-OCC scheme for indoor IoT environments, which

is flicker-free. For this reason, we present a simplified design of MIMO-OCC grouped

LED array-based Tx, using an 8×8 RGB LED array as the Tx and a commercial, low-cost

Raspberry Pi camera (RaspiCam) as the Rx. Despite the small area of the display, flicker-

free communication links with reception success of 100 % for 200 and 400 µs shutter speed

values within the range of 20-100 cm are established. A method to extend link spans

up to 1.8 m and the data throughput to 13.44 kbps using different configurations of the

multi-channel Tx is provided.
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Abstract: In optical camera communications (OCC), the provision of both flicker-free illumination
and high data rates are challenging issues, which can be addressed by utilizing the rolling-shutter
(RS) property of the image sensors as the receiver (Rx). In this paper, we propose an RS-based
multiple-input multiple-output OCC scheme for the Internet of things (IoT) application. A simplified
design of multi-channel transmitter (Tx) using a 7.2 × 7.2 cm2 small 8 × 8 distributed light emitting
diode (LED) array, based on grouping of LEDs, is proposed for flicker-free transmission. We carry out
an experimental investigation of the indoor OCC system by employing a Raspberry Pi camera as the
Rx, with RS capturing mode. Despite the small area of the display, flicker-free communication links
within the range of 20–100 cm are established with data throughput of 960 to 120 bps sufficient for
IoT. A method to extend link spans up to 1.8 m and the data throughput to 13.44 kbps using different
configurations of multi-channel Tx is provided. The peak signal-to-noise ratio of ~14 and 16 dB and
the rate of successfully received bits of 99.4 and 81% are measured for the shutter speeds of 200 and
800 µs for a link span of 1 m, respectively.

Keywords: optical camera communications; rolling-shutter camera; Internet of things; multiple-input
multiple-output; light-emitting diodes

1. Introduction

The fifth-generation (5G) telecommunication standards have set the new platform for mobile
wireless networks, rather than just extending the transmission capacity and reliability of the 4G
network [1]. With the three main focuses on capacity enhancement, massive connectivity, and ultra-high
reliability (i.e., low latency), 5G development stems largely from the increasing number of users and
smart devices within the context of Internet of things (IoT)-based smart environments being connected
to the cellular networks [2]. In future smart environments, such as homes, offices, cities, etc., there will
be a growing need for the communications networks that can facilitate connectivities between a large
number of devices or sensors and the end-users [3]. This will mean access to substantial transmission
resources (i.e., bandwidth), and thus a paradigm shift in the way the wireless transmission resources
are utilized effectively.

To address this paradigm, a number of technologies have been proposed,
including millimeter-wave [4], massive multiple-input multiple-output (MIMO) [5], small cell [6],
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and optical wireless communications (OWC) [7,8], in order to meet the requirements of 5G-IoT.
The popularity of the latter is due mainly to its inherent advantages of safety, security, low cost,
and large transmission bandwidth, which are essential in IoT applications, particularly in indoor
environments [8]. In indoor environments, the OWC technologies of visible light communications
(VLC) and optical camera communications (OCC) have been widely considered and investigated [8,9].
While VLC can support major features of 5G in terms of the data rates, OCC can offer a promising
solution. The VLC technology, which uses light-emitting diode (LED)-based lights as the transmitter
(Tx), has a lower initial deployment cost. The cameras in smartphones (six billion front and rear
cameras), and pre-existing camera-based infrastructures, such as traffic lights, security, surveillance,
and vehicles can be adopted as the OCC receiver (Rx) effectively [10]. Reflecting on the OCC potential
and its availability, the IEEE 802.15.7r1 task group has been established to develop a standard for
OCC within OWCs [9]. Various OCC issues and considerations, such as image sensor architecture,
synchronization, data rate, perspective distortion, flickering and dimming, MIMO, and diversity are
studied in [11]. The use of high-rate Tx’s, such as LEDs, and low-rate Tx’s, such as liquid crystal
displays and digital signage, in OCC schemes is also provided in [11]. Although OCC does not support
high capacity link connectivities, due to the speed limit of cameras, it can be employed in numerous low
data rate applications, such as indoor positioning, mobile robot navigation, vehicular communications,
small identification information, and advertisements [8–11]. Despite lower data rates, OCC is simple
to implement, with low path loss, additional imaging functionality, and spatial modulation capability,
as compared with high rate VLC links [12].

However, in OCC, the data rate is limited by the frame-rate of the image sensors (ISs). The data
rate can be increased by using higher frame rate cameras, which are very costly, and increasing the
camera capture speed, which is defined as the physical parameter of the sensor (electronics) and the
graphics processor speed in the hardware domain. Therefore, OCC is further extended to offer massive
MIMO capabilities in order to increase the data rate, using LED and photodetector (PD) arrays in
the form of multiple pixels in ISs for IoT applications, in both indoor and outdoor environments [13].
In addition, hybrid modulations schemes based on the intensity, color, spatial, phase, and frequency
are also suggested in [12] as a solution to improve the transmission data rates in OCC.

The IEEE 802.15.7-2018 standard [14] defines new clauses for the physical layer (PHY) types V
and VI for OCC links. These PHY layers are mainly intended for use in systems with diffused light
sources and video displays with kbps data rates, as well as using complex modulation schemes of
spatial two-phase shift keying (S2-PSK), dimmable spatial eight-PSK, undersampled frequency shift
on-off keying (UPSOOK), variable transparent amplitude-shape-color, etc. However, the standard
clauses on the PHYs V and VI are mainly on the demodulation schemes, and their real applications are
still being revised.

In [13], a data rate of 126.72 kbps was achieved, using 192 data-carrying LEDs modulated using
color intensity modulation (CIM) and a 330 frames per second (fps) global-shutter (GS) camera-based
Rx, which is expensive and not commonly used, over a link span of 1.4 m. However, the Tx was set to
the refresh rate (i.e., transmission frequency) of 82.5 Hz, which is still lower than the maximum allowed
flickering time period of 5 ms (200 Hz) [14]. A red, green, and blue (RGB) LED-based rolling-shutter
(RS) OCC (RS-OCC) utilizing a combination of UPSOOK, wavelength-division multiplexing, and
MIMO offering improved space efficiency of 3 bits/Hz/LED was reported in [15]. In [16], a multilevel
intensity modulation (IM) RS-based camera detection link with a data throughput of 10 kbps over a
transmission range of 2 m was reported in [15,16]. Whereas, a beacon jointed packet reconstruction
scheme for mobile-phone-based VLC with commercial white phosphor LEDs and a 60 fps RS camera
achieved the net data rate of 10.3 kbps (172 bits/frame observed over a large LED surface) over a
transmission distance of 20 cm [17]. In [18], COTS LEDs with raptor code (with linear time encoding
and decoding, thus reduced computational complexity and decoding overhead) have been investigated
in RS-OCC. Non-line-of-sight MIMO links using Luxeon LEDs based on diffused reflections and space
and time division multiple access, as well as the equal gain combining technique, was reported in [19],
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which achieved flicker-free transmission up to a 10 m link span. However, as listed in the survey in [20],
for indoor OCC based IoT applications, low data rates ranging from 15 to 896 bps for transmitting
short messages in device-to-device communications over transmission spans of 25 cm to 1 m is more
than sufficient.

Over the past few years, multiple neopixel boards have been used in electronic devices such as
screen displays in home automation, advertising, televisions, human interfaces, etc. [21]. These devices
can be used as part of the Tx to provide IoT based MIMO-OCC links in smart environments.
High-throughput links such as visual MIMO systems for screen-camera communications link were
proposed in [22], where the impact of non-linear channel equalization, non-binary channel coding,
probabilistic shaping, and non-linear precoding for high-order modulation schemes and respective
applications such as inter/intra vehicle communications, near field communication, and augmented
reality were investigated. In [22], it was shown that the reliability and throughput of the optical
communication links can be improved using various channel coding techniques based on nonbinary
low-density parity-check codes [23], polar and turbo codes [24], and advanced modulation schemes,
such as chaos and LoRa [25]. As previously mentioned, short-range and low data rates IoT links in
indoor environments such as device-to-device communications with short messages, indoor positioning,
navigation, small identification information, and communications through advertisements need to be
considered [26]. However, the major challenge in implementing such systems is the requirement for
flicker-free transmission at lower data rates (i.e., most cases in IoT applications). Therefore, in this
paper, we propose a low data rate RS-based MIMO-OCC scheme with grouped LED Tx for indoor IoT
environments, which is flicker-free. For this reason, we present a simplified design of MIMO-OCC
grouped LED array-based Tx, which uses 64-neopixel LEDs distributed in an 8 × 8 array and a
commercial, low-cost Raspberry Pi camera (RaspiCam) as the Rx. The Tx unit is divided into eight
different groups, with eight LEDs per group in order to increase the data rate and achieve flicker-free
transmission. At the Rx, RaspiCam, with a resolution of 1920 × 1080 pixels and a capture speed of
30 fps, captures the LED array in RS-mode at different shutter speeds (SS) and transmission links L.
The novelty of this work is on the design of a simplified Tx for multiple channels transmission-based
LED grouping with perfect synchronization, and the use of an RS camera for flicker-free transmission
in short-range and low data rates IoT applications. The paper gives a detailed analysis on the quality
matrix of the captured image in terms of the peak signal-to-noise ratio, and the success rate of received
bit sequences with respect to the transmission span and the camera’s SS.

The remainder of the paper is organized as follows: Section 2 describes the proposed RS-based
MIMO-OCC scheme using the grouped LED array, while Section 3 shows the experiment setup,
followed by the discussion of results. Conclusions are drawn in Section 4.

2. Proposed RS-Based MIMO-OCC Scheme with Grouped LED Tx

2.1. MIMO-OCC Tx Characterization

A new, simple design of MIMO Tx unit is proposed in this paper, as illustrated in Figure 1. It is
composed of a 64-neopixel array with an 8 × 8 small chip-LED, and a 1 cm-thick LED grouping
grid, (see Figure 1a,b), which is attached over the Tx LED array. This LED grid is designed to divide
a 64-neopixel chip-LED into eight different column-wise groups that are individual transmission
channels with eight chip-LEDs per group to allow eight different data transmissions, using a single
neopixel LED array. In addition, the LED grid (Figure 1c) is very effective in combating interference
due to adjacent LEDs within the groups. The effect of interference with supporting analysis without
using the grouping grid to capture the LED array with a GS-based camera Rx was initially reported by
the authors in [27]. A 2 mm-thick opaline methacrylate LED diffuser, commonly used, is placed over
the Tx [28]. The size of the LED array is 7.2 × 7.2 cm2. Since the size of each chip-LED (i.e., 5 × 5 mm2)
is much smaller than the distance between the adjacent chip-LED (i.e., 9 mm), light from each LED is
captured as a discrete image using an IS.
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Figure 1. The transmitter (Tx) unit: (a) assembled unit with the grid and a diffuser, (b) an LED array
configuration and (c) an Arduino Uno controller board and the LED panel.

Since both optical and electrical characterization of neopixel RGB LEDs are yet to be investigated,
we first provide a characterization of the proposed MIMO Tx in terms of its optical radiation pattern and
output optical power–current–voltage (Llux-I-V) curves. The optical radiation pattern of the neopixel
LEDs was measured to obtain its spatial intensity distribution for use in analyzing the coverage and
signal distribution in VLC and OCC links [8]. The light intensity of LEDs defined in terms of the angle
of irradiance θ is given by [8]:

I(θ) =
m + 1

2π
I(0) cosm(θ), θ = [−π

2
,
π
2
], (1)

where I(0) is the center luminous intensity of an LED and m is Lambertian order given as [8]:

m = − ln(2)
ln[cos(θ1/2)]

. (2)

A lux meter was used to measure the angular dependence of the luminance of the LED
(i.e., single and 8 × 8 horizontal and vertical array). As expected, the profiles for (i) a single
LED represent a complete hemisphere close to Lambertian emitter with m of 1 (see Figure 2a); (ii) the
LED array with no diffuser is broader with m of 0.74, due to the 9 mm spacing between the adjacent
LED chips; and (iii) the LED array with the diffuser has m of 0.75 (see Figure 2b). Note that the
measured radiation patterns can be further used to study the proposed MIMO-OCC links with mobility,
and in a multi-user scenario. For example, rotation compensation schemes based on different Tx
configurations [29] and wide receiver orientations [30] can be employed to ensure the operability of
the proposed MIMO-OCC system in IoT environments.
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The illuminance levels of the LEDs were measured using a Testo 545 lux meter. Each neopixel
in the array draws up to 60 mA of current I to turn ON at the maximum brightness. In realistic

34
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environments, when the LED panel is to be used as a lamp, luminance can be efficiently controlled by
varying switching power supply output current at the LED drive circuit. Therefore, the implementation
of dimming techniques can be included as a part of the further extension of the proposed scheme [31,32].
However, increasing the power would induce crosstalk due to illumination from adjacent LEDs in the
MIMO Tx [33].

In practical use, it is rare for all pixels to be turned ON at its maximum drawing current, due to
the risk of overheating and damaging the LED panel. Therefore, it is recommended to drive each LED
with ILED = 0.33I = 20 mA [21]. Thus, the drive current for the LED array is estimated using the rule of
thumb, as given by [21]:

ILED-array =
Npixels × ILED

1000
, (3)

where Npixels = 64 is the total number of neopixel LEDs. In this work, ILED-array is set to 1.28 A for
measuring the Llux-I-V curves, which are depicted in Figure 3a,b for the MIMO-OCC Tx unit with,
and without, the diffuser, respectively. Note: (i) the illumination levels are largely reduced, due to
the use of the LED grid and the diffuser; (ii) linear Llux-I plots, which are highly desirable in IM VLC
systems; and (iii) the neopixels used either as a single LED chip or in an array depict similar optical
characteristics to those of commonly used RGB LEDs.
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2.2. Rolling-Shutter Based MIMO Rx in OCC

The CMOS IS, along with the imaging lens, is composed of a large number of pixels, with each pixel
acting as an independent PD. Unlike a conventional PD-based Rx, which cannot be used to separate
the mixed signals, CMOS-based IS can capture lights coming from different directions, and project
them onto different sections of the IS [13]. Therefore, spatial separation of incoming light signals
and their intensities can be measured by obtaining the pixel value for each light source image in the
received frame. Image processing can be applied to the received image frames to extract the data from
pixelated images [13]. Therefore, CMOS IS can be used as the MIMO-OCC Rx without the need for
extended hardware. In [34], the analysis of the MIMO-OCC Rx using Bayer-pattern filters, which can
differentiate the incoming signals being transmitted from the MIMO Tx, was reported.

In an OCC-VLC system, the RS effect of a CMOS IS can be used to achieve flicker-free transmission
and increased data rate [16–19]. In this mode, the camera sequentially integrates light on all pixels at
the exposure time trow-exp, similar to the scanning function, as illustrated in Figure 4a. In RS, the sensor
scans the entire image row-by-row (line-wise) and generates a sequential readout. This scan process is
governed by the system clock and is limited by the sampling rate of the analog to digital converter
module. In GS-based IS, all pixels are exposed to the light simultaneously, i.e., ON or OFF states of the
LED in a single frame [35], as illustrated in Figure 4b; while in RS, each row of pixels is exposed to
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light at a given exposure time trow-exp, sequentially similar to the scanning function. In RS cameras,
the readout time tread-out ensures that there is no overlapping of the rows of pixels, and allows multiple
exposures in a single captured image. The latter enables multiple LED states to be achieved at the
same time in a single frame, as each row is exposed once to the light. Therefore, the captured image
of the switched LED is composed of a set of black and white stripes. The proposed MIMO-OCC
scheme differs from the RS-based OCC links (see Figure 4c), as in [16–19]. In traditional RS-based
OCC, only a single bit is captured within one exposure time trow-exp (see Figure 4a), in contrast to
the proposed work, where 8-bit (1-bit per channel) are captured in a single row with time trow-exp,
as depicted in Figure 4c. In addition, the proposed scheme can be used for flicker-free and high data
rates transmission by allocating multiple bits per trow-exp. The widths and the number of strips depend
on the data rate (i.e., modulation frequencies) and the camera-LED distance, respectively [16,18].
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Figure 4. The camera capturing modes in OCC: (a) traditional rolling-shutter (RS) mechanism,
(b) global-shutter (GS); and (c) RS-based capturing of the proposed multi-channel Tx.

Note that, in the RS capturing mode, each row starts with a certain delay, which results in the row
shift, trow-shift. The frame time is given as:

tframe ≤ Nrow × trow-shift + trow- exp, (4)

where Nrow is the pixel rows, which are based on the camera resolution. Note, trow-exp is the exposure
time of the last row per frame (very small value).
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2.3. System Overview of MIMO-OCC Using Proposed Multi-Channel Tx Design

Figure 5 illustrates the flow diagram for the proposed MIMO-OCC, using the 64-neopixel Tx unit
and a RS-based RaspiCam as the Rx. The proposed scheme is an initial study to investigate the upper
bounds of the system using the proposed Tx unit, therefore, we assume perfect synchronization and
line-of-sight transmission. Neopixels are controlled in the Arduino software domain. First, Npixels

are assigned to Nchips of neopixels, which are then grouped column-wise into eight Ngroups to form
eight different transmission channels within one Tx unit. For data transmission, we have adopted
a non-return-to-zero (NRZ) on-off keying (OOK) data format for IM of tri-color (band i, j, k) RGB
channels (Pi, Pj and Pk) as Pi + Pj + Pk = 1 and Pi + Pj + Pk = 0, which is most commonly used in OCC.
The data is generated in the Arduino unit and mapped to the LED addresses with the frequency, fs,
given as:

fs = (tchip)
−1, (5)

where tchip is the 1-bit time per neopixel chip, and its minimum value is 2.5 ms, due to Arduino
hardware limitation to ensure flicker-free transmission at fs of 400 Hz. The maximum number of visible
bits per group in a single frame is given as:

Nvisible =

⌊
tframe

tchip

⌋
. (6)
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Figure 5. MIMO-OCC data processing flow diagram.

Note that Nvisible will change with respect to the distance between the source and the camera,
as well as camera resolution. Based on Nvisible, the data transmission rate is given as:

Rd = Ngroups(
1

tchip
), (7)

where Ngroups is the number of data transmission channels in the Tx unit (see Figure 1b).
Table 1 shows the resolutions, frame rate and Nvisible of RaspiCam. For further analysis, we selected

a 1920 × 1080 pixel resolution, which is the most commonly used in cameras.
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Table 1. RaspiCam resolutions.

Resolution (pixels) Frame Rate (fps) Nvisible (bits)

1920 × 1080 30 8
3280 × 2464 15 22
1640 × 1232 40 10
1640 × 922 40 8
1280 × 720 90 6
640 × 480 200 4

To determine the upper bound of the system, we have selected NRZ-OOK data bit streams for IM
of LED groups for transmission over the free space channel. Note that the same data is transmitted by
all 8-LEDs per group, as shown in Figure 6.
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Figure 6. Data bit streams for intensity modulation (IM) of LED groups.

At the Rx, a RaspiCam for a given SS, resolution, and frame rate is used for capturing the images
(i.e., recording a video stream for 3 s) of the IM light sources over an L ranging from 20 to 100 cm for
post-processing. Note that a smaller image containing the emitter’s signal information is transmitted,
in order to speed up the processing time at the Rx. Therefore, the first step represents the detection of
the region of interest (ROI) [36]. The obtained coordinates, which define boundaries of the ROI, are used
for image cropping. Then, image processing is performed on the cropped images, which are then
converted to the grayscale in order to retrieve the intensity profile. The threshold level is set based on
the average of the received image intensity profile within the ROI. Following thresholding, binarization
of the data frames is performed to convert the frame into vector transformation. This process is
performed and applied to the remaining frames for decoding the transmitted data bit streams.

3. Experiment Results and Analysis

The experimental setup for investigating the proposed MIMO-OCC scheme is shown in Figure 7.
The Tx unit is controlled using an Arduino Uno board, which is an open-source microcontroller
board based on the ATmega328 [37]. The 64-bit long data stream (i.e., 8-bit per group, see Figure 6)
is generated in the Arduino software domain and mapped to each LED address using the Arduino
Uno board.

The key experimental parameters are listed in Table 2.
The camera used for capturing is the Raspberry Pi official camera (PiCamera V2), which is based

on the Sony IMX219 sensor [38]. The RaspiCam is attached to the Raspberry touchscreen display
to provide the easy interface and control over the camera capturing modes and settings. For the
demonstration of the proposed study, experiments were performed for nine transmission distances
and four different values of SS (see Table 2). The NRZ-OOK modulated signal was recorded in the
form of a 3 s video stream (90 frames in total).
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Table 2. Key parameters of the experiment setup.

Parameter Value

RaspiCam chip size 5.09 mm (H) × 4.930 mm (W)
Diagonal: 4.60 mm

RaspiCam resolution 1920 × 1080 pixels
Raspberry display size 7 ” (diagonally)

Raspberry display resolution 800 × 400 pixels
tchip 2.5 ms

fs 400 Hz
RaspiCam frame rate 30 fps

Nrow 1080 pixels
Ngroups 8 LED groups with 8LED/group
tframe 0.216 ms

SS 200, 400, 600 and 800 µs
Rd 3.2 kbps
L 20–100 cm

The current proof-of-concept experiments were performed under the ambient light, where we
measured the light intensity using a Testo 545 lux meter. The measured light intensity of the Tx with
a diffuser was 300 lux at a distance of 50 cm. We also measured reflected lights from walls to be
approximately 3.5 lux (±0.5 lux), which is very small compared with the Tx’s illuminance; therefore,
the ambient light influence on the integrity of data transmission is insignificant. The experiments
were first conducted without a grid and a diffuser. To validate the scheme, a binary bit sequence
of 1 and 0 was transmitted via all LEDs in the array. Figure 8 shows the original captured image
frames with GS and RS modes, along with respective single row grayscale intensity profiles. Figure 8a
shows the captured LED array using GS mode, along with its intensity profile at a maximum L of
20 cm. It can be seen that interference from the adjacent LEDs results in the blooming effect and,
therefore, causes inter-cluster-interference. It can be seen that LED array captured using RS mode
(see Figure 8b) at a minimum L of 5 cm, Nvisible is 4 at the surface of each LED. Moving farther
away from the Tx, Nvisible is reduced to 3 at L of 7 cm (see Figure 8c). This is due to the reduced
LED’s surface area of 5 × 5 mm2. Moreover, the RS rows also become saturated, which leads to
inter-cluster-interference. Therefore, setting threshold levels become problematic, and hence lead
to increased bit error rates (see Figure 8b,c). Therefore, further analysis was performed using the
proposed LED array configuration shown in Figure 1.
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Figure 8. MIMO-OCC performance analysis without grouping grid and diffuser: captured images for
data detection and their grayscale intensity profiles for: (a) GS captured image for L = 20 cm; (b) RS
captured images for L = 5 cm; and (c) RS captured images for L = 7.

Figure 9 shows the original captured image frames with grouping grid and diffuser, quantized
intensity of the detected data, and the top view of intensity profiles for L of 20, 60, and 100 cm, and SS
of 200, 600, and 800 µs. The received intensity distribution within the image frame is shown in the
form of quantized intensity profiles of the captured original images. These intensity profiles play an
important role in determining the higher and lower intensities representing 1 and 0 bits in the received
image frames for further thresholding and demodulation [39]. The dotted yellow box in the original
image frames is the ROI, which fills only the captured Tx within the full image frame. The clear and
sharp distinction between data lines of the adjacent Ngroups can be seen at SS of 200 µs (see Figure 9a),
while the lines get saturated for higher values of SS (see Figure 9b,c), which affects data demodulation
(i.e., a higher number of bit error). Note that the camera’s SS can be used to combat the effect of ambient
lights, where lower and higher SS results in lower and higher levels of light to pass through the camera
lens, as seen in the captured images in Figure 9.

Based on the received bits in the image frames, the data throughput is given as:

Data throughput = Ngroups ×Nvisible(
fps
2

), (8)

Figure 10 illustrates the data throughput and Nvisible with respect to L. Note that Nvisible is the
number of visible bits in each group. The maximum data throughput of 960 bps is observed at the
minimum distance of 20 cm, where 8 full bits are visible in each group. The Tx illumination surface
reduces with the increased L, thus resulting in reduced Nvisible and the data throughput. For L of
100 cm, only one full bit is visible, therefore the data throughput is reduced to 120 bps.

40



Sensors 2020, 20, 3361 11 of 15Sensors 2020, 20, x FOR PEER REVIEW  11 of 15 

 

 

Figure 9. MIMO‐OCC performance analysis with grouping grid and diffuser: the quantized intensity 

profiles of originally captured images for data detection at: (a) L = 20 cm and SS = 200 μs; (b) L = 60 cm 

and SS = 600 μs; and (c) L = 100 cm and SS = 800 μs. 

Based on the received bits in the image frames, the data throughput is given as: 

groups visible

fps
Data throughput = ? ),

2
N N  

(8) 

Figure 10  illustrates  the data  throughput and Nvisible with respect  to L. Note  that Nvisible  is  the 

number of visible bits in each group. The maximum data throughput of 960 bps is observed at the 

minimum distance of 20 cm, where 8 full bits are visible in each group. The Tx illumination surface 

reduces with  the  increased L,  thus  resulting  in  reduced Nvisible and  the data  throughput. For L of 

100 cm, only one full bit is visible, therefore the data throughput is reduced to 120 bps.   

Figure 9. MIMO-OCC performance analysis with grouping grid and diffuser: the quantized intensity
profiles of originally captured images for data detection at: (a) L = 20 cm and SS = 200 µs; (b) L = 60 cm
and SS = 600 µs; and (c) L = 100 cm and SS = 800 µs.Sensors 2020, 20, x FOR PEER REVIEW  12 of 15 

 

 

Figure 10. MIMO‐OCC performance analysis: the data throughput with respect to Nvisible bits. 

Table  3  shows  the  predicted  data  throughput  based  on  the  approximation  of  different  Tx 

configurations, L, Ngroups, and Nvisible.  It can be seen  that  increasing  the number of LEDs  leads  to a 

larger surface area of the Tx, thus limiting higher values of Nvisible. For example, for a Tx using a 24 × 

24 LED array, 24 Ngroups can be formed, which will increase the data throughput by up to 7.92 and 

0.360 kbps for L of 60 and 160 cm, respectively; while for a Tx with a 32 × 32 LED array, 32 Ngroups can 

be formed, which will increase the data throughput by up to 13.44 and 0.480 kbps for L of 80 and 

180 cm, respectively. 

Table 3. Theoretical (approximation) data throughput based on different Tx configurations. 

Number of Neopixels  Ngroups  L (cm)  Nvisible  Data Throughput (kbps) 

16 × 16  16  40–140  14 (max)–1 (min)  3.36 (max)–0.240 (min) 

24 × 24  24  60–160  22–1  7.92–0.360 

32 × 32  32  80–180  28–1  13.44–0.480 

Since in OCC the data is captured in the form of a two‐dimensional image, a conventional signal‐

to‐noise  ratio  (SNR) measurement  cannot  fully  reflect  the quality of  the  link. Therefore, we have 

adopted  peak  signal‐to‐noise  ratio  (PSNR), which  is widely  used  as  a  quality metric  in  image 

processing systems. To compute  the PSNR,  the mean squared error between  the  transmitted and 

received images is given by [39,40]: 

 2

Tx Rx
=1 =1

column row

[ ( , ) ‐ ( , )]

MSE = ,
×

H W

m n

I m n I m n

N N
 

(9) 

where ITx(m, n) and IRx(m, n) are the intensity levels within the ROI of transmitted and received images 

of size height (H) × width (W), and Ncolumn and Nrow are the number of columns and rows of the images, 

respectively. The PSNR is then given as: 
2

10PSNR = 10log ( ),
MSE

R
 

(10) 

where R is the maximum span of input data (e.g., in the current scheme, the input image has an 8‐bit 

unsigned integer data type; therefore, R = 255). 

Figure  11a  shows  the performance of  the OCC  link  in  terms of PSNR with  respect  to L  for 

different values of SS. As shown, PSNR increases with SS and decreases with the link span. This is 

due to the fact that the images of captured Tx at higher SS are more saturated, compared with those 

captured at lower SS (see Figure 9). The PSNR values of ~14 and ~16 dB are measured for SS values 

of 200 and 800 µs, respectively, for L of 100 cm, increasing by 4 and 3 dB for L of 20 cm for the same 

SS values, respectively. 

Figure 10. MIMO-OCC performance analysis: the data throughput with respect to Nvisible bits.

Table 3 shows the predicted data throughput based on the approximation of different Tx
configurations, L, Ngroups, and Nvisible. It can be seen that increasing the number of LEDs leads
to a larger surface area of the Tx, thus limiting higher values of Nvisible. For example, for a Tx using a
24 × 24 LED array, 24 Ngroups can be formed, which will increase the data throughput by up to 7.92
and 0.360 kbps for L of 60 and 160 cm, respectively; while for a Tx with a 32 × 32 LED array, 32 Ngroups

can be formed, which will increase the data throughput by up to 13.44 and 0.480 kbps for L of 80 and
180 cm, respectively.
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Table 3. Theoretical (approximation) data throughput based on different Tx configurations.

Number of Neopixels Ngroups L (cm) Nvisible Data Throughput (kbps)

16 × 16 16 40–140 14 (max)–1 (min) 3.36 (max)–0.240 (min)
24 × 24 24 60–160 22–1 7.92–0.360
32 × 32 32 80–180 28–1 13.44–0.480

Since in OCC the data is captured in the form of a two-dimensional image, a conventional
signal-to-noise ratio (SNR) measurement cannot fully reflect the quality of the link. Therefore, we have
adopted peak signal-to-noise ratio (PSNR), which is widely used as a quality metric in image processing
systems. To compute the PSNR, the mean squared error between the transmitted and received images
is given by [39,40]:

MSE =

H∑
m=1

W∑
n=1

[ITx(m, n) − IRx(m, n)]2

Ncolumn ×Nrow
, (9)

where ITx(m, n) and IRx(m, n) are the intensity levels within the ROI of transmitted and received images
of size height (H) × width (W), and Ncolumn and Nrow are the number of columns and rows of the
images, respectively. The PSNR is then given as:

PSNR = 10 log10(
R2

MSE
), (10)

where R is the maximum span of input data (e.g., in the current scheme, the input image has an 8-bit
unsigned integer data type; therefore, R = 255).

Figure 11a shows the performance of the OCC link in terms of PSNR with respect to L for different
values of SS. As shown, PSNR increases with SS and decreases with the link span. This is due to the fact
that the images of captured Tx at higher SS are more saturated, compared with those captured at lower
SS (see Figure 9). The PSNR values of ~14 and ~16 dB are measured for SS values of 200 and 800 µs,
respectively, for L of 100 cm, increasing by 4 and 3 dB for L of 20 cm for the same SS values, respectively.Sensors 2020, 20, x FOR PEER REVIEW  13 of 15 
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4. Conclusions

This paper demonstrated the experimental implementation of an RS acquisition-based camera
capturing in MIMO-OCC, employing an LED array in an indoor static environment. The neopixel’s light
source could be used either as a single LED chip or an array display with similar optical characteristics
to those of commonly used RGB LEDs. We showed the transmission spans of 7 cm and 1 m using

42



Sensors 2020, 20, 3361 13 of 15

the Tx without, and with, the LED grid and a diffuser, respectively. The proposed system with the
multi-channel LED array-based Tx offered the same performance at the SS of 200 and 400 µs over an L of
80 cm. However, at higher SS, the captured images were saturated, which resulted in increased PSNR
and reduced percentage success of received bits. The maximum PSNR values of ~18 and ~19 dB and a
100% success rate of received bits were measured for the SS of 200 and 800 µs at the link span of 20 cm.
A theoretical approximation (see Table 3) to further extend the L up to 1.8 m and the data throughput
up to 13.44 kbps within the proposed MIMO-OCC using a grouped LED array by employing a Tx with
a larger illuminating surface (large size) for practical indoor environments was provided. We conclude
that the proposed Tx design can provide flicker-free transmission by employing multiple channels
Tx with perfect inter-LED synchronization and an RS-based camera for use in short-range and low
data rates indoor IoT applications, such as display-to-camera communications. The complexity of the
proposed RS-based MIMO-OCC scheme will be further investigated for its implementation in practical
scenarios, such as mobility, rotational support, and multiuser, based on ROI detection and bit or image
pattern recognition within neural network algorithms.
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4.2 Spatial frequency-based angular behaviour of a
short-range flicker-free MIMO-OCC link

This chapter is a version of the published manuscript:
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angular behaviour of a short-range flicker-free MIMO-OCC link,” Applied Optics, vol. 59,

pp. 10357-10368, 2020.

Connection to my Ph.D. thesis:

Unlike the previous study in Section 4.1, which focused on LOS links, in MIMO-OCC

we need to consider both NLOS and Tx and Rx orientation based reception. In mobility

scenarios, it is not the usual case to always have a surface providing ideally diffused

reflections to receive the data via NLOS links. Therefore, in order to provide practical

solutions considering different orientations and placements of the Tx and the Rx to

support mobility scenarios in an indoor IoT environment, we study the angular rotation

influence of multi-channel MIMO-OCC Tx units when placed i) at the same distance but

different heights and ii) different distances from each other. The lab-scale experiments

were performed in two different transmission setups where the static optimum angular

orientation, θ, of two Tx units placed at different heights and distances from each other

and the camera Rx was determined. The results depict that the proposed study provides

a reception success of 100% at the optimum θ of 50◦ at lower captured values of spatial

frequency of signal, which is projected onto the image sensor in the form of pixels for both

the transmission setups.
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In this paper, we provide a solution based on spatial frequency fsf to study the angular behavior of a flicker-free,
short-range indoor multiple–input multiple–output (MIMO) optical camera communications (OCC) link. We
focus on the experimental investigation of OCC’s performance for the transmitters (Txs) [i.e., light-emitting
diode (LED) based arrays] located at the same and different distances from the receiver (Rx) with the off-axis
rotation angle θ . We have used two 8 × 8 distributed LED arrays and a commercial low-cost complementary metal-
oxide-semiconductor (CMOS) Raspberry Pi camera with the rolling-shutter capturing mode as the Tx and Rx,
respectively. The image and the respective communications link quality metrics are measured in terms of the peak
signal-to-noise ratio (PSNR) and the rate of successfully received bits with respect to fsf for different camera shutter
speeds (SS). A CMOS image sensor noise characterization is carried in terms of the signal-to-noise ratio (SNR)
and PSNR. The proposed study provides a 100% success rate in data reception at the optimum θ of 50◦ at lower
captured values of fsf, which is projected onto the image sensor in the form of pixels. Moreover, the effect of channel
saturation over fsf is studied with respect to θ and SS and we show that, for θ exceeding the optimum value along
transmission range, the fsf area of the Txs reduces to less than ∼50% of the captured Tx units at θ of 0◦, where no
data can be fully recovered. ©2020Optical Society of America

https://doi.org/10.1364/AO.404378

1. INTRODUCTION

The rapid advances made in development of a range of comple-
mentary metal–oxide–semiconductor-based (CMOS-based)
camera [image sensors (IS)], which are used in mobile phones
(front/rear camera), digital single-lens reflex cameras with
higher capture speeds [ranging from 30 to 1000 frames per
second (fps)], and surveillance cameras, have recently moti-
vated research and development in camera-based visible light
communications (VLC), which is also known as optical camera
communications (OCC) in the IEEE 802.15.7r1 Task Group
[1,2]. The CMOS cameras can capture images or record videos
in capturing modes based on global shutter (GS) and rolling
shutter (RS) at different shutter speeds (SS) and resolutions.

In VLC links with transmitters (Txs) based on light-emitting
diodes (LEDs), a wide range of dimming levels with no flick-
ering can be adopted to ensure both illumination and data
communications [3]. The IEEE 802.15.7 VLC standard out-
lines the maximum allowed flickering time period (MFTP)
of 5 ms (i.e., 200 Hz) [4]. However, consumer-grade cameras

have a limited capture rate of approximately 60 fps. As a result,
signals in OCC links can be captured at a very low sampling rate
compared to the data transmission rate, thus resulting in the loss
of unsampled data and a lower probability of signal detection.
Moreover, OCC synchronization should be considered carefully
by means of signaling, which reduces the data throughput [5].
Furthermore, a combination of LED-array Txs and OCC with
a photodetector (PD) array can be used as massive multiple-
input multiple-output (MIMO) to deliver parallel transmission
and therefore higher data rates Rb in a range of applications,
including the massive internet of things (IoT) [6,7]. Unlike the
conventional PD-based Rx used in VLC, where the separation
of mixed signals is not possible, the CMOS-based IS can capture
lights coming from different directions and project them onto
different sections of the IS (i.e., illuminating different PDs) [7].
Therefore, in these scenarios spatial separation of incoming light
signals and their intensities can be determined by measuring the
pixel value per light source images on the received frame. The
data from the pixelated images can then be recovered from the

1559-128X/20/3310357-12 Journal © 2020Optical Society of America
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captured image frames using an image processing algorithm
implemented in MATLAB, OpenCV, and Python [7]. In this
approach, the CMOS IS can be used as the MIMO–OCC
Rx without a need for extended hardware. For commercial
use, a number of applications have been developed, including
OCC for the automotive industry by Intel (USA) [8] and for an
online-to-offline marketing service by Panasonic (Japan) [9].

Although OCC does not support high-capacity transmis-
sion links, which is due to the speed limit of cameras, it can be
employed in numerous low Rb and short-range indoor and
outdoor IoT applications, including device-to-device com-
munications, indoor positioning, localization, navigation,
intelligent transportation systems, financial transactions,
motion-based device control, small identification information,
and communications through advertisements [3,10,11]. Note
that in IoT-based smart environments links with Rb of a few
kb/s are sufficient for information transmission and therefore
there is no need for medium-speed transmission capabilities.
However, the major challenge in implementing systems with a
low Rb is the requirement for flicker-free transmission. Authors
established flicker-free communications links using the grouped
LED array concept in [12] using RS-based capturing Rx with
a Rb of ∼1 kb/s. The RS acquisition mechanism that sequen-
tially integrates light on rows of pixels is the major advantage of
CMOS IS used as the Rx in OCC [13].

In OCC, the transmitted light signal will arrive at the Rx
(i.e., IS) via both the line-of-sight (LOS) and non-LOS (NLOS)
paths. However, the LOS becomes the dominant path when
using Txs and Rxs with very narrow fields of view. The RS-based
MIMO-OCC transmission links are:

a. LOS MIMO–OCC links. Traditional indoor VLC or LOS
OCC links with a high Rb over a range of transmission
spans have been adopted in many applications, includ-
ing: (i) short-range RS-based indoor MIMO–OCC LOS
(1–5 m) flicker-free links using multilevel intensity modu-
lation (IM) with a Rb of 10 kb/s [14]; (ii) a beacon jointed
packet reconstruction scheme with a Rb of 5.76 kb/s [15];
(iii) screen modulation techniques followed by the 2M-
ary quadrature amplitude modulation format [16]; (iv) a
CMOS RS effect-based scheme using the grayscale value
distribution and machine learning algorithm to enhance
Rb [17]; and (v) the raptor code with linear time encod-
ing and decoding with a Rb of 1 kb/s [18]. Note that in
LOS-based systems it is possible that some NLOS may be
detected at the Rx, which will result in a time delay spread.

b. NLOS MIMO–OCC links. In scenarios such as device-to-
device communications, it is possible that there might not
be a LOS path between the Txs and the Rxs. Therefore, the
communications will be via the NLOS paths, which offer
mobility and flexibility but at the cost of a lower Rb [19,20].
NLOS–MIMO links based on space and the time divi-
sion multiple access technique with a Rb of ∼1 kb/s and
flicker-free transmission over a 10 m link span was reported
in [19]. A 152 bits NLOS link (1.5 m) with a low level of
error correction code using image processing techniques
such as background compensation blooming mitigation,
extinction-ratio enhancement, and Bradley adaptive
thresholding for RS demodulation was investigated in [21].

c. Tx and Rx orientations. Unlike previous studies, which
focused on either a LOS or NLOS link, in MIMO–OCC
links we need to considered both the Tx and Rx orientation
angles. Some practical solutions considering different
orientations and placements of the Tx and the Rx to sup-
port mobility scenarios in an indoor environment must
be focused. In [6], the angular rotation θ from 0◦ to 70◦

along with parallel movement of a red, green, and blue
based (RGB-based) LED array (16× 16 LEDs) Tx and
a 330 fps camera-based Rx operating in the GS capturing
mode over a link span of 60 cm was reported. Note that
in [6], the refresh rate for the LED array was set to 82 Hz,
which is less than the MFTP standard rate of 200 Hz [4],
thus providing flickering transmission and rotation support
over a link span of 60 cm [6]. On the other hand, a 60-
LED-based array is used to provide both data transmission
and frame synchronization. In [22], a practical orientation
independent RS-based NOLS–OCC link performing
wide Rx’s orientation for indoor applications with a Rb

of ∼ 7 kb/s over a transmission link span of 50 cm was
presented. However, the Tx should be designed in such a
way to ensure that there are sufficient reflections from many
directions to ensure link availability. In [23], a CMOS RS
pattern decoding scheme using the grayscale redistribution
and differential grayscale packet selection was proposed
and investigated to improve the decoding performance of
the links under translational or rotational motions. The
authors showed no significant signal degradation over a
transmission range of up to 150 cm. Note, in applications
with mobility, to ensure link availability, it is necessary
to investigate various transmission scenarios considering
different Txs angular orientations heights and distances
from each other as well as from the Rx.

In this paper, we study multichannel MIMO–OCC con-
sidering the angular rotation of the Txs located at the same
distance but different heights and distances from each other.
These transmission setups are defined considering the indoor
dynamic, mobility, and multicasting scenarios in places such
as shopping malls, hospitals, and offices, where the number of
Txs can be placed at different locations with different angles
depending on the interior design and the illumination require-
ments. The proposed scheme offers a valid solution irrespective
of the availability of LOS and NLOS paths. It is based on the
optimum angular orientation of multiple Tx units for practical
indoor IoT-based scenarios such as mobility and multi-Tx/Rx
(multiuser). The proposed scheme employs two MIMO–OCC
Tx units with a simplified design and a commercial low-cost
Raspberry Pi camera (RaspiCam) as the Rx. The lab-scale exper-
iments are carried out for two different transmission setups,
where the effect of the optimum angular orientation θ of two Tx
units located at different heights and distances from each other,
as well as the camera-based Rx, is analyzed. For this reason, the
spatial frequency f sf, which represents the projection of a target,
i.e., the Tx LED array over a captured image in terms of pixels, is
used. The quality matrices of the captured image in terms of the
peak signal-to-noise (PSNR) and the success rate of received bit
sequences for a range of θ with respect to the f sf, L , and SS are
also analyzed.
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This paper has five sections. Section 2 describes the proposed
MIMO–OCC system, Section 3 shows the measurement setup
followed by the experiment results and analysis in Section 4.
Conclusions are then drawn in Section 5.

2. PROPOSED MIMO–OCC SYSTEM

A. CMOS IS Noise Characterization Within
MIMO–OCC

The block diagram of the proposed MIMO–OCC system
with multiple Txs (Tx1−Txn) and IS Rx is shown in Fig. 1(a).
At the Tx, the data is generated in the form of on-off keying
nonreturn to zero (OOK–NRZ) format s(t) and is used for the
IM of the LED via the LED driver. At the Rx, using an optical
lens the IS captures multiple light Txs as different point sources
on different sections of the IS. It is therefore straightforward to
separate the multiple captured point sources and apply image
processing for data detection. In this work, for further analysis
we consider the projection of one Tx on to the Rx (i.e., camera),
which can also be applied to multiple captured point sources.
The intensity-modulated light signal x (t) is transmitted over
a free space channel and is captured at the Rx using a CMOS
RS-based camera. For the LOS link, the received signal is given
by [24]

y (t)= ηx (t)⊗ h(t)+ n(t), (1)

where h(t) is the combined impulse response of the channel
and camera, η is the quantum efficiency of the IS,⊗ is the time
domain convolution, and n(t) is the additive white Gaussian
noise including the ambient light induced shot noise and the
noise in the camera (i.e., fixed pattern, thermal (FPN)), pho-
tocurrent shot (optical excess and electronics), and flicker noise
sources), as shown in Fig. 1(b) [25]. If the definition of power is
scaled by the number of points in the signal, it will give the mean
squared error (MSE). This notion can be extended in OCC for
actual transmitted and received images by summing up twice the
rows and columns of image vectors or stretching the entire image
into a single vector of pixels and applying the one-dimensional

(1D) definition. Therefore, in OCC signal images the SNR can
be given as

SNR (dB)= 10 log10

W∑
m=1

H∑
n=1

ITx(m, n)2

W∑
m=1

H∑
n=1
[ITx(m, n)− IRx(m, n)]2

,

(2)
where ITx(m, n) and IRx(m, n) denote the intensity of the
pixel of the transmitted and received image frames, respectively,
at the location (m, n). In Eq. (2), [ITx(m, n)− IRx(m, n)]2

corresponds to the squared error between the original and
corrupted signals as |y (t)− x (t)|2. The size of the image is
W (width)× H (height). High values of SNR show that the
estimation error is small and, therefore, among various image
fusion methods the ones that exhibit higher SNR values can be
considered to improve performance. The PSNR and the MSE
are measured similarly to the SNR, which are defined as [26,27]

PSNR (dB)= 10 log10

I 2
peak

MSE
, (3)

MSE=

W∑
m=1

H∑
n=1
[ITx(m, n)− IRX(m, n)]2

Ncolumn × Nrow
, (4)

where I 2
peak denotes the squared peak intensity of the measured

frame, and Ncolumn and Nrow are the number of columns
and rows of the images, respectively. It can be seen that
PSNR≥ SNR. Both will be equal only when the original
clean signal is constant and with the maximum amplitude. In
the case of PSNR, the major focus is on the peak intensity Ipeak

of the measured frame to determine the signal bandwidth or
number of bits to represent the signal. Therefore, the major issue
is how the high-intensity regions of the image will be affected
by the noise. This is much more content-specific than the SNR,
which can be adopted in many applications, such as image
compression.

Fig. 1. (a) Schematic block diagram of MIMO–OCC link. (b) Different sources of noise in the OCC Rx end.
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Fig. 2. Tx configuration: (a) Tx dimensions with LED grouping
and (b) Tx with LED grouping grid and diffuser.

B. Developed MIMO–OCC System

A simple design of the MIMO Tx unit is adopted from our
previous work in [12], as illustrated in Fig. 2. It is composed
of a 64-NeoPixel array with an 8× 8 small-chip LED [28], as
shown in Fig. 2(a), and a 1 cm thick LED grouping grid that is
placed over the Tx LED array, as shown in Fig. 2(b). The LED
grid is designed to divide a 64-NeoPixel chip LED into eight
different column-wise groups with eight chip LEDs per group
to allow eight different data transmission channels using a single
NeoPixel LED array. A 2 mm thick opaline methacrylate LED
diffuser, which is commonly used, is placed over the Tx. The size
of the LED array is 7.2× 7.2 cm2. The characterization of the
proposed MIMO Tx unit in terms of its optical radiation pat-
tern and output optical power–current–voltage (L lux−I−V )
curves was performed in [12]. Note, it is recommended to drive
each LED with ILED = 20 mA [12,28]. Therefore, for the LED
array, the drive current ILED-array was set to 1.28 A to measure
L lux−I−V . It was found that the NeoPixels used either as a
single LED chip or an LED-array together with the grid and dif-
fuser depicted liner L lux−I−V plots, which are highly desirable
in IM VLC systems [12].

Figure 3 illustrates the data mapping on the controller side
for the proposed MIMO–OCC using two 64-NeoPixel Tx
units and an Arduino Uno microcontroller-based driver per Tx.
NeoPixels are controlled using Arduino software. First, Npixels

are assigned to Nchips per NeoPixel Tx, which are then grouped,
column-wise, into 8-Nchannels. To support rotational movements
and study the angular behavior of multichannel Txs, the rota-
tion angle within the range of 0◦ < θ < 90◦ was changed at 10◦

steps, as shown in the inset (i) of Fig. 3. The data generated using
the Arduino unit is mapped to the LED addresses with a fre-
quency f s = (tchip)

−1, where tchip is the 1-bit time per NeoPixel

chip with the minimum value set to 2.5 ms due to a Arduino
hardware limitation to ensure flicker-free transmission at a f s

of 400 Hz [12]. NRZ–OOK data bit streams with RGB (Pi ,
P j , and Pk) as Pi + P j + Pk = 1 and Pi + P j + Pk = 0 is used
for the IM of Txs for transmission over the free-space channel.
Note, the same data is transmitted by all eight LEDs per Nchannel,
as shown in Fig. 4, while Txs 1 and 2 are transmitting different
data signals. For example, the predefined 8-bit data in Nchannel1

shown in Fig. 4(a) is transmitted by all eight LEDs in the Tx1, as
shown in Fig. 2(a). Note that the data is transmitted simultane-
ously by all the channels in Tx1 and Tx2. Moreover, the Nchannel1

is the inverted version of Nchannel2 in the Tx1, which is adopted
for the synchronization of each LED group transmitting differ-
ent packets. The anchor-based transmission needs considering
when (i) transmitting long data streams via the proposed Tx
design or in other techniques such as massive MIMO [6]; and
(ii) for links experiencing blocking and shadowing [11].

Figure 5 shows an example of the RS-based capturing of
the proposed multichannel Tx. In the RS-based capturing
mode, the camera sequentially integrates all illuminated pixels
at the exposure time trwo-exp, which is the same as scanning.
The RS-based Rx reported in the literature captures a single
bit for trwo-exp [16]. In RS-based cameras, the readout time
treadout ensures that there is no overlapping of the rows of pixels
and allows multiple exposures of a single captured image. In
the proposed scheme, using multichannel Txs, 8 bit (1 bit per
channel) of data are captured in a single row over trwo-exp, as
shown in Fig. 5. This approach ensures flicker-free transmission
at a higher Rb , in contrast to traditional RS schemes capturing
only a single bit/trwo-exp. Note that the proposed Tx has a small
surface area for capturing sufficient lights with a controller limi-
tation defined by a f s of 400 Hz. In flicker-free transmission, the
Rb can be improved by increasing the surface area of the Tx unit
(i.e., a higher number of LEDs).

The number of rows depends on the Rb and the transmission
distance. The maximum number of visible bits per group in a
single frame and the frame time are given as

Nvisible = btframe. f s c . (5)

tframe ≤ Nrow × trow-shift + trow-exp, (6)

where Nrow is the pixel rows, which is based on the camera res-
olution; trow-shift is the row shift; and tframe is frame time. Note
that: (i) trow-exp of the last row per frame is a very small value; and
(ii) in the RS-based capturing mode, there is a delay in the start
of each row, which results in a trow-shift. It was shown in [12] that

Fig. 3. Data mapping in Arduino domain: inset i) angular orientation of Tx.
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Fig. 4. Transmitted bits through (a) Tx1 and (b) Tx2.

Nvisible will change with respect to both the distance between the
Tx and the Rx and the camera resolution. Based on Nvisible, the
data transmission rate is given as

Rb = Nchannels × f s , (7)

where Nchannels is the number of LED groups in the Tx unit.

C. Detection Scheme to Study the Tx Angular
Rotation Influence

Figure 6 illustrates the flowchart for the detection when consid-
ering the Tx’s angular rotation as 0◦ < θ < 90◦ in the proposed

Fig. 5. RS-based capturing of the proposed multichannel Tx.

systems. At the Rx, we used a RaspiCam with a given SS, resolu-
tion, and frame rate for capturing images (i.e., recording a video
stream for 5 s) of IM light sources over L of 30 to 110 cm. The
overall detection process is divided into three main stages:
Stage 1: Video recording and frame division. The RaspiCam Rx
records the data and calibration video streams that represent the
captured transmitted information and the Tx’s template shape,
respectively. The calibration videos, which outline the intensity
compensation of the data video frames, are used for equalization
as the IS captures multiple light Txs as different point sources on
different sections of the IS. Therefore, the image frame is divided
to distinguish multiple light sources for detection. Note that a
considerably smaller image containing the signal information is
transmitted to reduce the processing time at the Rx.

Fig. 6. Flowchart illustrating the data detection process.
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Stage 2: Region of interest (ROI) detection. Here, we perform
ROI detection [29] over the divided frames, and then use the
obtained coordinates, which define boundaries of the ROI, for
image cropping. The ROI template used to define ROI in the
full calibration capture frame. It is given as

ROI= (m′, n′,W ′m, H ′n), (8)

where m′ and n′ are top corner coordinates, and W ′m and H ′n are
the width and height of the captured image frame, respectively.
Here, we have adopted an image processing technique known as
template matching [30] to determine the target ROI in the cal-
ibration image frame and then to find the position of the target
ROItemp in the data image frame, given as [30]

ROItemp =

Wm∑
m=0

Hn∑
n=0

{
P
(
m′, n′

)
− P ′

(
M +m′, N + n′

)}2
,

(9)
where the coordinate of a single point in ROI is (m′, n′) with
a pixel value P (m′, n′), while the coordinate of the over-
lapping point and its pixel value are (M +m′, N + n′) and
P ′(M +m′, N + n′), respectively. The overlapping points
of the data image frame and ROI image are calculated using
template matching. The coordinate (M, N) is the origin of the
template image on the full captured image. It is assumed that
the sizes of the template and the fully captured input image are
W ′m × H ′n (width× height) and Wm × Hn (width× height),
respectively. The ROItemp obtained from Eq. (9) is used to crop
the data image frames. The values of ROItemp must change
dynamically because in this technique the shape of the Tx unit
changes with θ and the distance between the Tx and the cam-
era settings. This technique can be further adapted to detect
multiple ROIs within a single image frame based on its template
coordinate points.
Stage 3: Frame processing and data detection. The ROI cropped
images from the previous stage are used to calculate the spatial
frequency components f sf, which refers to the projection of a
target (i.e., the Tx LED array over a captured image in terms
of pixels [30, 31]). As shown in Stage 3 of Fig. 6, in terms of
pixels f sf of ROItemp is W ′m × H ′n . Next, f sf separated images are
processed for Nchannel separation followed by image processing.
As outlined in Stage 3 of Fig. 6, each Nchannel is converted from
the RGB color format to the grayscale for both calibration and
data frames to retrieve the intensity profile. As the intensity
levels for NRZ–OOK data signals are set as Pi + P j + Pk = 1
(with Ipeak = 255) and Pi + P j + Pk = 0, the threshold level is
set based on the average of the received image intensity profile
in ROI. Following thresholding, binarization of the data frames
is performed to convert the frame into a vector transformation,
which is applied to the remaining frames for decoding the trans-
mitted data bit streams. Finally, the received data bit vector is
then compared with the transmitted data to ascertain the success
of the reception of received bits by determining the ratio of the
wrongly decoded bits to the total number of transmitted bits
(i.e., the number of bit errors).

3. MEASUREMENT SETUP

The measurements were performed for two different transmis-
sion setups, as illustrated in Fig. 7. As previously mentioned, this
investigation focused on the angular rotation of Tx units within
multichannel OCC. Both Tx units rotate with θ of 0◦ to 90◦.
A Raspberry Pi camera used as a Rx is mounted at the top of the
display panel at a height hRx of 18 cm and an angle θc of 90◦, as
shown in Fig. 7. In both the setups, the radial distance r between
the Tx1 and Tx2 is changed with respect to the transmission
length L between camera and the Txs. Note, r was increased
to ensure that both Tx units are captured at the same time in a
single image frame.

In transmission setup1, both Tx units are placed at the same
distance but different heights hTx1 (same as the camera height
hRx) and hTx2 at 25 cm, as shown in Fig. 7(a). Note that the
actual transmission distance between both Tx units and camera
is l =

√
L2 + ( r

2 )
2, as shown in Fig. 7(a). For example, for L

and r of 30 and 20 cm, l is ∼ 32 cm. Note that the difference
between L and l is rather small; therefore, for further analysis
and simplicity we will only use L .

In transmission setup 2, both Tx units are placed at the same
height hTx = hRx, but at different distances L1 and L from the
camera, as shown in Fig. 7(b), where (L1 − L)= 30 cm.

The experimental setups to investigate the angular behavior
of the proposed MIMO–OCC scheme are shown in Fig. 8.

Fig. 7. Transmission setups: (a) Tx units placed at different heights
and (b) Tx units placed at a different distance.
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Fig. 8. Experiment setup: (a) Tx units placed at different heights
and (b) Tx units placed at a different distance.

Table 1. Key Parameters of the Experimental Setup

Parameter Value

RaspiCam chip size 5.09 mm (H)× 4.930 mm (W)

Diagonal: 4.60 mm
RaspiCam resolution 1920× 1080 pixels
Raspberry display size 7′′ (diagonally)
Raspberry display resolution 800× 400 pixels
tchip 2.5 ms
f s 400 Hz
RaspiCam frame rate 30 fps
Nrow 1080 pixels
Tx 8× 8 RGB NeoPixel LED array
Nchannels 16 LED groups with eight groups

each Tx and 8LED/group
ILED-array 1.28 A (for each Tx unit)
tframe 0.216 ms
SS 200, 400 and 800µs
Rb 6.4 kbps
L 30–110 cm
L1 60–140 cm
r 25–45 cm
Tx Rotation angle θ 0◦–90◦

Rx angle θc 90◦

The Tx units are controlled using an Arduino Uno board,
which is an open source microcontroller board based on
ATmega328 [32]. A 64-bit long data stream (i.e., eight bits per
group, as shown in Fig. 4) is generated in the Arduino software
domain for each Tx unit and mapped to each LED (i.e., address)
using the Arduino Uno board. The key experimental parame-
ters are listed in Table 1. A Raspberry Pi (PiCamera V2) is the
camera used, which is based on a Sony IMX219 sensor [33]. The
RaspiCam is attached to the Raspberry touchscreen display to
provide easy interface and control over the camera capturing
modes and settings. Experiments were performed for nine trans-
mission distances and three different values of SS (see Table 1)
for θ of 0◦ to 90◦. The NRZ–OOK signal was recorded for 5 s (a
total of 150 frames).

4. EXPERIMENTAL RESULTS AND ANALYSIS

A. Tx Units Placed at the Same Distance and
Different Heights

Figure 9(a)–9(c) show examples of captured image frames, f sf,
and the grayscale intensity profiles for the detected data per
Nchannels for a range of L , θ , and SS. It can be seen that the shape
of the captured Tx changes due to angular tilting, which results
in the loss of data bits. To avoid this, the first and last pixel rows
in each image frame are eliminated from the top and bottom
of each Tx ROI. The received intensity distribution within the
image frame is shown in the form of grayscale intensity profiles
for the captured original images. These intensity profiles play an
important role in determining the higher and lower intensities
(i.e., representing 1 and 0) in the received image frames for
further thresholding and demodulation [11]. The dotted yellow
box in the original image frames defines the ROI, which fills
only the f sf of the captured Tx within the full image frame. The
clear and sharp distinction between the data lines can be seen for
θ up to 40◦, and L and SS of 50 cm and 200 µs, respectively, as
shown in Fig. 9(a). Since the lines get saturated for higher values
of θ , which reduces the f sf and SS, as shown in Figs. 9(b) and
9(c), it makes it challenging to separate Nchannels, which then
affects the data demodulation (i.e., higher number of error bits).
We have therefore shown the intensity distribution in the form
of a quantized intensity profile of the captured image frame for θ
of 70◦, L of 90 cm, and SS of 800µs, [Fig. 9(c)]. Therefore, data
detection at L up to 110 cm was performed for θ up to 80◦ with
SS of 200 and 400µs, and θ of 70◦ with SS of 800µs.

Table 2 shows the average f sf of the captured Tx image with
respect to L and θ . It can be seen that the f sf (reduces) and
the shape (square to rectangle) of the Txs changes with L and
θ . Considering the average f sf, we see very little changes in L
(10 cm) and θ (10◦). For a L of 30–50 cm, the f sf has ∼2 and
3 times more high-frequency components than for a L of 60–
90 cm for a range of θ , [Figs. 9(a)–9(c)]. Therefore, it can be said
that a reduced number of pixels of the Tx image leads to lower
high-frequency components and, consequently, the channel can
be seen as a low-pass filter with a cutoff frequency that decreases
with increasing L and θ . Further analysis is performed for f sf

at different values of L and θ and its impact on the communi-
cations link performance in terms of successful reception and
PSNR.

Figure 10(a) then illustrates the performance analysis of the
angular behavior of the multichannel MIMO–OCC link in
terms of the percentage success of the received bits with respect
to θ for various values of L and SS. In this setup, the average
time window for offline OCC data extraction (only) was about
0.98 s using the predefined data processing algorithm depicted
in Fig. 6. It can be seen that, for L up to 80 cm, 100% reception
success is achieved for θ of 50◦ for SS of 200 and 400 µs; and
for θ of 30◦ for SS values of 800 µs, [Fig. 10(a)]. Note that, for
L of 30 cm, 100% success is achieved for θ of 0◦ to 80◦ and
for SS values of 200 and 400 µs. It can also be seen that the
reception success reduces further with f sf (i.e., less than∼50%
at θ of 0◦, as shown in Table 2), and increases with SS, which
results in channel saturation. As a result, it is challenging to
separate the Nchannels and, therefore, the decoding of received
bits, [Figs. 10(a)].
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Fig. 9. Grayscale and quantized intensity profiles of originally captured images for data detection at: (a) L of 50 cm, θ of 40◦, and SS of 200 µs,
(b) L of 70 cm, θ of 60◦, and SS of 400µs, and (c) L of 90 cm, θ of 70◦, and SS of 800µs.

Table 2. Average fsf in Pixels with Respect to L and θ
a

L (cm) θ 0◦–20◦ θ 30◦–50◦ θ 60◦–80◦

30–50 450× 450 210× 310 200× 300
459× 459 300× 300 171× 290

60–80 155× 285 150× 280 145× 260
200× 299 195× 294 185× 285

90–110 78× 230 65× 215 55× 200
115× 240 105× 235 100× 125

aUpper values are for the Tx1 and bottom for the Tx2.

As previously mentioned in Section 2, in OCC, the data is
captured in the form of a 2D image; therefore, the conventional
SNR measurement cannot fully reflect the quality of the link.
Here, we have adopted PSNR, which is widely used as a quality
metric in image processing systems. Equations (3) and (4) are
used to compute the MSE between the transmitted and received
images with respect to ROItemp [Eq. (9)] as given by

MSE=

Wm∑
m=1

Hn∑
n=1
[R O Itemp(m, n)− IRX(m, n)]2

Wm × Hn
. (10)

As the input image has an 8-bit unsigned integer data type
with I 2

peak= 255, the PSNR is computed by substituting

Eq. (10) and I 2
peak in Eq. (3). Figure 10(b) shows the perform-

ance of the OCC link in terms of PSNR with respect to θ for
different values of SS and link spans. As shown, PSNR increases
with SS due to the fact that the images of captured Tx at higher
SS are more saturated compared to those captured at a lower
SS, as shown in Fig. 9(c). Note that the PSNR decreases with
a decreasing f sf [70% than at θ of 0◦, as shown in Table 2 and
Fig. 10(b)] with respect to θ and L . This is due to the fact that
the Tx units move away from the camera field of view with
increasing θ and L; therefore, a small amount of light passes
through the camera lens and hence fewer photons are incident
on the pixels of the image sensor and thus, there is reduced f sf.
With 100% reception success, the PSNR value of ∼22 dB is
measured for SS of 200µs, which increases by 3 and 7 dB for SS
of 400 and 800µs, respectively, for L of 30 cm at θ of 0◦.

Based on the Nchannel and Nvisible for each Tx unit in the image
frames, the data throughput is given as

Data throughput= Nchannel × Nvisible ×

(
fps

2

)
. (11)

Figure 11 illustrates the performance analysis of the pro-
posed multichannel MIMO–OCC in terms of data throughput
calculated with respect to θ and L . For θ of 0◦, the maximum
data throughput of 1.92 kb/ps is observed for a L of 30 cm,
where an 8-bit data stream (4-bit/Nchannel/Tx) is seen by the
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Fig. 10. Performance analysis: (a) success of reception and (b) PSNR.

Fig. 11. Data throughput with respect to change in L and θ .

camera. The f sf is decreased with increasing L and θ , thus
resulting in a reduced Nvisible and data throughput. For θ of 40◦,
the data throughput of 1.44 kb/s is observed for a L of 50 cm,
where a 6-bit data stream (3-bit/Nchannel/Tx) is seen by the
camera, as shown in Fig. 9(a). For a L of 90 to 110 cm, a 2-bit
stream (1-bit/Nchannel/Tx) is visible to the camera, as shown
in Fig. 9(c), and therefore the data throughput of 480 b/s is
obtained for each θ .

B. Tx Units Placed at Different Distances

Figure 12 shows the captured image frames, f sf, and the
grayscale intensity profiles of the detected data for each Nchannels,

L , θ , and SS. The clear and sharp distinction between the data
lines can be seen at θ of 20◦ and 30◦, L of 40 and 60 cm, and
SS of 200 and 400 µs, respectively [Fig. 12(a)]. Note that in
this setup, due to an increasing tilting angle θ , the Tx1 at L1 of
130 cm is not visible and the Tx2 at L of 100 cm is too small to
separate the Nchannel for demodulation, as shown in Fig. 12(c).
Therefore, data detection was carried out for L up to 90 cm at θ
up to 70◦ for all values of SS.

Table 3 shows the average f sf of the captured Tx image with
respect to L and θ . The f sf for the Tx2 (closer to the Rx) at a L of
30–40 cm has∼ 2 to 3 times more high-frequency components
than the Tx1 (closer to the Rx) for L of 60–70 cm with respect
to θ , as shown in Figs. 9(a)–9(c). In this case, it can be said that
the large reduction in the f sf of the Tx image is due to r between
the Txs. An increase in r and θ reduces the f sf, which results in
higher bit errors and a lower PSNR.

Figures 13(a) and 13(b) illustrate the performance analysis
of the angular behavior of the multichannel MIMO–OCC
link in terms of the percentage of the success of the received bits
and PSNR. In this setup, the average time window for offline
OCC data extraction (only) was about 1 s using a predefined
data processing algorithm, as shown in Fig. 6. It can be seen that
for L and L1 of up to 60 and 90 cm, a 100% success is achieved
for θ of 40◦ with SS of 200 and 400 µs and for θ of 30◦ with SS
of 800 µs, as shown in Fig. 13(a). As previously mentioned, the
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Fig. 12. Grayscale and quantized intensity profiles of originally captured images for data detection at: (a) L of 40 cm, θ of 20◦, and SS of 200 µs,
(b) L of 60 cm, θ of 30◦, and SS of 400µs, and (c) L of 100 cm, θ of 80◦, and SS of 800µs.

Table 3. Average fsf in Pixels with Respect to Ranges
of L and θ (Upper values are for the Tx1 and bottom for
the Tx2)

L and L1 (cm) θ 0◦–20◦ θ 30◦–50◦ θ 60◦–70◦

60–70 165× 175 160× 210 148× 200
30–40 450× 451 349× 351 170× 289
80–90 210× 210 190× 200 125× 155
50–60 100× 170 95× 165 80× 150
90 100× 160 70× 150 56× 175
120 80× 155 50× 140 40× 100

data reception success is also affected by the f sf. Note that in this
setup the Tx1 is placed farther than the Tx2 with respect to the
camera. Therefore, with an increasing L and θ , the f sf becomes
smaller [ f sf is reduced by 80% for θ increasing from 0◦ to 70◦

for all values of L , as shown in Table 3 and Fig. 13(b)]. Note
that at L = 100 cm and L1 = 130 cm, the Tx1 is no longer seen
by the camera, as shown in Fig. 12(c). The PSNR of∼13 dB is
measured for a SS of 200 µs, which is increased by 2 and 6 dB
for a SS of 400 and 800 µs, as shown in Fig. 13(b), respectively,
for L of 90 cm at θ of 70◦. The maximum PSNR of 22, 25, and

29 dB are observed for a SS of 200, 400, and 800µs, respectively,
for a L of 30 cm and θ of 0◦.

Figure 14 illustrates the data throughput as a function of
θ for the proposed multichannel MIMO–OCC system. The
data throughput decreases with the f sf due to the increased
link span and θ . For θ of 0◦, the maximum data throughput of
1.68 kb/s is observed at L of 40 cm, where the 7-bit data stream
(3-bit/Nchannel for Tx1 and 4-bit for Tx2) is visible to the camera.
For θ of 30◦, the data throughput is reduced by 480 b/s for L of
60 cm, and only a 5-bit data stream (2-bit/Nchannel for Tx1 and
3-bit for Tx2), as shown in Fig. 12(b), is captured by the camera.

We have shown results for both setups in terms of the success
rates of received bits, PSNR, and data throughput (e.g., a 100%
success rate with a PSNR of ∼ 14 and 17 dB were achieved
for θ of 50◦, L of up to 80 cm, and SS of 200 and 400 µs,
respectively). Note that in this case, the f sf was reduced by up
to ∼50% compared to the f sf obtained in case of Txs without
the inclusion of rotation. The maximum data throughputs of
1.9 and 0.9 kb/s were achieved at θ of 0◦ and 50◦, respectively,
for a L of up to 60 cm. A higher data throughput of 1.9 kb/s is
observed for the transmission setup 1 due to the Tx units being
located in the same plane; in the transmission setup 2, however,
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Fig. 13. Performance analysis: (a) success of reception and (b) PSNR.

Fig. 14. Data throughput with respect to change in L and θ .

the data throughput is reduced to 1.68 kb/s as the Tx units are
placed apart from each other at (L1 − L), as shown in Fig. 7(b).
Therefore, the difference in the distances between the Tx units
results in a decreased f sf, which leads to a lower Nvisible and a
reduced data throughput.

5. CONCLUSIONS

In this paper, we demonstrated f sf-based angular behavior of
multichannel MIMO–OCC for two different transmission
setups where the Tx units are placed at different heights and
distances from each other and the camera. We showed that the
proposed study provided a 100% success rate in data reception
at the optimum θ up to 50◦ for both the transmission setups at
lower captured values of f sf, which is projected onto the image
sensor in the form of pixels. We provided a general solution
based on f sf to investigate the MIMO–OCC considering the
angular movement of the Txs. We believe the proposed study
can be adopted for longer transmission distances based on f sf

and employing a Tx with a larger illuminating surface area for
use in indoor environments [e.g., using Txs with surface areas
of 14× 14 cm2, L can be extended to 1.6 m (i.e., 2× L) and
placing the Tx units at r of 80 cm apart can provide an optimum
angle θ > 50◦ for each case].

Unlike LOS and NLOS OCC links, the proposed system
can be further adopted in indoor IoT-based links with multi-
Txs/Rxs and mobility, which offers an improved solution when
consideration of the optimum angular orientation of multiple
Tx units is critical. Although the small-scale experiments were
only conducted for demonstration purposes, it is envisioned
that the proposed study can readily be expanded using image
processing techniques such as shape restoration using neural
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networks and code extraction techniques to improve the success
rate of received bits.
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4.3 Optical camera communications link using an
LED-coupled illuminating optical fiber

This chapter is a version of the published manuscript:
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communications link using an LED-coupled illuminating optical fiber,” Optics Letters,

vol. 46, pp. 2622-2625, 2021.

Connection to my Ph.D. thesis:

Motivated by a new and emerging fiber-optic lighting technology as an alternative to

discrete illumination fixtures and semi-discrete LED stripes, a novel wireless communica-

tions link using an illuminating optical fiber as a Tx in OCC for the IoT is proposed and

demonstrated. We demonstrate an indoor proof-of-concept system using an illuminating

plastic optical fiber coupled with a light-emitting diode and a commercial camera as the Tx

and the Rx, respectively. For the first time, to the best of our knowledge, we experimentally

demonstrate such technology showing flicker-free wireless transmission within the off-axis

camera rotation angle θ of 0–45◦ and the modulation frequencies of 300 and 500 Hz. This

transmission setup resembles the indoor dynamic, mobility, and multicasting scenarios for

transmission of low Rb information. We also show that a reception success rate of 100% is

achieved for the camera exposure and gain of 200 µs and 25 dB, respectively.
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In this Letter, we propose and demonstrate a novel wireless
communications link using an illuminating optical fiber
as a transmitter (Tx) in optical camera communications.
We demonstrate an indoor proof-of-concept system using
an illuminating plastic optical fiber coupled with a light-
emitting diode and a commercial camera as the Tx and the
receiver, respectively. For the first time, to the best of our
knowledge, we experimentally demonstrate flicker-free
wireless transmission within the off-axis camera rotation
angle range of 0–45◦ and the modulation frequencies of 300
and 500 Hz. We also show that a reception success rate of
100% is achieved for the camera exposure and gain of 200µs
and 25 dB, respectively. © 2021 Optical Society of America

https://doi.org/10.1364/OL.428077

Optical camera communications (OCC) and visible light com-
munications (VLC) utilizing light-emitting diodes (LEDs) as a
transmitter (Tx) and photodetectors (PDs)/cameras as a receiver
(Rx), respectively, offer functionalities of vision, data communi-
cations, and localization, which can be used in many Internet of
things (IoT) applications [1,2]. The major advantages of using
a complementary metal-oxide semiconductor (CMOS)-based
camera Rx are (i) availability and advancements of smartphones
and surveillance cameras in indoor environments such as shop-
ping malls, hospitals, and offices; (ii) a higher signal-to-noise
ratio due to longer exposure time tF and larger size photosen-
sitive area which helps to increase the transmission distance d ;
and (iii) the rolling shutter (RS) property of a CMOS-based
camera, which integrates light in a row-by-row manner similar
to a scanning function. Therefore, the RS-based camera offers
data rates Rb higher than the frame rate f R of the camera [3].

Fiber-optic lighting is emerging as an alternative to discrete
illumination fixtures and semi-discrete LED stripes [4–6].
Typically, plastic optical fibers (POFs) are used for illumina-
tion [6] due to their low cost and easy light coupling using
high-power light sources such as xenon or halogen lamps and
LEDs [7,8]. Recently, a silica-based fiber-optic illuminator
has emerged, which uses laser light sources due to their small
diameters [9]. These illuminating optical fibers, which are easy
to bend, can be used for illumination in a range of applications
such as IoT, interior designs, shopping centers, aircrafts, fashion,

health, and safety. These applications thrive on the fiber’s low
cost (especially in the case of POFs), low weight, easy bending,
and mechanical properties. Moreover, it can support low data
rate (i.e., few bits/second to kbits/second) indoor OCC-based
IoT applications [2]. In this Letter, we introduce a novel con-
cept of OCC that uses an illuminating POF as the Tx, termed
as illuminating optical fiber-based OCC (OF-OCC). The
intensity modulated (IM) white LED is used to couple the light
into the illuminating POF, which basically acts as a long length
optical antenna for illumination, data communications, indoor
localization, and sensing.

A camera-based Rx is used to capture the length d f of the
illuminating POF for extracting data information. We consider
the impact of the off-axis angular orientation θ of the camera
on data capturing and detection over d f . This transmission
setup resembles the indoor dynamic, mobility, and multicasting
scenarios for transmission of low Rb information. The lab-scale
measurements are carried out in two sections: (i) optical and
electrical characterization of the LED measured directly and
LED-coupled POF as a radiating Tx; and (ii) data capturing
considering θ of the camera-based Rx. We analyze the quality
of the captured data in terms of the success rate of received bits
for a range of θ with respect to tF and the camera gain Gv . The
proposed OF-OCC scheme, to the best of our knowledge, is
the first experimental-based study on an OCC link using a
LED-coupled illuminating POF.

We have used a 1 m long polymethyl methacrylate (PMMA)
POF with a 3.6 dB/m attenuation (measured by the cut-
back technique). The core and cladding diameters were 1.6
and 2 mm, respectively [see the measured real dimensions
in Fig. 1(a)], a core refractive index of 1.46, and a numerical
aperture of ∼ 0.50. Both ends of the POF were cut and pol-
ished. Light from a cold white LED (LA CW20WP6, Light
Avenue) of a size 500× 500 µm2 was directly coupled from
one end of the POF using a 5D stage (3D micromovement
stage Thorlabs, MAX313D/M with pitch and yaw tilt platform
Thorlabs, APY002/M). The light from the other end of the
POF was captured using a silica PD and power meter (Thorlabs,
S121C, wavelength range of 400–1100 nm) for monitoring of
LED-coupling performance.

At first, we optimize the coupling of light from the LED to
the POF by monitoring the optical power level at the end of the

0146-9592/21/112622-04 Journal © 2021 Optical Society of America
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Fig. 1. (a) Microscope photograph of the used PMMA POF with
measured core and cladding dimensions, including the cladding thick-
ness, (b) experimental setup for POF characterization of L-I -V and
illumination pattern, and (c) characterization over d f .

Fig. 2. POF and LED characterization: (a) L-I -V curves over d f

and (b) radiation pattern.

POF, which was about 11 dBm for the LED at its maximum
current. Based on the POF attenuation, which was measured
by the cutback technique to be 3.6 dB/m, and the LED total
output power of 19 dBm, the coupling efficiency was estimated
to be close to 40%. Figures 1(b) and 1(c) show the experimental
setups for measuring (i) optical power–current–voltage (L-I -V )

characteristics using a lux meter (Voltcraft MS-200LED,±3%
accuracy); and (ii) the radiation profile of the POF. Next, the lux
meter at 25 cm from the POF was used to measure the power
profiles along the POF, which is split into segments of 20 cm
long (d f 1 − d f 5 = (0 : 20 : 100) cm) starting from the LED
coupling, as illustrated in Fig. 1(c).

Figure 2(a) depicts the measured L-I -V characteristics of the
illuminating POF for a range of d f . Also shown is the L-I -V
plot of the LED measured directly at a distance of 25 cm which
depicts similar optical characteristics to those of commonly used
LED sources in VLC systems. Note (i) the drop in the illumi-
nation level with respect to the increasing d f ; as expected; and
(ii) linear L-I plots, i.e., a wide dynamic range and thus a higher
signal-to-noise ratio, which is highly desirable in IM-VLC
systems.

The optical radiation pattern of the POF was measured to
obtain the spatial intensity distribution over 360◦ to illustrate
radiation uniformity as depicted in Fig. 2(b). Note that the
illuminating pattern represents a closed hemisphere with a slight
deviation of ∼ 10% from the maximum normalized intensity
for angles of+30 to−30◦. This small variation is due to possible
fiber bending, random tensions, and contractions over the POF
length. Also shown is the radiation profile for the LED measured
at a distance of 25 cm, which represents a complete hemisphere
(i.e., very close to a Lambertian emitter with the order of 1).

The aim of the proposed scheme is to investigate an OF-OCC
system using the illuminating POF as the Tx and a camera as the
Rx; see Fig. 3(a). A non-return-to-zero (NRZ) on-off-keying
data format (most commonly used in OCC) generated in
MATLAB and uploaded to an arbitrary waveform generator
(AWG Rohde & Schwarz HMF2550 50 MHz) is used for IM
of the LED (biased at Ib of 300 mA) via the bias-T (BT-A11).
The IM light is coupled into the POF. During all experiments,
the LED was covered by a black shield in order to capture only
the signal from the illuminating POF. Table 1 shows all the key
experimental parameters adopted in this Letter.

A CMOS RS-based camera positioned at the center of the
POF at the radial distance dr of 50 cm and with a total rotation

Fig. 3. OCC over POF: (a) data reception flowchart, (b) schematic of data capturing, and (c) variation of d and d f with respect to θ .
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Table 1. Key Experimental Parameters

Parameter Value

LED bias current Ib and supply
voltage

300 mA and 3.3 V

Bias-T BT-A11
Rx IC capture USB 2.0 camera
Resolution 648× 484 pixels
f R 25 fps
tF 200, 400µs
Gv 25, 20, 15 dB
dr (radial distance) 50 cm (from center of POF)
d 66 cm (center-to-ends of POF)
f s (modulation frequency) 300, 500 Hz
θ −45◦ > 0◦ > 45◦

Data packet size 6 b/packet [110010]

angle θ of ±45◦ [see Fig. 3(b)] captures the IM illumination.
Note that the actual transmission distances d and d f vary with
θ ; see Fig. 3(c). Note that all the measurements are performed
in indoor ambient light conditions. The camera set to cap-
ture in RS mode sequentially integrates all illuminated pixels
at the exposure time, which is the same as scanning [10,11]. In
RS-based cameras, the readout time ensures that there is no over-
lapping of the rows of pixels, thus allowing multiple exposures
of a single captured image. This feature offers simultaneous cap-
turing of multiple incoming light states in a single frame, as each
row is exposed once to the light as well as flicker-free operation
[10,11]. Consider that the illuminating intensity of the POF is
low and reduces further with d f [see Fig. 2(a)]; for the camera,
we used tF of 200 and 400µs and Gv of 15, 20, and 25 dB. The
OCC data processing was performed using traditional image
processing techniques. Both the recorded data and calibration
video streams containing the captured signal and the POF
template shape and intensity compensation, respectively, are

divided into image frames prior to frame-by-frame processing to
decode the received data. Following frame division, peak inten-
sity scanning is performed to locate the captured POF in the
image frame and calculate the region-of-interest (ROI) to obtain
the coordinates [see Fig. 3(a)], which define the ROI boundaries
of a full captured frame [12]. Next, the ROI cropped images
are converted from RGB to grayscale to retrieve the intensity
profile. Finally, the transmitted data stream is regenerated using
matched filtering, thresholding, and binarization of the data
frames by converting them into a vector transformation.

The current proof-of-concept experiments were performed
under the ambient light, where we measured the background
light intensity of 150 lx (±3 lx) from the ceiling lamps. The
measurements were carried out for d , tF , θ , and Gv ; see Table 1.
The data packet of 6 bits [110010] was generated and trans-
mitted at f s of 300 and 500 Hz using a repeat packet strategy
to improve the link performance. Figure 4 shows the examples
of captured image frames and their normalized and quantized
intensity profiles. The intensity profiles play an important role
in determining the higher and lower intensities representing 1
and 0 bits in the received image frames for further threshold-
ing and demodulation. It can be seen that the intensity profile
improves with increasing Gv , which enhances signal ampli-
fication while passing through the camera analog-to-digital
converter (ADC) prior to being focused on the image sensor (IS)
[3]. This is due to the fact that Gv presents the software-defined
global gain of both the IS and the column amplifier block, which
is given as Gv (dB)= 20 log10[VADC/Vpixels], where VADC is the
voltage value, which is sampled by the ADC, and Vpixles is the
voltage obtained from the pixel integration of light during the
exposure time. Therefore, higher Gv mitigates the influence of
ambient light on the integrity of data reception; and reducing
tF . Also captured are the intensity profiles having an inter-
ferometric shape due to the ambient light, which is captured
together with the light from the illuminating POF.

Fig. 4. Examples of captured illuminating POF at (a) f s = 300 Hz and tF = 200 µs, and (b) f s = 500 Hz and tF = 400 µs. The yellow and red
arrows highlight the intensity variations due to background ambient light.
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Fig. 5. Performance of OF-OCC: the success of reception with
respect to θ for f s of (a) 300 and (b) 500 Hz.

At θ of 0◦ and 45◦, 21–36, and 23–39, repeated data packets
were captured in every image frame at f s of 300 and 500 Hz,
respectively. Considering that only a small number of bits is
transmitted, the OCC link performance is analyzed in terms of
the reception success, which is defined as the ratio of incorrectly
decoded bits to the total number of transmitted bits. Figure 5
shows the performance of the proposed the OF-OCC link in
terms of the reception success rate. It can be seen from Fig. 5(a)
that, for f s of 300 Hz (i) 100% (i.e., error-free transmission)
reception success rates are achieved at θ of −40◦, −35◦, and
−5◦ for tF of 200 and 400 µs and Gv of 15 and 25 dB, respec-
tively; and (ii) the reception success rates decrease below the θ
values mentioned in (i) (i.e., near the end of the POF) with the
lowest value of 97 % at tF of 400 µs and Gv of 15 dB. For f s of
500 Hz, the reception success rates of > 93% are achieved for
θ >−45◦ for all values of tF and Gv , which has increased to
> 97% when closer to the LED; see Fig. 5(b). Note that the per-
formance of the OCC link improves when the camera is closer
to the LED regardless of θ and d . This is due to the increasing
illumination levels as seen from the L-I -V characteristics in
Fig. 2(a) and the intensity profiles in Fig. 4.

In this Letter, we proposed and experimentally demonstrated
a novel concept of the OCC system using an illuminating POF
as the Tx and a camera as the Rx. We evaluated the proposed
OF-OCC system for range of camera orientation angles and
showed that, despite the small diameter of POF, flicker-free
transmission with 100% reception success rates was possible. It
is envisioned that the proposed study can be further expanded
by increasing d and f s and by optimizing Gv and tF to over-
come the noise effect in different environments and thereby
improve the reception success rates, which was not the focus of
this Letter. This first proof-of-concept result paves the way for
new OF-OCC systems capable of transmitting low data rate
information as part of IoT in smart environments.

Funding. Technology Agency of the Czech Republic (FW01010571);
European Cooperation in Science and Technology (CA19111); H2020 Marie
Skłodowska-Curie Actions (764461).

Disclosures. The authors declare no conflicts of interest.

Data Availability. Data underlying the results presented in this paper are
not publicly available at this time but may be obtained from the authors upon
reasonable request.

REFERENCES
1. H. Aksu, L. Babun, M. Conti, G. Tolomei, and A. S. Uluagac, IEEE

Commun. Mag. 56(11), 138 (2018).
2. S. R. Teli, S. Zvanovec, and Z. Ghassemlooy, IEEE International

Conference on Internet of Things and Intelligence System (IOTAIS),
Bali, Indonesia, 2018, pp. 40–45.

3. T. Le, N. Le, and Y. M. Jang, International Conference on Information
and Communication Technology Convergence (ICTC), Jeju, South
Korea, 2015, pp. 124–128.

4. V. Guerra, C. Guerra, J. Rabadan, R. Perez-Jimenez, and B. Ortega,
in 12th International Symposium on Communication Systems,
Networks and Digital Signal Processing (CSNDSP) (IEEE, 2020).
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4.4 Performance evaluation of neural network
assisted motion detection schemes implemented
within indoor optical camera based
communications

This chapter is a version of the published manuscript:

S. R. Teli, S. Zvanovec, Z. Ghassemlooy, “Performance evaluation of neural network

assisted motion detection schemes implemented within indoor optical camera based

communications,” Optics Express, vol. 27(17), pp. 24082-24092, 2019.

Connection to my Ph.D. thesis:

Most optical links suffer from the data loss and delay due to the optical shadowing caused

by the users in indoor environments. Therefore, we have developed a NN assisted MD

system to track and detect the user motion over the mobile phone camera Rx-based OCC

link. It can be used to perform a relatively basic control of present or future smart devices

in IoT environments such as OCC-based smart homes where the device control via MD can

aptly be facilitated. To evaluate the proposed scheme, we have carried out an experimental

investigation of a static indoor downlink OCC employing a mobile phone front camera as

the Rx and an 8×8 RGB LED array (the same as Tx array from the previous studies in

Section 4.1 and Section 4.2). Note, the Tx array in this study is used without grouping

grid and diffuser in order to analyze the performance of each RGB LED as a point source

in an array using GS mode of the camera Rx. The captured motion was applied to the NN

and evaluated for a number of NN assisted MD schemes. The results demonstrated that

the best performance was achieved using Resilient Backpropagation NN algorithm with

the fastest convergence at a minimum error MSE and processing time of 10−5 and 0.67 s,

respectively as well as the percentage of success for MD of 100 % up to a 1.6 m OCC link.
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Abstract: This paper investigates the performance of the neural network (NN) assisted motion
detection (MD) over an indoor optical camera communication (OCC) link. The proposed
study is based on the performance evaluation of various NN training algorithms, which provide
efficient and reliable MD functionality along with vision, illumination, data communications and
sensing in indoor OCC. To evaluate the proposed scheme, we have carried out an experimental
investigation of a static indoor downlink OCC link employing a mobile phone front camera as
the receiver and an 8 × 8 red, green and blue light-emitting diodes array as the transmitter. In
addition to data transmission, MD is achieved using a camera to observe user’s finger movement
in the form of centroids via the OCC link. The captured motion is applied to the NN and is
evaluated for a number of MD schemes. The results show that, resilient backpropagation based
NN offers the fastest convergence with a minimum error of 10−5 within the processing time
window of 0.67 s and a success probability of 100 % for MD compared to other algorithms. We
demonstrate that, the proposed system with motion offers a bit error rate which is below the
forward error correction limit of 3.8 × 10−3, over a transmission distance of 1.17 m.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

The optical wireless communications (OWC) technology covering ultraviolet, infrared and visible
bands is a complementary technology to the dominated radio frequency (RF) based wireless
systems that could be used for addressing the bandwidth bottleneck is a possible option for
Internet of things (IoT) [1,2]. The visible spectrum band (i.e., 370-780 nm) known as visible light
communications (VLC) is being considered as a possible option in 5th generation (5G) wireless
networks for indoor environments. VLC utilizing the light-emitting diodes (LEDs) based lighting
fixture offers four independent functionalities of data communications, illumination, localization
and sensing in indoor environments [3, 4]. In addition, VLC can offer massive MIMO (multiple
in multiple output) capabilities using LED and photodetector (PD) arrays for IoT applications in
both indoor and outdoor environments [5]. This feature of VLC is unique compared to massive
MIMO in RF-based systems, which is too complex to implement.

The wide spread use of smartphones (six billion of them) with high-spec cameras are opening
up new possibilities for VLC in applications where the need for high-data rate [6, 7]. Such
applications include indoor localization, sensing, intelligent transportation systems, shopping
areas, etc. The camera-based VLC, also termed as optical camera communications (OCC),
has been studied within the framework of OWC and considered as part of the IEEE 802.15.7rl
standard [8, 9]. OCC utilizes the built-in complementary metal-oxide-semiconductor camera
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in smart devices as the receiver (Rx) for capturing two-dimensional data in the form of image
sequences, thus enabling multidimensional data transmission. OCC with multiple functionalities
of vision, data communications, localization and motion detection (MD) [8–10] can be used in
all-optical IoT (OIoT) [5] based network application including device-to-device communications,
mobile atto-cells, vehicle-to-everything (V2X), smart environments (home, office, surveillance),
etc. [11]. In smart environments (i.e., home and offices) OOC-based MD can be utilized to
effectively control smart devices [10, 12, 13]. This is very convenient and cost-effective as users
carry smartphones with inbuilt cameras, which can be used as a Rx for both OCC and MD
compared with other user interface methods such as gesture control (using a single webcam) and
an infrared 3D camera for PC [14,15]. MD based schemes such as (i) Li-Tech - shape detection
and 3-D monitoring using visible light sensors [16]; (ii) Li-Sense - offering data communication
and fine-grained, real-time human skeleton reconstruction using VL, which utilizes the shadowing
effect and 324 PDs [17]; and (iii) a number of gesture recognition schemes [14,15] have been
proposed.

In OCC, image processing is critical for retrieving the transmitted data from the captured image
frames. In recent years, intelligent machine-learning techniques (i.e., neural networks (NN))
have been adopted in image recognition for identifying objects’ shape in the image, transcribing
speech into a text, matching classified items and predicting the relevant results from network
training [18]. In NN-based feature recognition schemes, multiple hidden layers with artificial
neurons are used to train the network. These artificial neurons represent the main constituent,
which receives multiple input samples in order to train the NN.

In [12] first reported by the authors, the initial results of MD performance based on images
and centroid data samples (i.e., both considered as the input to NN representing the motion)
using the variable learning rate backpropagation algorithm for training. The results in [12]
demonstrate that, NN trained with centroid data samples performs only 5000 iterations in a time
window of up to 4 s while the conventional NN trained using images can perform up to 8138
iterations in a time window of up to 9 s. Even though [12] provides a promising approach for MD,
such long time windows could not be applied in real-time cases. Since the time windows have
been obtained using a basic backpropagation algorithm, it is necessary to further perform more
detailed analyzes of the proposed scheme based on the centroid data samples and using different
transfer function-based algorithms for NN in order to reduce the time window and a number
of iterations. In this paper, the focus is on the experimental investigation of NN-based MD for
OCC performance using a number of transfer function-based training algorithms. In doing so,
we include a wide scale of training parameters including the processing time (PT), iterations
carried out by NN for MD, the percentage of success for MD and mean squared error (MSE).
Unlike conventional NN schemes [18], the proposed NN-based MD is trained with centroid data
samples and different transfer function algorithms, thus providing more accurate detection. In
this work, experimental investigations are conducted for an indoor static downlink OCC with a
smartphone front camera used as the Rx. The NN training is performed using eight different
transfer function-based training algorithms for MD over the transmission distance L of up to
2 m. The OCC link quality in terms of the bit error rate (BER) and peak signal-to-noise ratio
performance (PSNR) with respect to L is also analyzed simultaneously. The proposed NN-based
MD can be used for control of data communications in OIoT networks.
The rest of the paper is structured as follows: Section 2 provides details of the proposed NN

based MD in OCC. Experiment results are discussed in Section 3. Conclusions are drawn in
Section 4.
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2. Proposed NN based MD in OCC

2.1. System overview

Figure 1(a) illustrates the system overview of the proposed OCC-based NN assisted MD in an
indoor environment. A data packet generation output, which is in a 12.8 kbits non-return-to-zero
(NRZ) on-off keying (OOK) format, is first mapped according to the addresses of 8 × 8 red,
green and blue (RGB) Neo pixel LED array using an Arduino Uno board (an open source
microcontroller board based on the ATmega328 [19]). The intensity modulated (IM) light signal
is transmitted over the free space channel. On the Rx side, an Android smartphone’s front camera
with the frame rate of 30 frames per second (fps) and a resolution of 1920 × 1080 pixels is used
to capture the images (i.e., a video stream) of the IM LED array. In this work, the mobile phone
is assumed to be located in a static position directly beneath the LED transmitter (Tx) at a height
of 20 to 200 cm.

Fig. 1. System overview: (a) proposed NN assisted MD in OCC, and (b) a flowchart of MD
and communication analysis.

Figure 1(b) shows the flowchart of MD and communication analysis on the Rx side. Note,
motion is achieved by the user’s finger moving over the camera. Both the RGB LEDs and finger
movement are simultaneously captured by the camera in the form of a video stream, which is then
divided into frames for post-image processing using MATLAB. Typically, the recorded video
length depends on the motion duration ∆t with the mean and maximum values of ∼ 2.5 s and 4.5
s, respectively. For a camera, with a frame rate of 30 fps the captured frames of 75 and 135 are
for ∆t of 2.5 s and 4.5 s, respectively. As shown in Fig. 1(a), the user’s finger hovering a few
centimeters above the camera’s screen will result in shadowing and reflected light rays. Note that,
the illuminated finger is readily traceable by the camera using a tracking function, and its motion
is expressed as centroids, which represent the center of a moving finger in the form of consecutive
coordinate points [20], see Fig. 2. Note, in Fig. 2, each coordinate point represents the center
of a moving finger tracked in a particular time frame. The key principle of MD is to compare
the changes between the frames (a series of images) following video processing. The frame
resolution is measured in terms of the pixels and inter-frame time, which is 33.3 ms (1 s/30 fps).
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The motion between two consecutive frames can be simply determined as the difference between
the centroid coordinates (x2 - x1, y2 - y1) in (N + 1)th and N th frame. The coordinate position
of motion centroid (MC), which is obtained from the user’s finger movement, is applied to a
pre-trained NN system for detection and identification of user’s motions. For the demonstration
purpose, we consider five motion patterns, which are created from two simple natural motions in
a straight, circular and curvature lines. These motions can be used to control smart devices, e.g.,
straight and circular motions can be used for turning ON and OFF of a device.

Fig. 2. Example of MC detection in two frames.

2.2. Data compensation scheme

We have adopted a transmit data compensation scheme based on the anchor LEDs (four per
frame) and a synchronization LED for time synchronization, which is located in the first frame as
in [12], in order to overcome blocking or shadowing due to mobility as depicted in Fig. 3(a).
The data compensation scheme is based on discarding damaged frames due to the blocking of
the anchor LEDs and requesting re-transmission. Note that, obstacles may fully/partially block
one or more anchor LEDs, thus resulting in damaged frames, see Fig. 3(b), which will lead to
increased BERs. The use of anchor LEDs (i.e., four-bit per frame in this case) results in reduced
data throughput per frame, thus the trade-off between the BER and the data throughput.

Fig. 3. (a) Transmitter configuration and (b) damaged frames due to blocking of one and two
anchor LEDs.

For the proposed scheme with the transmit data compensation scheme, the data rate can be
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given as:

Rd = NL × LFR − NA, (1)
where NL and NA denote the number of data transmission, and anchors plus synchronization

LEDs, respectively and LFR is the flickering rate of LEDs (20 pulses per second in this work).
For the proposed system, the maximum achievable Rd is 1.199 kbps (i.e., 64 × 20 - 81). Note, if
the number of anchor LEDs is reduced the data throughput will slightly increase. E.g., for the
anchor LEDs of 3, 2 and 1, the data rates are 1.219 kbps, 1.239 kbps and 1.259 kbps, respectively.

Fig. 4. (a) Identified data area excluding anchor and synchronization bits and (b) quantized
intensity of the detected data.

For the proposed OCC-based scheme, we have adopted an efficient detection scheme of
differential detection threshold (DDT) [10,21]. In the DDT scheme, the threshold level is defined
in terms of the quantized intensity level within the range of [0-255]. Figure 4(a) represents the
identified data area within the frame, while Fig. 4(b) provides the quantized intensity of the
detected data. Based on DDT the initial value of threshold level was set to 181 level of quantized
intensity as in [10, 21]. Note, the threshold level can be adaptively set based on the intensity
levels in the image frame.

2.3. NN-based MD for OCC

The proposed scheme can be trained using the transfer function algorithms in order to improve
the MD performance by identifying only the predefined motions. Figure 5 illustrates the NN
structure for MD performance evaluation within the context of OCC.

Fig. 5. NN structure for MD performance evaluation.

The input nodes are the coordinate positions of 100 centroid data samples, which represent
20 centroid data samples per predefined motions (i.e., variants of linear, circular and curvature
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movements) for an OCC link span ranging from 20 cm to 200 cm. There are two hidden layers
of 100 and 5 neurons, respectively. The hidden layers are used to detect and identify the user’s
motion, the output of which is expressed in the form of five-bit training labels representing the
five predefined motions.

Note, for the training of NN, we have used eight possible transfer function-based algorithms as
listed in Table 1. When selecting the most suitable training algorithm a number of factors needs
considering including the number of neurons Nn in the hidden layers, PT, error measurement and
the type of network used for pattern recognition, etc. [22]. In this work, we train the NN with
MC and use pattern recognition to identify the classification of input signals or patterns in order
to evaluate the link performance.

Table 1. Training algorithms used for MD [21]

Transfer function algorithm Acronym

Levenberg-Marquardt LM

Resilient Backpropagation RP

Scaled Conjugate Gradient SCG

Conjugate Gradient with Powell/Beale Restarts CGB

Fletcher-Powell Conjugate Gradient CGF

Polak-Ribiere Conjugate Gradient CGP

One Step Secant OSS

Gradient descent GDX

The key system and NN training parameters are given in Table 2. The training parameters of
training goal, iterations and time were set to the same values for all training algorithms in order
to evaluate their performance under the same training environment.

Table 2. System parameters.

Description Values

Capture device Androidmobile phone front camerawith 1920×1080
pixels resolution and operated in the auto mode

Capture speed 30 fps

Tx 8 × 8 Neo pixel RGB LED array

Tx’s flicker rate 20 Hz

Frame period at the Tx 50 ms

OCC link span 20 - 200 cm

NN hidden layers two hidden layers with 100 and 5 neurons each

Epochs/training iterations 1000

Training time limit infinite (allowsNN to take sufficient time for training)
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3. Results

Figures 6(a)-6(c) shows the experimental results of the detected MC representing variants of
linear and circular motions as well as the curvatures. The solid grey line represents the actual
considered motions while the dots represent detected MC tracked from user’s finger movement
over the smartphone’s front camera when receiving data from the Tx. The coordinate points of
these MC are used further to determine the probability of success for MD. Note, due to tracking
some centroids are deviated from the actual motion path (highlighted in small blue circles)
while some part of other light sources (highlighted in small red boxes) are captured within the
surrounding. However, the NN training output is not affected due to these small number of
deviated centroids and other light sources.

Fig. 6. Experiment results for MC representing variants of (a) linear motion, (b) circular
motion, and (c) curvatures. Note, the solid grey line represents actual motion pattern while
the dots represent MC.

To evaluate the system performance, we have used two criteria of MSE and the PT for all
transfer function algorithms, which are obtained by averaging over 1000 training iterations for
the OCC link span ranging from 20 - 200 cm, as depicted in Fig. 7(a). As mentioned in Table 2,
the training time limit was set to infinite in order to examine properly all the training algorithms,
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considering that some will take longer time to converge with the predicted accurate output. Note
that, in a real-world application using NN with infinite networks a time complexity approach
can be considered based on Markov Chain Monte Carlo method, which is compatible with large
networks [23]. As shown in Fig. 7(a), the RP algorithm converges faster than others reaching the
minimum MSE and PT of 5.1 × 10−5 and 0.67 s, respectively. The conjugate gradient algorithms
(SCG, CGB, CGF and CGP) also perform well and can be used in networks with a large number
of neuron weights due to the modest memory requirements [21]. Note, the LM algorithm offers
the worst performance in terms of both the PT and MSE. This is because LM is designed for
the least square problems, which are approximately linear in contrast to pattern recognition
problems where the output neurons are generally saturated [21]. Both GDX and OSS algorithms
converge rapidly provided the training is stopped too soon, but at the cost of inconsistent results
[21]. Figure 7(b) illustrates the percentage of success for MD performed over a total of 100
experiments with respect to L for all algorithms listed in Table 1. The percentage of success for
MD was determined based on the comparison of the exact input with five-bit output of NN, which
represents the five predefined motions. It can be seen that RP display the best performance with
the MD accuracies of 100 and 96.5 % over a link spans of 1.6 and 2 m (i.e., the maximum range in
this work). The reduction in accuracy for increasing L is due to the fact that the illumination level
of finger becomes lower as it moves away from the Tx. However, this does not have a significant
impact on NN training and therefore, these reduced accuracy levels are still acceptable.

Fig. 7. MD performance: (a) the MSE and the PT, and (b) the percentage of success vs. the
transmission distance L.

With RP displaying the best performance, we have further investigated it’s complexity of NN
in terms of MSE and PT. Note, in general, Nn in the hidden layers can be larger or smaller than
the number of input nodes (i.e., data samples). Large or small Nn will result in a complex NN
and a higher number of training iterations and PT, respectively. Thus, the trade-off between Nn

and NN training complexity is illustrated in Table 3.

Table 3. NN analysis.

NN layers Epochs/training iterations MSE PT (s)

100-50-5-5 4000 2.1 × 10−3 2 s

100-25-5-5 7000 4.3 × 10−2 4.3 s

100-10-5-5 10000 5.3 × 10−2 5.2 s
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Since the proposed scheme offers simultaneous indoor data transmission via OCC and MD,
next, we evaluated the link’s BER and PSNR performances. Since in OCC the data is captured in
the form of a two-dimensional image, a conventional SNR measurement cannot fully reflect the
quality of the link. Therefore, we have adopted PSNR, which is widely used as a quality metric
in image processing systems, as given by [24]:

PSNR = 10log10
I2
peak

Avg(ITx − IRx)2
, (2)

where I2
peak denotes the squared peak intensity of the measured frame, ITx and IRx are the

intensities of the transmitted and received frames.
Note that, user’s motion will result in partial shadowing, which will ultimately affect the BER

performance. Figure 8 shows the link’s BER and PSNR performance against L for 12.8 kbits of
data and four-bit header at a Rd of 1.199 kbps, where error-free data transmission is achieved at L
up to 80 cm. Note, at the forward error correction (FEC) limit of 3.8× 10−3 at L of 1.17 m, which
is achieved because of the data compensation scheme. The transmission span of 1.17 m is a
typical range in environments such as hospital wards, etc. Figure 8 depicts the BER performance
as a function of PSNR for the proposed link. At a BER of 10−5, well below the FEC limit of
3.8 × 10−3, the PSNR is ∼ 20 dB.

Fig. 8. OCC performance analysis: the BER performance as a function of the transmission
span L, and the PSNR with respect to BER.

Finally, we compared the performance of the proposed NN assisted MD in OCC systems with
MoC [10], TNMD [12], VLC-based MD [13] and LiSense [17] as shown in Table 4. In MoC,
TNMD and the proposed NN assisted MD in OCC systems Android smartphone front camera
has been used as Rx whereas, in VLC based MD and LiSense use PD-based Rx. Note, NN-based
schemes offer improved performance compared to VLC-based systems. The highest percentage
of success for MD of 96 % at L up to 200 cm is observed for the proposed scheme with the
RP algorithm (with measured PSNR of 16.18 dB). The same percentage of success for MD is
achieved for MoC a complex but a reliable Quadrant division based MD algorithm, but at L of 12
cm. Higher percentage of success for MD of 97 % is observed for TNMD with the basic NN
algorithm at a maximum L of 125 cm. The improvement offered by the proposed NN assisted
MD in OCC link, which uses a mobile phone camera as the Rx for MD and data transmission, is
due to the use of RP algorithm within NN.
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Table 4. Comparison of existing MD schemes.

MoC [10] TNMD [12] VLC based
MD [13] LiSense [17] NN assisted

MD in OCC

Tx

8 × 8 red dot
matrix LED
array with 10
illumination
LEDs

8 × 8 RGB
LED array

20 RGB
LEDs

5 off-the-
shelf com-
mercial LED
lights

8 × 8 Neo
pixel RGB
LED array

Rx

Android
smartphone
front camera
(1920 × 1080
pixels)

Android
smartphone
front camera
(1920 × 1080
pixels)

9 PDs

324 PDs with
90°field of vi-
sion in a 3m×
3m area

Android
smartphone
front camera
(1920 × 1080
pixels)

Detection
algorithm

Quadrant
division
based MD
algorithm

Trained
neuron based
MD

Pattern
detection
algorithm

LiSense:
Sensing of
light and
analysing
the shadow
patterns

NN based de-
tection using
best training
algorithm for
MD

Motion
distance
(between
detector
and user)

7 - 8 cm Up to 10 cm Not specified

User moving
in free-space
between
LEDs and
PDs (2.65 m
height)

Up to 10 cm

MD accu-
racy

96 % at L of
12 cm

97 % at L of
125 cm

Not specified
but states
high level of
accuracy up
to L of 60 cm

Blockage de-
tection with
respect to in-
cident angle:
100%at (0, 32)
and 58-90 %
at (43.2, 45)

96 % accu-
racy up to L
of 200 cm

L 12 - 18 cm 25 - 200 cm 40 - 100 cm Height of room:
265 cm 20 - 200 cm

4. Conclusion

The performance of NN assisted MD OCC link was experimentally evaluated for eight different
transfer function based training algorithms with training parameters of PT, the number of
iterations, the percentage of success for MD and MSE. We showed that, the best performance
was achieved using the RP algorithm with the fastest convergence at a minimum error (MSE)
and a PT of 10−5 and 0.67 s, respectively as well as the percentage of success for MD of 100 %
up to a 1.6 m OCC link. For higher L, the OCC link will experience shadowing due to fingers’
movement thus the need for diversity based Rx. We also demonstrated that, using the transmit
data compensation scheme a high-quality data transmission with the FEC limit 3.8 × 10−3, was
achieved at 1.17 m OCC link. The reliability and efficiency of the proposed scheme were assessed
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by comparing it with other existing techniques. The NN for MD analysis can be further extended
to increase the link spans based on pattern recognition algorithms and using different transmitter
configurations for mobility and multiuser indoor smart home environments. On the other hand,
the date rate can be enhanced using a high capture speed camera with rolling shutter and a larger
LED array as the Rx and the Tx, respectively in a MIMO OCC link.
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4.5 Optical camera communication system for
Internet of things based on organic light emitting
diodes

This chapter is a version of the published manuscript:

P. Chavez-Burbano, S. Vitek, S. R. Teli, V. Guerra, J. Rabadan, R. Perez-Jimenez, S.

Zvanovec, “Optical camera communication system for Internet of things based on organic

light emitting diodes,” Electronics Letters, vol. 55(6), pp. 334-336, 2019.

Connection to my Ph.D. thesis:

High-speed OLED based short-range VLC links have already been addressed in the

literature [97–99]. However, the investigation of using OLED panels for long-range optical

links needs to be investigated for their use in outdoor OCC cases. Therefore, in this study

we perform an experimental demonstration of OLED-based OCC system for both indoor

and outdoor IoT environments. It is shown that despite the low emitted power of OLED

devices, long range links can be established based on OCC. One outdoor and two indoor

scenarios are tested, validating the bit error rate (BER) below 10−6 for indoor link spans

shorter than 40 m and providing the BER of 10−3 for outdoor long range links up to 120 m.
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Optical camera communication system for
Internet of Things based on organic light
emitting diodes

P. Chavez-Burbano✉, S. Vitek, S.R. Teli, V. Guerra,
J. Rabadan, R. Perez-Jimenez and S. Zvanovec

The inclusion of organic light emitting diodes (OLEDs) in high-end
devices, such as TVs and smart-phones, along with the insertion of
cameras embedded in daily use devices, provides the opportunity to
establish optical camera communication (OCC) systems based on
OLED emitters for Internet of Things (IoT). This Letter presents an
experimental demonstration of this OLED-based OCC system for
IoT. The results suggest that despite the low emitted power of OLED
devices, long range links can be established based on OCC. One
outdoor and two indoor scenarios are tested, validating BER below
10−6 for short range and give just 3.56× 10−3 for long range links.

Introduction: Nowadays, organic light emitting diodes (OLEDs) have
been massively introduced within both the solid state lighting and the
high-resolution displays markets due to their low power consumption
and cost-efficient manufacturing process. Worldwide companies such as
Samsung, LG, Apple, and Sony, have been integrating OLEDs in their
high-end smartphones (i.e. Samsung Galaxy S7, iPhone X), high-end
TVs (i.e. Sony A1, LG OLED65B7V) and flexible decorative lamps.

OLEDs have been proposed as emitters for implementing visible-light
communication (VLC) systems and for future 5G systems [1]. Haigh et al.
presented an OLED-based implementation using on–off keying (OOK) at
250 kbps with a bit error rate (BER) of 10−6 [2]. This system was
improved by using pre-equalisation and multiple-input multiple-output
(two emitters and nine receiver sections), increasing the data rate up to
1.8Mbps [3]. In [4], a 54.9Mbps OLED-based system was introduced.
The authors used a high performance artificial neural network equaliser
for classifying the input signal based on a training sequence for an
RGB polymer LED. In the same way, orthogonal frequency division mul-
tiplexing has been proposed for increasing the data rate of OLED-based
VLC systems. In [5], this modulation was combined with power allo-
cation in order to achieve 10Mbps using a 350 kHz bandwidth emitter.
Chen et al. demonstrated a 51.6Mbps transmission with a BER of
3.8× 10−3 by implementing offset quadrature amplitude modulation
[6]. However, these high-rate solutions were reached at extremely short
distances (below 15 cm), and further experiments only achieved 1m
span limit. To the authors’ knowledge, currently there is no literature
addressing tests with OLED based VLC systems for medium and
longer distances, outdoor cases, neither the use of cameras as receivers.

In this work, the idea of using optical camera communication (OCC)
systems for IoT based on OLEDs, instead of other traditional VLC
schemes already proposed for data transportation in IoT networks [7],
is presented and experimentally validated. In this way, longer distances
can be easily reached for systems that require relatively low data trans-
mission rates (up to 1 kbps). Since OCC systems can be affected by the
blooming effect, different exposure times were tested in this work. High
exposure times affect several pixels rows due to the overlapped scanning
of rolling shutter cameras, creating visible white halos around the illumi-
nated portions and therefore image distortion between the bits’ bands.

System description: The proposed OCC system is based on the utilis-
ation of OLED devices as transmitters and a rolling-shutter camera as a
receiver. There are several types of OLED emitters that can be used.
Bendable panels are implemented in rooms, on clothing or embedded
into decoration appliances. OLED monitors are usually implemented as
advertisement devices. Finally, OLED screens are implemented as part
of electronic devices such as smartphones and tablets. The signal is modu-
lated using OOK during the experiments. Nonetheless, its under-sampled
variants in frequency, amplitude or phase can be used for avoiding poss-
ible flickering. These modulations are part of the communication modes
proposed for OCC by the IEEE 802.15.7m Optical Wireless
Communications Task Group [8]. At the beginning of the transmission,
a calibration signal (clock-like signal) is sent in order to adjust the
system’s thresholds. The OLED-device transmits the modulated signal
by switching between the on and off states accordingly at frequency fs.

On the receiver side, two types of cameras can be implemented:
smart-device cameras such as those embedded into watches, smart-
phones, tablets or glasses, and closed circuit television (CCTV)

cameras such as the ones used for security and surveillance purposes.
As it is shown in Fig. 1, each frame is captured by the camera at prede-
termined frames per second (fps) using Ny pixels of vertical resolution,
and stored for its corresponding processing. To speed up the processing
performance, a smaller image with only the emitter’s signal information
is required, so the first step is the detection of the region of interest
(ROI), which can be multi-target (several simultaneous emitters). The
first frame is binarised using Otsu’s algorithm and dilated for finding
the sources as image regions, which extrema points can be extracted.
The obtained coordinates that define the boundaries of the ROI are
used for the image cropping. In the multi-target case, the frame is
cropped in several images, one per target. Since the first frame contains
the calibration signal, the histogram information of its three channels
(red, green and blue) is used for calculating the corresponding threshold
values by assuring that the 50% of the data belong to each bit’s level.
Then, the remaining frames are binarised applying these threshold
values, and the obtained B/W image (binary matrix) is projected on a
1D vector by averaging each row. Finally, this vector is decoded
using (1) which calculate the corresponding number of pixels per bit
(nbit) in order to acquire the transmitted data. The number of consecutive
ones or zeros are divided by the estimated nbit. Nevertheless, since there
may be sampling frequency offset, the final output takes into account the
decimal part of the division, adding one bit when needed.

nbit = Ny

fs
· fps (1)
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Fig. 1 OCC data processing flowchart

To validate the proposed system, three test cases were performed at the
Faculty of Electrical Engineering building of the Czech Technical
University in Prague: an indoor case up to 4m, a corridor up to 120m,
and finally an outdoor test up to 120m. In all cases, a 75 l m bendable
bar type OLED panel was used as the emitter, with an area of
187.84mm× 37.84mm and 85% of spatial luminous uniformity. This
panel was switched by a MOSFET-based driver which implements an
OOK non-return to zero modulation. An USB rolling-shutter camera
with variable exposure time (from 100ms to 30 s) was selected as the
receiver. This camera has a video resolution of 720× 540 pixels,
manual white balance of 0 dB, gain of 3 dB, selectable frame rate (fps),
brightness and contrast of 25/100, zero Hue, and saturation of 70. For dis-
tances up to 40m, the camera worked with a lens of 12.5− 75mm and
F/1.8. For longer indoor test outdoor tests, the camera was mounted on a
10/1000 macro telephoto lens with focal length of 1000mm, geometrical
relative aperture 1 : 10 and angular field-of-view (FOV) of 2.5°.

At the beginning of the transmission, a calibration sequence was sent,
then the data were encapsulated within 2-bytes long packets that had
specific start and end delimiters (0xA sequence). In total, 1200 frames
were recorded and stored per each trial. Finally, the videos were
off-line processed using MATLAB routines following the procedure
described in Fig. 1.

Indoor experiment: The indoor experiment was performed within a
6m× 6m room. The distance between the emitter and the receiver
was set to 4m, while the switching frequency varied from 500 to
5000Hz with steps of 500Hz. The camera’s frame rate was changed
among five values: 17.5, 19.01, 25, 30, and 50 fps; while its exposure
time was set to two different values: 400 and 500ms.

Fig. 2 depicts measured BER for different switching frequencies. It
can be seen that the trials of 30 and 50 fps reached the best BER
results, less than 10−2 for 5 kHz. Taking into account the packet encod-
ing and the fact that each 2-byte packet was repeated twice in order to
ensure its detection, the achieved data rates were approximately 120
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and 200 bps, respectively. In general, the system worked properly up to
2.5 kHz, for all the frame rates, with less than 10−5 BER.
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Fig. 2 BER versus switching frequency of the 4 m-long indoor scenario

Indoor corridor measurements: For longer indoor distances, two sets of
trials were carried out in a 200m corridor. In both experiments, the
switching frequency was set to 1 kHz, the frame rate was set to 25
and 50 fps, and the exposure time was 400ms. These values were
selected using (1) and considering that the target link range was
longer than in the previous experiment.

In the first case, the distance ranged from 10 to 40m in steps of 5m
and the receiver used the 75mm focal-length lens. The system worked
as expected compared to the previous experiment, for both camera frame
rates, the measured BER value remained less than , 10−6 for all cases.

In the second case, the distance varied from 20 to 120m in steps of
20m. Furthermore, the camera was mounted on the telescope, and the
captured images were vertically compressed 2 : 1 to simplify the
location of the emitter at the beginning of the trials. As shown in
Fig. 3, the BER increased from 9.68× 10−3 at 40m to 5.29× 10−2

at the limit test distance (120m), demonstrating that the OLED-based
OCC system can achieve longer distances. However, the use of the tele-
scope may introduce misalignment errors and presented some problems
related to the stability of the receiver.
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Fig. 3 Dependence of BER on distance in the case of OCC system tested
within an indoor corridor using a telescope at the receiver side

Outdoor measurements: Finally, the experimental tests were performed
on the roof of the faculty building (approximately 30m above ground).
The measurements were taken in June 2018 during a scattered cloudy
afternoon with the following atmospheric conditions measured by the
meteorological station placed at one side of the link: temperature of
18°C, wind speed of 9 km/h and 60% humidity. The small wind
speed and mostly the reduced link range limited the possible harmful
effect of turbulence. In this experiment, two link distances were tested
(60 and 120m), and the switching frequency was established to 1 kHz.
The camera was mounted on the telescope with a binning of 2 : 1. In
addition, the tested frame rates were 25 and 50 fps, and the exposure
time was 400ms.

In this case, as shown in Table 1, using a 50 fps frame rate for a dis-
tance of 60m, the 1 kHz transmission achieved less than 3× 10−5 BER,
and BER of 3.56× 10−3 was experienced in the case of 120m link.

Table 1: BER measured in the case of the outdoor scenario.

Distance (m) 25 fps 50 fps

60 2.77× 10−3 , 3× 10−5

120 6.54× 10−3 3.56× 10−3

Conclusion: Based on the results of the different tested indoor and
outdoor cases, the feasibility of an OCC system for IoT based on
OLED devices was demonstrated. The indoor transmissions showed
that the system can be implemented with a standard USB camera of
30 fps, obtaining BERs below 1.7× 10−5 for measurements inside a
standard room (4m) with switching frequency up to 4 kHz, and less
than , 10−6 for distances shorter than 40m with 1 kHz.

These experiments also proved that the camera’s exposure time influ-
enced the decoding accuracy due to the blooming effect. Using smaller
exposure time limited the overlapping read time between the rows, mini-
mising the white halos. The exposure time of 400ms allowed an easier
calibration due to the better distribution of the bands’ width and
improved the threshold levels’ calculation and the decoding process.
The laboratory tests showed that for each selected camera’s frame
rate, the BER’s measurements are better with an exposure time of
400ms rather than 500ms.

The results shown in Table 1, verified that an outdoor OLED-based
OCC system is feasible. In the same way, the number of projected
pixels from the panel in the frame in the outdoor tests assured that
longer distances can be easily achieved so this system can even be
applied for Smart Cities. Implementations for environmental conditions
monitoring, disaster detection, or smart traffic management are viable
using spatial division multiple access allowing several emitters spatially
separated within the FOV of the camera.
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Connection to my Ph.D. thesis:

Motivated by the implementation of 120 m long OCC link in Section 4.5, we developed

a novel technique to increase the link span of a RS-based OCC system by reducing the

spatial bandwidth of the camera in the out-of-focus regions. A 400 m LOS RS-based OCC

link with 100% reception success in data transmission achieving an Rb of 450 bps, which

is to date the longest OCC link reported in these systems, is experimentally demonstrated.

We successfully develop a detection method to extract the information out of the video

frames. The proposed system relaxes the condition for a large surface area of the Tx light

source. The proposed system is attractive in the distance critical applications requiring

relatively low Rb as intelligent transport systems (e.g., exchange of safety and traffic

messages and positioning-related information) for smart traffic management.
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In this Letter, we develop a novel technique, to the best of our
knowledge, to increase the link span (L s ) of a rolling shutter
(RS)-based optical camera communications (OCC) system
by reducing the spatial bandwidth of the camera in the
out-of-focus regions. We demonstrate a 400 m line-of-sight
RS-based OCC link, which is to date the longest L s reported
in these systems, and develop a detection method to extract
the information out of the video frames, successfully. The
proposed system relaxes the condition of a large surface area
for the transmitter light source. Consequently, we show that
at 400 m L s and exposure times of 100–80 µs, a data rate of
450 bps is achieved successfully. © 2020 Optical Society of
America

https://doi.org/10.1364/OL.385423

Optical camera communications (OCC) is considered as a
pragmatic form of visible light communications (VLC), which
utilizes an image sensor (IS) (i.e., cameras) as the receiver
(Rx) and light-emitting diodes (LEDs), laser diodes (LDs),
and liquid crystal displays as the transmitter (Tx) [1,2]. In
OCC, the camera captures two-dimensional data in the form
of image sequences, thus enabling multidimensional data
transmission over the free-space channel. OCC offers multiple
functionalities of vision, data communications, and localiza-
tion, which can be used in a number of applications including
all-optical Internet of Things (OIoT) [3,4]. OIoT-based appli-
cations include device-to-device communications, mobile
attocells, vehicle-to-everything (V2X), smart environments,
etc. [2], which releases the needed radio frequency spectrum
for use in areas most required. Inspired by IoT, the Internet of
Vehicles (IoV) is currently of high interest within the research
community [4]. Recently, the widespread use of LEDs as tail-
lights, brake lights, headlights, and street and traffic lights has
opened up the potential opportunities for implementation of
the intelligent transportation systems (ITS) to mitigate traf-
fic congestion and therefore improve quality of life and the
economy [2]. In addition, the availability of cameras in traffic
networks, security surveillance, vehicles, etc., can be effectively

exploited as an optical Rx, thus enabling the implementation of
VLC-OCC links.

One of the advantages of camera-based Rxs over photodi-
odes is the higher signal-to-noise ratio (SNR) due to longer
exposure time (Texp) and larger overall photosensitive area,
which results in longer link distances. OCC can be deployed
in ITS for vehicle-to-vehicle, infrastructure-to-vehicle, and
vehicle-to-infrastructure (V2I) communications; therefore,
a long link span helps to establish a robust system [2,5]. The
complementary-metal-oxide-semiconductor (CMOS)-based
rolling shutter (RS) camera, which sequentially (row by row)
integrates light illuminating the pixels thus operating similarly
as scanning function, can be used to increase the data rate (Rb)
higher than the frame rate (R f ) of the camera [6]. In Ref. [7],
global-shutter (GS)-based OCC with a Rb of 15 bps over a link
range of 328 m was reported for use in smart city applications
with ∼4% wrongly decoded received bit streams. In Ref. [8],
a RS-based OCC link for outdoor application with a maxi-
mum link span of 120 m, a bit error rate (BER) of > 10−2 (at
120 m), and an achieved maximum Rb of 200 bps at a 4 m link
span was reported. Further research on long-distance OCC
links (beyond 120 m) using RS is yet to be investigated, to the
author’s best knowledge.

In order to establish long-distance VLC, there are a number
of options including large-area light sources with high-power
(meeting the eye safety), multiple light sources, wide-area
optical Rx (at cost of reduced bandwidth), and multiple Rxs
(i.e., cameras). In Ref. [7], a large-sized Tx with a dimension
of 48× 48 cm2 was used. However, using a large Tx is imprac-
tical; therefore, in this Letter, we propose a novel reception
technique in order to increase the transmission link span of
RS-based OCC by reducing the camera’s spatial bandwidth
in the out-of-focus areas. This helps to have a larger footprint
of the light source on the IS without reducing the field of view
(FoV). We also develop a detection algorithm to effectively
extract the received information from captured video frames.
Previous works reported on OCC have used mainly cameras in
the focused mode. However, cameras can also be used in their
defocused modes depending on applications, e.g., indoor non-
line-of-sight (LOS) communications or V2I-VLC [9]. We have

0146-9592/20/051059-04 Journal © 2020Optical Society of America
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Fig. 1. Schematic block diagram of the long-distance OCC link.

used a light source (i.e., 2.5× 2.5 cm2) that is 19 times smaller
than the source that was adopted in Ref. [7]. The proposed
system is attractive in distance critical applications requiring
relatively low Rb as in ITS (e.g., exchange of safety and traffic
messages and positioning-related information) for smart traffic
management. In this work, we achieve a communication link
of up to 400 m with 100% success rate in data transmission
achieving a Rb of 450 bps. The demonstrated system, to the
best of our knowledge, is the longest link span achieved for a
RS-based OCC link.

The block diagram of the proposed system is shown in Fig. 1.
At the Tx, on–off keying non-return to zero (OOK-NRZ)
data s (t) are used for intensity modulation of the LED [a
2.5× 2.5 cm2 size chip on board (COB)] via the LED driver.
The intensity-modulated light x (t) is transmitted over a free-
space channel and captured at the Rx using a CMOS RS camera
with a 1000 mm telephoto lens. For the LOS link, the received
signal is given by [10]

y (t)= ηx (t)~ h(t)+ n(t), (1)

where h(t) is the combined impulse response of the channel
and camera, η is the quantum efficiency of the IS, and n(t)
is the additive white Gaussian noise including the ambient
light-induced shot noise and the noise in the camera (i.e, fixed
pattern, thermal, photocurrent shot, and flicker noise sources)
[11]. The channel DC gain for the LOS link can be obtained
as [10]

H(0)LOS =

{
ATx−img(m+1)

2πd2
L

cosm(8)g (θ)Ts (θ), 0≤ θ ≤ ξ

0, θ > ξ
,

(2)

where ATx−img is the area of the projected illuminated light
source on the IS, dL is the distance between the Tx and the cam-
era’s lens, and Ts (θ) and g (θ) are the gains of the optical filter
and optical concentrator, respectively.8 denotes the irradiance
angle, ξ is the FoV semi-angle of the camera, and m represents
Lambertian order of emission of the Tx. The incidence angle
θ = φtilt + sin−1

[(HTx − HRx)/dL ], while the Rx tilt angle
and heights of the Tx and Rx are denoted as φtilt, HTx, and HRx,
respectively.

Usually, CMOS camera sensors (adopted as the Rx in this
work) use the RS readout method, such that each pixel row is
exposed in a row-by-row sequential manner with a fixed time
delay (row readout time Tr ). Moreover, in RS-based cameras,
the exposure of each row takes place before the readout and not
all at once, as in the case of GS-based cameras. Consequently,
each pixel row’s exposure does not commence at the same
time. This is an advantage in OCC systems, which can lead to
increased Rb higher than the camera’s R f , but at the cost of
reduced coverage distance; hence, we propose a new technique
to extend this coverage distance. Note that with RS-OCC, a

Fig. 2. Example of lens, image sensor, and object configuration.

flicker-free transmission is achievable; hence, we employ this
technique in this work.

Note that in OCC, the captured Tx’s focused image size
decreases with the increasing link span as given by the relation-
ship dimg = dTx f /dL , where dTx and dimg are the diameter of
the Tx and the diameter of the projected Tx’s image on the IS
at the focal length f of the lens in use, respectively. This there-
fore constitutes a limitation for RS-based OCC links, as the
received signal area on the IS of the camera, which determines
the number of rows Nrows (i.e., the ON and OFF states of the
Tx) obtainable, decreases with the increasing transmission
distance. Consequently, we reduce this limitation by operating
the camera in its out-of-focus (defocused) mode. Figure 2 shows
a lens, object, and IS configuration. The IS could be moved
from position 1 to 2 where varying sizes of the projected object’s
image are obtainable. Importantly, we use the defocusing fea-
ture of the camera, i.e., by altering the distance between the
1000 mm telephoto lens and the IS, to allow the Tx’s image to
converge beyond the focal point, whereby a larger footprint of
the Tx is obtained.

Consequently, more Nrows are visible [detectable by the Rx
(camera)], as illustrated in Fig. 3 for the defocused modes. Note
that defocusing of the camera results in a disc-shaped pattern
known as a circle of confusion (CoC), which is convoluted with
the image as given by [12]

Go (x , y )= G i (x , y )~~GCoC(x , y ), (3)

Fig. 3. Examples of width of captured Tx images on IS based on
varying lens and IS configurations.
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where Go (x , y ) and G i (x , y ) are the defocused and focused
image intensity functions, respectively. ~~ is the two-
dimensional convolution operator, and GCoC(x , y ) is the
CoC disc function, which is the same shape as the camera’s lens
aperture. For a circular aperture, we have [12]

GCoC(x , y )=U
(√

x 2 + y 2
)
−U

(√
x 2 + y 2 − 0.5DCoC

)
,

(4)

and the diameter of CoC, DCoC, is the same as the width of the
defocused image of a point source and is given as [12]

DCoC =
Dlens

2dc
|dc − dIS|, (5)

where U(.) is the Heaviside step function, Dlens = f / fstop is the
diameter of the lens aperture, fstop is the focal stop number of
the lens aperture, dIS is the distance between the center of the
lens to the IS, and dc represents the distance between the center
of the lens and the image, which can be obtained as [12]

dc =
dL f

dL − f
. (6)

Note that the size of CoC depends on the aperture diameter
Dlens for collecting the light rays of dIS and dc . Consequently, to
increase defocusing (i.e., DCoC) in order to have the best signal
area, |dc − dIS| must be maximized, and lower values of fstop
should be used to obtain larger Dlens. However, the amount of
achievable defocusing is limited to the camera’s optics design
configuration. Figure 4 illustrates the Nrows as a function of the
transmission distances for focused and three different defocused
image modes for dIS of f , 0.3 f , 0.5 f , and 0.7 f , f = 1000 mm
and Dlens = f /10, and width of rows= 0.05 cm. The Nrows
increases with dIS, e.g., at dL of 20 m, the Nrows has increased
from two for the focused image mode to 33, 52, and 71 for dIS
of 0.7 f , 0.5 f , and 0.3 f , respectively, thus enabling longer
RS-OCC link spans. The width of one row in pixels (repre-
senting one bit or symbol for a fixed camera pixel clock) [13],
wb = 1/(2 fTxTr ), where fTx denotes the Tx’s switching fre-
quency. Note that the Nrows increasing with the defocusing is
at the cost of reduced light intensity level per pixel [i.e., lower
peak SNR (PSNR)/pixel], since the received light is spread
over a higher number of pixels. Interestingly, the latter can be
compensated for by increasing the gain parameter of the cam-
era (i.e., its sensitivity), the aperture size, and Texp (within the

Fig. 4. Nrows versus dL for a range of dIS.

required bandwidth) so as to capture more light but only to
the extent that the rows still remain distinctive and not mixed
up. In addition, a robust image processing algorithm (Fig. 5) is
proposed to enhance the success rate of received bits.

Consequently, at the Rx side, the output of the camera (IS) is
processed off-line in MATLAB. As portrayed in the detection
flowchart (Fig. 5), every video frame is converted from the red,
green, and blue (RGB) color format to grayscale for both cali-
bration and data videos after pixelation (i.e., digitizing the image
to obtain the intensity/pixel value). The data videos are the cap-
tured transmitted data, whereas the captured calibration videos
are the template shape of the Tx, which is used for equalization
or otherwise described as the intensity compensation of the data
video frames. Next, the region of interest (ROI) is selected (i.e.,
the footprint of the light source on the IS, which is the CoC)
and then averaged over the rows to form a column vector. In
order to avoid noise amplification at the start and end of the
pixel rows in each frame, at least 10-pixel rows are eliminated
from the top and bottom of the CoC. The received signal is then
up-sampled to increase the resolution of the received signal.
The correlation between the transmitted and received signal
is carried out to determine the delay between them in order to
extract the required received samples. A matched filter (MF) (via
postprocessing in MATLAB) is applied to recover the data. The
recovered data bits vector is then compared with the transmitted
data to ascertain the success rate of received bits by determining
the ratio of the wrongly decoded bits to the total number of
transmitted bits (i.e., BER).

The system configuration and experimental setup for the
long-distance OCC are shown in Fig. 6. The Tx was located on
the sixth floor (height of 25 m), and the Rx was placed outdoors
at a height of 1.40 m above the ground. At the start of the mea-
surement campaign, the weather was partly cloudy/sunny while
by the end it was sunny, with a temperature range of 23◦C–25◦C
and wind speed and humidity of 2–6 mph and 51%–65%,
respectively. The key experimental parameters include the LED

Fig. 5. Flowchart of detection.
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drive current, FoV, and m, which are 0.33 A, 122◦, and 0.96,
respectively. The Tx data packet is 18 bits, the Rx’s R f is set
to 25 fps for all experimental configurations considered, and
the number of received data bits is ∼32 per frame. The Rx’s
video resolution, pixel size, lens aperture, and f are 648× 484
(RGB32), 2.2× 2.2 µm2, f /10, and 1000 mm, respectively.
Measurements were carried out for a range of link spans L s and
Texp of 150 to 400 m and 100 to 800 µs, respectively. Image
frames of the transmitted data were captured with up to 100%
success rate of received bits for all links considered in this work.
In order to quantify the link performance for each L s , we used
the image quality metric of PSNR, which is given as [14]

PSNR = 10 log
I 2
max

ε(i)
, (7)

where Imax is the maximum possible pixel value, Imax = 2n
− 1,

n = 8 for a grayscale image, and ε(i) is the pixel luminance
mean squared error, which is defined by

ε(i)=
1

Nrows

Nrows∑
1

(ITx(i)− IRx(i))2. (8)

ITx(i) and IRx(i) are the difference between pixel and average
pixel values for transmitted and received symbols (1 and 0),
respectively, while i represents the row’s index number. Figure 7
shows the PSNR versus L s for a range of Texp. As illustrated,
PSNR improves with Texp and decreases with the increasing L s ,
e.g., for Texp of 800 µs, PSNR drops by 2.1 dB when increasing
L s from 200 to 400 m. The maximum values of PSNR are
3.3 and 0.2 dB for Texp of 800 µs and 100 µs at L s of 150 m,
respectively.

We have developed a novel technique to increase the link
span of RS-based OCC by reducing the spatial bandwidth of the
camera in the out-of-focus regions. The experimental analysis
of the proposed scheme demonstrates a 100% success rate of
received bits for a L s of up to 400 m using a small surface area
Tx of 2.5× 2.5 cm2. The choice of the Texp played a key role
in determining the value of PSNR. To the best of the authors’

Fig. 6. Proposed OCC link (a) system configuration and (b) experi-
mental setup.

Fig. 7. PSNR versus link span for a range of camera’s Texp.

knowledge, no works have been reported for long-distance
OCC links using RS.

Funding. European Union Horizon 2020 under the
Marie Skłodowska Curie grant (764461); Scientific Research
Instrument and Equipment, CAS, China (YJKYYQ20170052).

Disclosures. The authors declare no conflicts of interest.

REFERENCES
1. M. J. Jang, IEEE 802.15 WPAN 15.7 Amendment Study Group

(2019).
2. Z. Ghassemlooy, L. N. Alves, S. Zvanovec, andM.-A. Khalighi, Visible

light communications: Theory and Applications (CRC Press, 2017).
3. M. K. Hasan, M. Z. Chowdhury, M. Shahjalal, V. T. Nguyen, and Y. M.

Jang, Appl. Sci. 8, 2527 (2018).
4. S. R. Teli, S. Zvanovec, and Z. Ghassemlooy, “Optical Internet of

Things within 5G: applications and challenges,” in IEEE International
Conference on IoT and Intelligence Systems (IOTAIS), Bali, Indonesia,
1 November 2018, pp. 40–45.

5. P. Luo, M. Zhang, Z. Ghassemlooy, H. L. Minh, H. M. Tsai, X. Tang,
and D. Han, IEEE Photon. Technol. Lett. 28, 139 (2016).

6. T. Nguyen, C. H. Hong, N. T. Le, and Y. M. Jang, “High-speed asyn-
chronous optical camera communication using LED and rolling shut-
ter camera,” in 2015 Seventh International Conference on Ubiquitous
and Future Networks, Sapporo, Japan, 7 July 2015, pp. 214–219.

7. P. Chavez-Burbano, V. Guerra, J. Rabadan, and R. Perez-Jimenez,
“Optical camera communication for smart cities,” in 2017 IEEE/CIC
International Conference on Communications in China (ICCC
Workshops), Qingdao, China, 22 October 2017, pp. 1–4.

8. P. Chavez-Burbano, S. Vitek, S. R. Teli, V. Guerra, J. Rabadan, R.
Perez-Jimenez, and S. Zvanovec, Electron. Lett. 55, 334 (2019).

9. E. Eso, Z. Ghassemlooy, S. Zvanovec, A. Gholami, A. Burton, N. B.
Hassan, and O. I. Younus, “Experimental demonstration of vehicle
to road side infrastructure visible light communications,” in 2019
2nd West Asian Colloquium on Optical Wireless Communications
(WACOWC), Tehran, Iran, 27 April 2019, pp. 85–89.

10. J. M. Kahn and J. R. Barry, Proc. IEEE 85, 265 (1997).
11. N. B. Hassan, “Mimo visible light communications with camera-

based receiver for intelligent transport systems,” Ph.D. thesis
(Northumbria University, 2019).

12. N. B. Hassan, Y. Huang, Z. Shou, Z. Ghassemlooy, A. Sturniolo, S.
Zvanovec, P. Luo, and H. Le-Minh, “Impact of camera lens aperture
and the light source size on optical camera communications,” in
2018 11th International Symposium on Communication Systems,
Networks and Digital Signal Processing (CSNDSP), Budapest,
Hungary, 18 July 2018, pp. 1–5.

13. S. Verma, “Analysing the performance and stability of LED-to-camera
links,” Masters thesis (Delft University of Technology, 2017).

14. Q. Huynh-Thu andM. Ghanbari, Electron. Lett. 44, 800 (2008).

83



4.7 Experimentally derived feasibility of optical
camera communications under turbulence and
fog conditions

This chapter is a version of the published manuscript:

V. Matus, E. Eso, S. R. Teli, R. Perez-Jimenez, S. Zvanovec, “Experimentally derived

feasibility of optical camera communications under turbulence and fog conditions,” Sensors,

vol. 20, pp. 757, 2020.

Connection to my Ph.D. thesis:

Long-range outdoor OCC links proposed in Section 4.5 and Section 4.6, utilized a small

exposure to mitigate the sunlight effect and spatial bandwidth of the camera to increase

the footprint of the captured image, respectively. For practical implementation of these ap-

proaches in outdoor scenarios, it is necessary to study the effect of atmospheric conditions

such as heat-induced turbulence, attenuation due to fog and raindrops, etc. Therefore,

in this work, we verify a performance of an experimental OCC system under environ-

mental phenomena emulated in a laboratory chamber. The experimental based results

demonstrate that the heat-induced turbulence does not affect OCC system significantly

compared to OWC systems, while the attenuation caused by fog does decrease the signal

quality. To mitigate this attenuation and to overcome the optical power loss and decrease

the quantization noise induced by the ADC of the camera, a novel strategy of using the

camera’s built-in amplifier is proposed. This utilization of the CMOS camera’s built-in

amplifier opens a new possibility for OCC systems, extending the control strategy, and

allowing to keep low exposure times and, thus, a high bandwidth, even in dense fog

scenarios.
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Abstract: Optical camera communications (OCC) research field has grown recently, aided by
ubiquitous digital cameras; however, atmospheric conditions can restrict their feasibility in outdoor
scenarios. In this work, we studied an experimental OCC system under environmental phenomena
emulated in a laboratory chamber. We found that the heat-induced turbulence does not affect our
system significantly, while the attenuation caused by fog does decrease the signal quality. For this
reason, a novel strategy is proposed, using the camera’s built-in amplifier to overcome the optical
power loss and to decrease the quantization noise induced by the analog-digital converter of the
camera. The signal quality has been evaluated using the Pearson’s correlation coefficient with respect
to a reference template signal, along with the signal-to-noise ratio that has been empirically evaluated.
The amplification mechanism introduced allows our system to receive the OCC signal under heavy
fog by gradually increasing the camera gain up to 16 dB, for meteorological visibility values down to
10 m, with a correlation coefficient of 0.9 with respect to clear conditions.

Keywords: optical camera communications (OCC); CMOS image sensor; rolling shutter; fog
attenuation; heat-induced turbulence; meteorological visibility; refractive index structure parameter

1. Introduction

Digital cameras are ubiquitous consumer electronics and are being explored to deliver extra
capabilities beyond traditional photography and video. A new optical communication technique
using cameras as receivers has been studied in the IEEE 802.15 SG7a within the framework of optical
wireless communications and considered as a candidate of IEEE 802.15.7r1, which is called Optical
Camera Communication (OCC). OCC has been investigated as one of the Visible Light Communication
(VLC) schemes [1]. OCC implemented within internet of things (IoT) environments provides multiple
functionalities of vision, data communications, localization and motion detection (MD) [2,3] used
in various IoT-based network applications including device-to-device communications [4], mobile
atto-cells [5], vehicular communications [6–8], and smart cities, offices, and homes (SCOH) [9].

The majority of new generation smart devices have built-in Complementary Metal-Oxide-
Semiconductor (CMOS) image sensors, providing the ability to capture photos and videos [10,11].
The strategy behind using a CMOS camera for OCC is that the image sensor performs an acquisition
mechanism known as Rolling Shutter (RS), in which it sequentially integrates light on rows of pixels [12]
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starting the scanning of each line with a delay with respect to the previous one. In other words, the
timings of the line-wise scanning make the imaging sensor to capture different windows of time of the
optical signal coming from a Light Emitting Diode (LED) transmitter (Tx). Then, each line of the image
can hold a distinct portion of information.

The use of LEDs available in SCOH’s lighting infrastructures, along with optical receivers, for
making VLC systems is particularly challenging in outdoor environments. The potential applications of
OCC in these scenarios are related to the creation and improvement of communication networks for the
vehicular and pedestrian infrastructures [13], where a large number of LED lights and CMOS cameras
can be found. The desirable distance coverage of the different services that can take advantage of OCC
ranges from a few meters for hand-held receiver devices based on smartphones, and tens of meters for
vehicular networks that support Intelligent Transportation Systems (ITS). The achievable link distance
in OCC depends partly on the signal-to-noise ratio (SNR) at the receiver, which in turn depends on the
transmitted power, the attenuation caused by the channel, the optical lens array of the camera and
various sources of noise and interference. In the case of RS-based systems, the maximum link distance
is also restricted by the number of lines of pixels covered by the transmitter. For this, the geometry of
the transmitting surface, as well as the image forming lens array configuration, determine the image
area in pixels [14]. The modulation and packet scheme may have an impact on the maximum link
distance if the image frames must contain a number of visible symbols for demodulation. Depending
on the case of application, the LED and camera-based transceivers can either have static or mobile
positions and orientations, making mobility support essential, which relies on the effective detection
of the pixels that have an SNR level suitable for demodulation.

The vehicular VLC (VVLC) are a significant application case with challenging conditions of
relative position and motion between nodes. An analysis based on a comparison of VVLC with radio
frequency (RF) vehicle-to-vehicle (V2V) links in terms of channel time variation was proposed in [15].
It was shown that the VVLC links have much slower channel time variation as compared to RF V2V
links. On the other hand, the VVLC investigation in [16] obtained link duration for VVLC between
neighboring vehicles are more than 5 s while in certain other cases the average link duration can be
up to 15 s. The safety regulations in [17,18] provide the speed limits and inter-vehicle distance in
different weather conditions for the estimation of the desired distance of coverage. Table 1 shows the
speed limit based on the European Commission regarding mobility and transport standards, which
may vary slightly from one European country to the other. The inter-vehicle distances outlined have
been calculated based on the 2 s driving rule for good to bad weather conditions, according to the
Government of Ireland, which recommends that a driver maintains a minimum of two seconds apart
form the leading vehicle for good weather conditions, which is doubled to four seconds in bad weather.

Table 1. Inter-vehicle distances based on the weather condition based on regulations in [17,18].

Speed Limits [km/h] Inter-Vehicle Distance [m]
Weather condition Motor ways Rural roads Motor ways Rural roads
Good weather 120–130 80–90 67–72 44-50
Bad weather (VM = 50 m) 50 50 56 56

The performance of intensity-modulation and direct-detection method employed by
LED-to-Photodiode (PD) VLC [9,19], is highly restricted by external light sources such as sunlight,
public lighting, and signaling. Moreover, weather conditions, such as the presence of fog, or high
temperatures, cause substantial optical distortions [20]. Addressing these challenges, authors in [21]
derived a path-loss model for PD-to-LED VLC using Mie’s theory and simulating rain and fog
conditions in a vehicular VLC setting. They determined the maximum achievable distances as a
function of the desired bit-error-ratio (BER) using pulse amplitude modulation (PAM). They found
that, for a 32-PAM system, the maximum distance achievable for the desired BER of 10−6 is reduced
from 72.21 m in clear weather, to 69.13 m in rainy conditions, and 52.85 m and 25.93 m in foggy
conditions of different densities. The same Mie’s theory is also used in [22] to evaluate a PD-based
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VLC link under maritime fog conditions. Scattering and phase functions are derived, as well as the
spectrum of the attenuation of optical signals for different distances. In [23], the authors experimented
with a LED-to-PD VLC link of 1 m distance based on a single 1 W red LED and multiple PDs attached
to a Fresnel lens under dense fog conditions in a laboratory chamber. The lens allows them to maintain
a 25 dB signal-to-noise ratio (SNR) varying the optical gain it provides to compensate the attenuation
due to the fog presence.

Atmospheric turbulence, and oceanic turbulence in the case of Underwater Wireless Optical
Communication (UWOC), has been extensively studied. Guo et al. introduced the traditional
lognormal model into a simulated VLC link for ITS [24]. The authors proved that VLC wavelengths
in ITS performed worse than longer ones (e.g., 1550 nm), which is straightforward, taking into
account that the turbulence measured by Rytov’s variance has a dependence on the wavelength. In
the case of UWOC, in which the use of visible-range wavelengths is mandatory due to the water
absorption spectrum, Kolmogorov’s turbulence spectrum is substituted by Nikishov’s [25]. This
turbulence spectrum fits better with the experimental measurements since it takes into account not
only temperature but salinity variations.

Although the impact of turbulence has been characterized for classical optical detectors, its effect
on OCC systems has not been adequately addressed yet. Works addressing channel characterization
in outdoor OCC links [20] are still scarce compared to the amount of research on PD-based VLC. In
the previous work [26], we evaluated the feasibility of a global shutter-based OCC link under fog
conditions by the success rate of bits of vehicular link experimentally tested with a red brake light and
a digital reflex camera. For a modulation index of 75%, the system showed high reliability under dense
fog conditions up to a meteorological visibility of 20 m.

The contribution of this paper is to experimentally derive the feasibility of OCC in emulated
outdoor conditions of fog and heat-induced turbulence using commercially available LEDs and
cameras. This work is the first to report an experimental investigation on the effects of such conditions
on an RS-based system. The experiments carried out for this work were done using a laboratory
chamber, and the conditions emulated were of heat-induced turbulence and the presence of fog in the
air. The refractive index structure parameter (C2

n) [27] is used to estimate the level of turbulence and
the meteorological visibility (VM) as a measure of the level of fog. The fog experiments are especially
relevant because we utilize the camera’s built-in amplifier to overcome the fog attenuation and mitigate
the relative contribution of the quantization noise induced by the analog-to-digital conversion stage,
ensuring an improvement of the signal quality without increasing the exposure time, and, thus,
keeping a high bandwidth.

This paper is structured as follows. Section 2 describes the used methodology, including
the channel modeling, the model for the meteorological phenomena studied, and it presents the
experimental design. Section 3 presents the experimental setup, describing the laboratory chamber
and the OCC system employed. Section 4 shows the obtained results for heat-induced turbulence and
fog experiments and performs an in-depth discussion. Finally, conclusions are drawn in Section 5.

2. Methodology

In this section, we describe the relevant processes involved in the CMOS camera mechanism of
acquisition in RS-based OCC employed by our system and derive the analytical tools used for the
evaluation of its performance in the experimental setting.

2.1. Channel Modelling

In CMOS image sensors, the red-green-blue (RGB) light from a Bayer filter impinges the subpixels.
These entities are integrated by PDs and their driving circuit and are grouped by rows connected
in parallel to amplifiers and analog/digital converter (ADC) units that are shared by columns. The
output of these hardware blocks are image matrices that are sent to the camera digital signal processor
(DSP), where data is compressed and delivered to the user as a media file. The sensor performs
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RS acquisition, in which the start and end of the exposure of each row of pixels are determined by
the circuit’s fixed row-shift time (trs) and the software-defined exposure time (texp) [28]. The time
parameters and circuitry mentioned are shown in Figure 1. Since trs is fixed, in order to increase the
data rate, texp must be set as low as possible to make the sensor capture the highest diversity of states of
the transmitter within each frame. The received power PRx(t) at a camera coming from a Lambertian
light source of order m and transmitted power PTx(t) can be expressed as

PRx(t) = PTx(t) ·
m + 1

2π
· cosm θ

Alens cos Ψ
d2 , (1)

where θ and Ψ are the emission and incident angles, respectively, Alens is the area of the camera’s
external lens, and d is the link span. From the RS mechanism shown in Figure 1, we can express the
energy Ei captured by the ith row as

Ei =
∫ i·trs+texp

i·trs

PRx(t)

∑v
j ∑h

k Mj,k
dt, (2)

where h (columns), v (rows) are the dimensions of the image sensor, and M[v×h] is the mask of pixels
where the source shape is projected. From the integral limits, it can be derived that the bandwidth of
the Rx system decreases with the augment of the exposure time. In other words, the longer is texp, the
more lines are simultaneously exposed, and the received signal is integrated in longer and less diverse
time windows. For this reason, frames in OCC have to be acquired within short periods.

Figure 1. Typical configuration of Complementary Metal-Oxide-Semiconductor (CMOS) camera sub-pixels.

Note that low values of texp, along with the attenuation factor in outdoor channels caused by the
presence of particles such as fog or by the light refraction by turbulence can result in Ei lower than the
sensor’s lowest threshold of detection. For overcoming this, we can take advantage of the amplifying
stage in the subpixel circuitry shown in Figure 1. The voltage-ratio gain GV of the column amplifier
block behaves as

GV(dB) = 20 log10(V2/V1), (3)

where V1 is the voltage obtained from the pixel integration of light during exposure, and V2 is the
voltage value that is sampled by the ADC. In the case of the IMX219 sensor and of other CMOS sensors
with the architecture shown in Figure 1, a software-defined analog gain configuration can set the value
of GV for each capture. The typical values of GV range from 0 dB to 20.6 dB, as shown in [29].

The column gain GV of the CMOS sensor amplifies the received signal PRx and all the noises up
to the ADC. This includes the shot noise at the PD, and the thermal noises of the circuits, which can be
modeled as random variables of Normal distributions with variances σ2

sh, and σ2
th, as:

σ2
sh = 2qe

(
ipd(x, y, c) + id + ibg

)
B, (4)

σ2
th =

4kBTnB
GV

, (5)
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where kB is the Boltzmann’s constant, Tn is noise temperature, B = 1/trs is the bandwidth, qe is
the electron charge, id is the dark current of the camera’s pixels, and ipd(x, y, c) is the PD current at
pixel (x, y) in the color band c ∈ {R, G, B}. This current is determined by the emitted spectrum of
the light source, the corresponding Bayer filter, and the substrate’s responsivity. Finally, ibg models
the contribution of the background illumination level to the shot noise. Nonetheless, since reduced
exposure times are generally used, the contribution of ibg can be neglected.

The signal is then sampled by the ADC, introducing quantization noise (σ2
adc), that is usually

modeled as a zero-mean random normal contribution whose variance depends on the resolution of the
converter. This results in the SNR, which is referred at the DSP’s input as:

SNR ≈
GV · i2pd(x, y, c)

GV
(
σ2

th + σ2
sh
)
+ σ2

adc
. (6)

Considering the SNR as a function of GV , it can be observed that it has an increasing behaviour
with an upper asymptote given by i2pd(x, y, c)/(σ2

th + σ2
sh). Especially in the cases when the signal

entering the ADC is weak, e.g., as in high attenuation scenarios such as in the presence of dense fog,
the relative loss due to quantization noise can be minimized by increasing the column amplification.
In other words, the SNR can be optimized by the camera analog gain, unless the ADC is saturated.

Our system employs an On-off keying (OOK) modulation for each of the color bands with a
fixed data input that is used as a beacon signal. For bit error ratio (BER) derivation, let us assume the
system now works with a random data input of p0 = p1 = 0.5 as the probabilities of value 0 and 1,
respectively. The Maximum Likelihood Estimator (MLE) threshold µmle at the detection stage of the
OOK demodulation is given by

µmle = (µ0 + µ1)/2, (7)

where µ0 and µ1 are the expected values of the received signal for the cases of transmitted signal equal
to bits 0 and 1, respectively. If the receiver’s DSP applied a digital gain kd, the resulting MLE threshold
would be µ̃mle = kd(µ0 + µ1)/2. In this case, if µ1 < 2nbit , where nbit is the bit depth, and 2nbit is the
maximum digital value of the signal coming from the ADC, the BER would tend to the worst case of a
coin flip (error probability equal to 0.5).

2.2. Meteorological Phenomena

The presence of fog particles and turbulence in the air are known as relevant sources of signal
distortion in outdoor optical systems. These conditions can be emulated in a laboratory chamber, and
well-known parameters can estimate their degree, as explained in the following derivations.

Beer’s law [30] can describe the attenuation of propagating optical signals caused by fog. Generally,
in optical systems, visibility VM in km is used to characterize fog attenuation (A f ). Using the Mie’s
scattering model [31], A f can be related to VM as:

A f =
3.91
VM

(
λ

550

)−q
, (8)

where λ denotes wavelength in nm and parameter q is the distribution size of scattering particles given
by Kim’s model [32], which is in the short range of visibility (<0.5 km) considered equal to zero. Thus,
VM is given by:

VM =
3.91
A f

. (9)

The channel coefficient for fog h f can be determined by applying Beer’s law describing light
scattering and absorption in a medium as:

89



Sensors 2020, 20, 757 6 of 15

h f = e−A f d. (10)

Consequently, the average received optical power for the LOS link at the Rx under fog is
expressed as:

PRx f (t) = PRx(t)h f + n(t), (11)

where n(t) denotes the addition of noises associated with σ2
th and σ2

sh.
The coefficient h f depends on the value of the product of fog-attenuation and distance (A f · d),

which is known as the optical density of the link. This variable can have the same value for different
combinations of fog level and link span, allowing to infer the influence of both variables varying only
one of them.

The heat-induced turbulence of air results from variations in temperature and pressure of the
atmosphere along the path of transmission. Consequently, this leads to variations of the refractive
index of the air, resulting in amplitude and phase fluctuations of the propagating optical beam [33].
For describing the strength of atmospheric turbulence, the parameter most commonly used is the
refractive index structure parameter (C2

n) (in units of m−2/3) [34,35], given by:

C2
n =

(
79 · 10−6 P

T2

)2
· C2

T (12)

where T represents temperature in Kelvin, P is pressure in millibar, C2
T is the temperature structure

parameter which is related to the universal 2/3 power law of temperature variations [35] given by:

DT = 〈(T1 − T2)
2〉 =

{
C2

T · L2/3
P l0 � LP � L0

C2
T · l−4/3

0 · L2
P 0� LP � l0

, (13)

where |T1 − T2| is the temperature difference between two points separated by distance LP, while the
outer and inner scales of the small temperature variations are denoted by L0 and l0, respectively.

2.3. Experimental Design

For the OCC system to be tested under emulated meteorological phenomena, the following
conditions were considered. The signal transmitted by the VLC lamp was chosen to be a repetitive
beacon, formed by a sequence of on-off pulses of each of the RGB channels, and followed by a black (off
state) pulse denoted as K, then, the beacon was arbitrarily set to the following: G-R-B-K. The K pulse
allows measuring the dark intensity in the pixels that cover the lamp image, while the pure color pulses
allow to estimate the inter-channel cross-talk between the LED RGB colors and the RGB subpixels
of the camera, as explained in our previous work [36]. The Rx camera equipment was configured
to take captures with fixed texp and different GV sequentially. After taking reference measurements,
the atmospheric conditions were emulated while the beacon transmission and capture processes
were sustained. The reference and test image sequences are processed through the stages shown in
Figure 2, including the extraction of relevant pixels area in the picture, the estimation and enhancing
of inter-channel cross-talk, and finally, the computation correlation between the signals obtained in
clear conditions and under emulated weather conditions.

The extraction of the relevant group of pixels in OCC image frames, known as Region of Interest
(ROI) detection, consists of locating the projection of the source in the image. In this case, we first
manually locate and extract the ROI from the reference sequence. Then, since the test group is taken
with the same alignment, the ROI stays fixed. Thus, the same coordinates of it are re-utilized. The
pixels containing data are then averaged by row, giving the three-channel (RGB) signal T[M×3], where
N is the number of rows of the ROI. From the reference ROI, a template of one G-R-B-K beacon signal
is saved as R[N×3], where M is the number of rows used by one beacon in the RS acquisition.
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Figure 2. Flow diagram of the offline processing of data captured by cameras.

As shown in previous work [36], the inter-channel cross-talk (ICCT), which is caused by the
mismatch between the LEDs and the camera’s Bayer filter spectra, is estimated from clear frames
and then compensated in all datasets. We separately analyze R, G, and B pulses from the beacon
signal. A matrix H[3×3] is obtained by averaging the contribution of each pure-LED pulse at the
three RGB subpixels. In other words, a component hij from H[3×3] is the average measure from the
jth subpixel when the ith LED is illuminating it, where i, j ∈ {R, G, B}. The inverse matrix H−1

[3×3] is
used to clean all the datasets from ICCT found at this configuration. Finally, ICCT cleaned signals
x = (R · H−1)[N×3] and y = (T · H−1)[M×3] are compared using the Pearson’s correlation coefficient
rxy, which is defined as:

rxy =
∑N

i=1(xi − x̄)(yi − ȳ)√
∑N

i=1(xi − x̄)2
√

∑N
i=1(yi − ȳ)2

, (14)

where xi are the reference sample points from R, of size N, yi are N consecutive samples of T,
and x̄, ȳ are the mean values. The correlation is calculated for all possible consecutive subsets
yj, yj+1, ..., yj+N−1, (j + N − 1) < M and the maximum value rmax

xy is considered the similarity of
the frame compared to the reference.

3. Experimental Setup

In this section, we describe the full setup of our experiments, which is shown in Figure 3, including
the laboratory chamber used, the tools used for emulating hot and foggy weather conditions, the
measurement devices used for estimating the levels of each condition, and the Tx and Rx devices that
comprise the OCC link. The key experiment parameters are listed in Table 2 and the block diagram of
the experimental setup is shown in Figure 4.

Figure 3. Photos of the laboratory setup utilized in the experiments.
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Figure 4. Block diagram of the experimental setup.

Table 2. Experiment key parameters.

Parameter Value
Transmitter

Device 12 V DC RGB LED strips (108 × 5050 SMD chips)
Front-end device Microcontroller Atmel ATMega328p [37]
Idle power [W] 4.76
Dominant wavelengths [nm] 630 (Red), 530 (Green), 475 (Blue)
Tchip [s] 1/8400

Receiver
Camera Picamera V2 module (Sony IMX219)
Resolution 3280× 2464 px
texp [µs] 60
Gain (GV) [dB] 0, 1, . . . , 16
Frame rate [fps] 30

Laboratory chamber
Dimensions [m] 4.910× 0.378× 0.368
Temperature sensors 20 × Papouch Corp. TQS3-E (range: −55 to +125◦C× 0.1◦C)
LASER source Thorlabs HLS635 (635 nm) F810APC
Optical power meter Thorlabs PM100D S120C
Heat blowers 2 × Sencor SFH7010, 2000 W
Fog machine Antari F-80Z, 700 W

3.1. Laboratory Chamber

The atmospheric chamber set up for measurements in the facilities of the Czech Technical
University in Prague [27] features two heater fans, and one Glycerine machine, that can blow hot air
and fog into the chamber, respectively. For the characterization of turbulence and light scintillation in
the chamber, an array of 20 temperature sensors were set up equidistantly. A laser source of 625 nm
and 2 mW, and an optical power meter placed on each end of the chamber are used to measure the
fog attenuation.

3.2. OCC System

The transmitter unit was built using strips of RGB LEDs connected to a microcontroller (model
ATmega328p [37]) through a switching circuit based on transistors. The LED arrays were installed
on aluminum rails with a white meth-acrylate diffuser. The circuitry makes the RGB channels to
emit the beacon signal (idle state) repeatedly, or to send arbitrary data coming from a serial port (this
feature was not used in this experiment). The chip time tchip or the pulse width is set by software in
the microcontroller. In the case of the experiments, this parameter was set to 1/8400 s.

The receiver was made using an Element14 Raspberry Pi board with its official camera device
PiCamera V2. The firmware allows to set GV from 1 to 16 dB and exposure time from 20 ns up to the
time elapsed between frame captures, which in case of 30 fps video is approximately 33.3 ms. The
fixed internal structure of the CMOS sensor (Sony IMX219) featured by the PiCamera is set to have a
row-shift time trs = 18.904 µs [29]. The exposure time was set to texp = 60 µs.
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Given the hardware configuration of our system in the laboratory, as shown in Figure 3, each of
the image frames can contain up to 64 symbols. Since the modulation uses RGB channels, each symbol
then is formed by 3 bits. The maximum throughput of this configuration at 30 fps is then 5.76 kbps.

4. Results

In this section, we show the results from the analysis of the images obtained from heat-turbulence
and fog experiments carried out, as shown in Section 3. The maximum values of the correlation
coefficient were computed between the ICCT-compensated reference image sequence and the images
captured under different conditions, as explained in Section 2. The rmax

xy values obtained are analyzed
together with the experimental parameters set: C2

n in the case of heat-induced turbulence, and VM, GV ,
in the case of fog.

4.1. Heat-Turbulence Experiments

The heat-turbulence experiment’s reference image sequence was captured using the chamber
heaters off at a stabilized laboratory temperature of 21.7 ◦C. Thus, the template signal extracted
from these captures is the result of operating the system under a negligible level of turbulence. The
remaining test image sequence was captured under the thermal influence of channel in two parts, one
under a higher laboratory temperature of 32.3 ◦C, and a second part with the heaters of the chamber
working at full power, setting another turbulence level. The C2

n parameter value is then calculated
using the temperature sensors samples. The rmax

xy values between the frames of the test image sequence
and the template are calculated. With these values, we infer the influence of this phenomenon.

The refractive index structure parameter values during the first part of the test image sequence
capture ranged from C2

n = 1.86 · 10−11 m−2/3 to 2.51 · 10−11 m−2/3 in high room temperature with
the heaters off. In the second part, the range of turbulence increased to 4.69 · 10−11 m−2/3 ≤ C2

n ≤
7.13 · 10−11 m−2/3. The obtained rmax

xy between the signals from each part of the experiment and the
template are shown as histograms in Figure 5. To estimate the similarity between the rmax

xy data from
the reference and from each part of the test image sequence, a Kolmogórov-Smirnov (KS) statistical
test was done, which consists of a non-parametric tool that estimates if two data sets are samples
from the same distribution with a confidence p-value [38]. The result is that the first part of the test
image sequence has p = 0.81 confidence value of having the same distribution as the reference, and
the second has p = 0.83. It can be seen an almost negligible influence of turbulence on OCC systems.

Figure 5. Distribution of maximum correlation coefficient values of image sequences taken (a) under a
cool room temperature of 21.7 ◦C (no turbulence), (b) under a warm room temperature of 32.3 ◦C and
with heaters off, and (c) with turbulence induced by the heaters.

The different ranges of turbulence analyzed presumably have the same distribution of rmax
xy values,

according to the KS statistical test, and also the vast amount of them meet that rmax
xy > 0.9, which

means that the experimental setup’s behavior is considerably similar to the reference, regardless of the
turbulence ranges that were induced. This robustness of the system can be attributed to the short link
distance and the big field of view of the camera. Both make the refraction effects unnoticeable in the
received signal of our system.
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4.2. Fog Experiments

For the fog emulation experiment, the reference image sequence was taken under clear air in
the laboratory chamber while the optical power meter measured the power of the laser without fog
attenuation. The test image sequence was taken while the chamber was arbitrarily supplied with fog
from the Antari F-80Z, while the laser power was measured in synchronicity in order to label each
image with the current VM. The value of GV of the images was sequentially modified from 0 to 16 dB
by steps of 1 dB during the test image sequence, while for the reference, it was set to zero as default.

The rmax
xy values obtained for the test images sequence varying GV and VM are shown as a contour

plot in Figure 6. The high correlation area (rmax
xy > 0.9) determines three important regions (highlighted

in Figure 6 by dashed circles). For the high values of visibility, the signal coming from the transmitter
is not affected by the fog attenuation and is received with the highest power. Then, the increase of
gain causes saturation of the ADC, affecting the correlation. In the low visibility region, the presence
of dense fog attenuates the received signal and lowers the correlation. It can be seen that, in this
low-visibility region, the increase of gain gives a high correlation, meaning that the camera amplifier
compensates the attenuation from fog. The region in between, around 50 m visibility, shows high
values of correlation regardless of the variations of gain. The three regions described are shown
in Figure 7, and a non-parametric locally estimated scatterplot smoothing (LOESS) regression [39]
is performed with parameter span s = 0.5 to show the trend of the data points. Examples of the
ROI extraction from test images sequence are included to depict the effect of visibility and gain over
the frames.

Figure 6. Maximum correlation between test and reference signals varying camera gain under emulated
fog conditions of different values of meteorological visibility.

Figure 7. Maximum correlation data (gray dots) from fog-emulation experiments, separated by levels of
(a) low, (b) medium, and (c) high visibility and their respective locally estimated scatterplot smoothing
(LOESS) regression for s = 0.5 (black curves). The area encircled in (a) is the region of image frames
affected by the fog attenuation and in (b) by gain saturation. Insets are Region of Interest (ROI)
extraction examples: (1) for low visibility and low gain, (2) low visibility and high gain, (3) medium
visibility and low gain, (4) medium visibility and high gain, (5) high visibility and low gain, and (6)
high visibility and high gain.
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From the minimum gain values in the area of rmax
xy > 0.9, an optimum gain curve Gopt

V is derived
providing that there is an inverse proportionality relationship between meteorological visibility and
camera gain as follows:

Gopt
V (VM) =

kv

VM
, (15)

where kv is an empirical parameter. Using curve fitting, the value kv = 0.0497 dB·km was derived for
our experimental setup.

In order to calculate the SNR from the empirical data obtained, we have considered that OOK
modulation is used. The following approximation of the SNR has been derived (note the 1/2 factor
due to OOK):

SNR =
1
2

E2 [XROI ]

V [XROI ]
, (16)

where XROI comprises the samples of pixels that fall within the ROI mask M[v×h] as described
in Equation (2), which was determined from reference images and since the Tx and Rx are static
it is the same for the whole experiment. E[·], and V[·] denote the statistical expected value and
variance, respectively.

The empirical SNR definition was calculated for all the image sequences of the fog experiments.
The results for the frames taken with GV = 11 dB are shown in Figure 8 for the three RGB channels.
This value of gain was chosen because, as shown in Figure 6, the level GV = 11 dB is affected by the
dense fog and also by the saturation. The SNR values in Figure 8 are plotted against optical density
in logaritmic scale. They show that higher attenuation A f values, or alternatively, longer link spans,
cause a decay of the SNR. Therefore, a curve fitting was carried out assuming that the SNR decays at a
rate of α dB per decade of optical density, as follows:

SNR(A f d) = SNR(1) + α · log(A f d), (17)

where SNR(1) is the estimated signal-to-noise ratio at unitary optical density.

Figure 8. Empirical signal-to-noise ratio (SNR) values obtained from captures at GV = 11 dB plotted
against optical density values at fixed link range d and with A f values emulated by the presence of fog.
The plot in (a) corresponds to R channel, (b) to G channel, and (c) to B channel, and their respective
fitted curves.

The SNR values obtained from the image sequences were also evaluated on their influence over
rmax

xy , as shown in Figure 9. A LOESS regression also shows the trend of the scatterplots in the figure,
and it can be seen that rmax

xy increases with the SNR, except for the highest SNR values in the blue
channel, which are affected by saturation of the ADC. It can also be seen that SNR values higher than
5 dB make rmax

xy > 0.9 for most of the samples. From this, it can be concluded that rmax
xy is a valid metric

for the quality of the signal in OCC, although SNR is more robust.
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Figure 9. Values of rmax
xy from test image sequence of the fog-emulation experiment plotted against

empirical SNR. The values are for frames taken with GV = 11 dB. The scatter plot in (a) corresponds
to R channel, (b) to G channel, and (c) to B channel, and the curves in black are their corresponding
LOESS regression for span value s = 0.7.

The results obtained in this experiment show that the fog attenuation can make the power of
the optical signal weaken down to the point that the noise induced by the ADC considerably affects
the SNR. In other words, the conversion to digital corrupts the weak optical signal from dense fog
conditions or long link spans. In these cases, the column amplifier of the camera is crucial to keep a
high amplitude input at the ADC and reduce the effect of quantization.

5. Conclusions

In this paper, we presented an experimental study of the influence of two kinds of atmospheric
conditions over an RS-based OCC link: the heat-induced turbulence due to random fluctuations of the
refractive index of the air along the path, and the attenuation caused by the presence of fog particles in
the air. The image sequences captured under the two different conditions were compared to a reference
sequence of images taken under clear conditions. For this, we used the maximum value of Pearson’s
correlation coefficient rmax

xy to determine their similarity. We have also evaluated the signal quality
by the empirical SNR obtained from the image frames and showed its relationship with rmax

xy and its
dependence on the product between fog attenuation and link span, known as the optical density. The
most important findings in this work are, first, that the turbulence levels emulated do not affect the
signal quality considerably. For the fog experiments, we have derived an expression for the theoretical
SNR as a function of the analog camera gain, showing that a CMOS camera-based OCC system can
improve the SNR by using the column amplifier. In the fog experiments, the correlation rmax

xy was
impaired in two different cases: for high values of VM, when the gain is increased, the correlation drops
because of the saturation of the signal, and, for low visibility, the attenuation caused by the fog impairs
the similarity to the reference when the gain is low, because of the loss due to quantization noise at
the ADC. It was found for the latter case that by increasing the gain of the camera, the attenuation
can be compensated, allowing the OCC link to receive signal with a rmax

xy > 0.9 for VM values down to
10 m. Our findings show that there is an inverse proportionality relationship between the optimum
camera gain and the visibility, and that the empirical SNR decays at a rate α with the optical density.
This utilization of the CMOS camera’s built-in amplifier opens a new possibility for OCC systems,
extending the control strategy, and allowing to keep low exposure times and, thus, a high bandwidth,
even in dense fog scenarios.
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Connection to my Ph.D. thesis:

Unlike the hybrid wired and wireless schemes proposed in [100, 101], the VLC system

with hybrid PD- and camera-based Rxs can be used in short-range indoor OIoT. Low Rb

(Rb−Low) applications, as previously mentioned, can be supported by OCC links, while

high Rb (Rb−High) applications such as online streaming, downloading big data, internet

surfing, etc., can be supported by PD-VLC links hence offering good degrees of mobility

and applications in the OIoT environments while using a single Tx. Therefore, integrating

both VLC-PD and OCC (IS-based VLC) links simultaneously can provide a versatile

OIoT environment, where users can have a choice based on the device to switch between

high- and low-speed VLC. However, there are still challenges in the integration of both

technologies within the single hybrid system, such as:

• lower and limited frame rate in contrast to high-speed PDs

• incompatibility in Rb between VLC with PDs and IS, i.e., Rb−High >> Rb−Low

• the use of LEDs with different modulation bandwidth in PD- and IS-based VLC

links, which can result in interference and noise in other’s Rxs

• the increase in the overall implementation cost due to use of multiple LEDs.

As a solution to these challenges, in this work, we propose a SIMO hybrid VLC system

utilizing a single LED-based Tx, and PD- and IS-based Rxs for high- and low-speed data

transmission simultaneously, respectively. We propose a new hybrid modulation format

that can be used for both high- and low-speed VLC links, and develop an experimental

test-bed for verification. We present results for evaluating the link performance in terms

of the BER and the reception success by considering the impact of the low-speed IS-based

VLC on the PD-based VLC and vice versa.
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Abstract—Visible light communications (VLC) is an emerging 
technology utilizing light emitting diodes and photodetectors (PDs) 
and cameras (i.e., image sensors (ISs)) as the transmitter and 
receivers (Rx), respectively for simultaneous data 
communications, illumination, localization and sensing in indoor 
optical Internet of Things. We propose, a single-input multiple-
output (SIMO) hybrid VLC system using PD- and IS-based Rxs 
for simultaneous high- and low-speed (i.e., Rb-High and Rb-Low) data 
transmission. In addition, we propose amplitude overlapping AOL 
in the modulation format to increase the Rb  and reduce the 
attenuation due to high-pass filter effect of the bias-T. We 
experimentally evaluate the performance of the proposed scheme 
considering the inter-link impacts. Results show that, at AOL of 0 - 
0.2, (i) the measured bit error rate for the PD-based VLC is below 
the forward error correction limit of 3.8×10-3 for Rb-Low of 2.5 and 
5 kb/s at Rb-High of 35 and 60 Mb/s, respectively; and (ii) for the IS-
based VLC link with the camera gain of 4 dB and Rb-High of up to 
70 Mb/s, the reception success rates are > 96 and 90 % at Rb-Low of 
2.5 and 5kb/s, respectively.   
 

Index Terms— Internet of Things (IoT), single-input multiple 
output (SIMO), light emitting diodes (LEDs), visible light 
communications (VLC), photodiode (PD), optical camera 
communications (OCC), camera, image processing.   

I. INTRODUCTION 

ECENT developments in Internet of Things (IoT) stems 
largely from interconnections and communications 

between a number of users and a plethora of different devices, 
collectively referred to as the smart devices connected to the 
wireless cellular networks [1]. This wireless-based IoT assists 
in developing and implementing the smart indoor environments 
(i.e., homes, offices, hospitals and industries), which enable 
interactions between smart devices and humans, as part of the 
fifth and sixth generation wireless networks. The major 
requirements in IoT-based communications system designs are 
[2]: (i) human value - smart applications, substantial benefits, 
quality of life and better utilization of resources; (ii) data value 
- secured links and fast processing; (iii) connectivity - protocol 
developments; and (iv) efficiency and availability. Note that, it 
is challenging to fulfil the aforementioned requirements by only 
relying on the costly and frequency spectrum congested radio 
frequency (RF) technologies. Alternatively, in many 
applications, where RF cannot be deployed due security 
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reasons, insufficient spectrum, etc., the optical wireless 
communications (OWC) technology covering ultraviolet, 
infrared, and visible bands can be adopted  in IoT as part of the 
5G wireless networks [3]. OWC utilizing the visible light 
spectrum (i.e., ~370-780,  nm), known as visible light 
communications (VLC) with a useable bandwidth B of ~ 400 
THz, which is 10,000 times wider than RF [4, 5], uses light-
emitting diodes (LEDs) luminaries and photodetectors (PDs) to 
simultaneously provide data communications, illumination, 
localization, and sensing in mostly indoor environments [4]. 
VLC systems with data rates Rb within the range of 100 Mb/s 
to 15.7 Gb/s using polarization division multiplexing [6] and 
orthogonal frequency division multiplexing (OFDM) with 
adaptive bit loading technique [7 – 9], respectively have been 
reported in the literature. 

Utilizing LED-based lighting infrastructures offer benefits 
such as lower power consumption, longer life expectancy, 
lower flicker factor, lower heat generation, and fast switching, 
where the latter is highly desirable in high-speed applications 
[4, 5]. To this end, extensive works have been reported by 
extending the point-to-point VLC links defined in IEEE 
802.15.7 standard [10] also termed as light-fidelity (LiFi). LiFi 
utilizing off-the-shelf LEDs was proposed as an enabler for the 
IoT in indoor environments [11] with three main features such 
as precise positioning, power delivery since energy can be 
harvested from light, and inherent security [11]. In [12], the 
LiFi-enabled bidirectional IoT communications system with 
visible and infrared lights used in the downlink and uplink, 
respectively was investigated. In the proposed bidirectional 
LiFi-IoT system, a non-orthogonal multiple access scheme with 
the quality-of-service guaranteed optimal power allocation 
strategy was adopted to maximize the energy efficiency of both 
down- and up-link [12]. Therefore, the realization of all optical 
IoT (OIoT) using the VLC/OCC technology with multiuser 
bidirectional transmission [13], multiple access [14], and 
handover [15] features has been made possible [16]. 

Hybrid OWC schemes using fiber links to transmit high-
speed signals from the base station/optical line terminal to the 
indoor access network/optical network unit, and VLC-PD links 
in an indoor access network have been proposed in the 
literature. In [17], M-ary amplitude shift keying (MASK) 
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quadrature amplitude modulation (QAM)-OFDM using a 2 
GHz direct-modulated-laser (DML) with net data rates up to 
4.18 and 3.80 Gb/s for fast Fourier transform sizes of 128 and 
64 was reported. In [17], a lower frequency MASK signal 
modulates the power of each OFDM symbol, where the total 
power of an OFDM symbol denotes the MASK signal. The 
positive half and the full modulation depths were used to 
represent the low bit 0 and high bit 1, respectively. In [18], 
OFDM-based passive optical network was proposed for the 
hybrid wired and wireless optical access network. In the 
adaptive envelope modulation, multiple consecutive unipolar 
(CE) OFDM symbols are grouped together via symbols 
grouping and the power of each constant envelope CE-OFDM 
symbol group is determined by the M-ary pulse amplitude 
modulation (M-PAM) encoded wireless input data via power 
allocation. For indoor OWC, a DC bias is first added to the M-
PAM signal prior to intensity modulation of the LED. 
Following indoor free-space transmission, at the receiver the 
light focused on the PD via a lens. The regenerated electrical 
M-PAM signal is A/D converted and demodulated to generate 
the transmitted data stream. 

On the other hand, VLC systems employing a IS-based 
receiver (Rx) better known as optical camera communications 
(OCC) (defined within IEEE 802.15.7 SG 7 [19]) have been 
gaining attention in the research community and industry 
because of the availability of smart devices integrated with 
high-speed and high-quality cameras [20]. Note, the CMOS-
based cameras can capture images or record video streams 
using the global shutter (GS)- and rolling shutter (RS)-based 
capturing modes at different resolutions. The RS-based cameras 
can simultaneously capture  multiple LEDs (i.e., in ON and 
OFF states) in a single frame, as rows of the image pixels are 
exposed to the light one at a time [21], thus achieving flicker-
free transmission with increased Rb. However, Rb is rather low 
mainly limited mainly by the camera frame-rate fR. For human, 
fR  is 16 fps, as this is the threshold to which the mind no longer 
perceives sequences as flashing images. For films, typically fR 
is used in the range of 24 to 48 fps, a value slightly above the 
perceptual limit, while in advanced smartphones with slow 
motion capabilities, fR could be as high as 120 fps with high-
definition formats such as 1280×720 pixels. For sport action 
and professional high-speed cameras fR are 240 and > 1000 fps, 
respectively.  

Unlike the hybrid wired and wireless schemes proposed in 
[17, 18], the VLC system with hybrid PD- and camera-based 
Rxs  can be used in short-range indoor OIoT applications for 
positioning, localization, navigation [22, 23], device-to-device 
communications (where higher Rb is not the main requirement), 
mobile transactions, motion-based device control [24], small 
identification information, communications through 
advertisements [25], etc., which offer good degrees of mobility 
in the OIoT environments [24, 26]. A number of VLC systems 
for use in IoT have been reported including (i) DIMLOC - 
dimmable LEDs in smart buildings using a smartphone camera-
based Rx [22]; (ii) integrated VLC and VLC positioning 
networks [27]; (iii) Foglight - spatial encoding using a 
projector-based on the gray-coded binary images [23]; and (iv) 

LiFi4IoT - that provides three individual motes such as (a) 
retroreflector using downlink OCC and a liquid crystal shutter 
on top of a retroreflector, which enables the use of light 
backscattering as an uplink; (b) PD+LED operating in the sleep 
mode to harvest the energy from the ambient light for powering 
the IoT mote and for the up- and down-link; and (c) hybrid 
RF/LiFi where the LiFi downlink and RF uplink are established 
[11]. Therefore, integrating both VLC-PD and OCC (IS-based 
VLC) links simultaneously can provide a versatile OIoT 
environment, where users can have a choice based on the device 
to switch between high- and low-speed VLC with PDs- and ISs-
based Rx, respectively as shown in Fig. 1.  

However, there are still challenges in the integration of VLC 
technology with hybrid PD- and camera-based Rxs in the OIoT 
environments, such as (i) lower and limited fR in contrast to 
high-speed PDs; (ii) incompatibility in Rb between VLC with 
PDs and IS, i.e., Rb-High >> Rb-Low; (iii) the use of LEDs with 
different modulation bandwidth BLED in PD- and IS-based VLC 
links, which can result in interference and noise in other’s Rxs; 
and (v) the increase in the overall implementation cost due to 
use of multiple LEDs. As a solution to these challenges, in this 
work, we propose a single-input multiple-output (SIMO) hybrid 
VLC system utilizing a single LED-based Tx, and PD- and IS-
based Rxs for high- and low-speed data transmission 
simultaneously, respectively, see Fig. 1. Note, the high-speed 
PD-based VLC is mainly utilized for downloading big data, 
internet surfing, and online streaming, while the low-speed IS-
based VLC is employed for transmission of short messages, 
identification, promotion information, control signals, and 
indoor localization information. It is envisaged that, the 
proposed scheme can provide versatile indoor services that 
allow users to receive data regardless of the devices used. For 
this reason, we propose a hybrid modulation format that can be 
used for both high- and low-speed VLC links, and have 
developed an experimental test-bed for verification. We present 
results for evaluating the link performance in terms of the bit 
error rate (BER) and the reception success by considering the 
impact of the low-speed IS-based VLC on the PD-based VLC 
and vice versa.  

 
Fig. 1.  SIMO hybrid VLC scheme: Concept of simultaneous high- and low-
speed data transmission for versatile OIoT based indoor environment.  

The remaining sections are organized as follows: Section II 
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gives a brief outlook and limitations of previous related works; 
Section III provides an overview of the proposed OIoT: SIMO 
hybrid VLC scheme; Section IV presents experiment results 
and discussion; Section V summarizes the performance and 
results of the proposed scheme and Section VI concludes the 
article along with future outlook.  

II. RELATED WORKS 

A. Fuzzy logic-based network selection in hybrid OCC/LiFi: A 
switching mechanism was used to select OCC or LiFi link (not 
both)  based on the network selection factor obtained using the 
fuzzy logic [28]. Even though the major focus was on the 
network selection, the main points of 
modulation/demodulation, data processing, and BER 
performance for both links needs further investigation. The 
work was further extended using the fuzzy logic and round-
robin scheduling for assigning an appropriate network to the 
users in a hybrid OCC/LiFi system [29]. However, similar to 
the scheme in [28], the paper lacked details on simultaneous 
data transmission and processing.  

B. VLC-OCC hybrid wireless systems: A 15-Wt LED lamp is 
used for simultaneous data transmission at high- and low-speed 
in VLC and OCC link, respectively [30]. Note, to utilize the 
dimming functionality of LED, Manchester coding and variable 
pulse position modulation were used for OCC and VLC, 
respectively, where the later was transmitted only during ‘high’ 
duration of OCC (i.e., the ON state). However, the bandwidth 
efficiency of the system was low since only the ON state of the 
signal in the VLC link was utilized.  

C. Hybrid OCC/LiFi with multilevel LED: Similar to [17, 18], a 
unipolar multilevel LED-based hybrid encoding scheme was 
proposed in [31]. In OCC and LiFi, the data were transmitted 
using different power levels of the LED (i.e., intensity shift 
keying (ISK)) and multilevel OOK, respectively. In ISK, the 
‘high’ and ‘low’ levels (i.e., bits ‘1’ and ‘0’) were modulated at 
power levels of 39, 35.0, and 36.7 dBm, respectively. However, 
to detect a small difference of ~1 dB between high and low 
levels, a highly sensitive IS-based Rx with a highly precise and 
complex data processing is required. Moreover, changing the 
power levels corresponding to the varying amplitude depths of 
the ON and OFF bits, which affects signal detection and 
processing, will need further investigation.  

The limitation of bandwidth efficiency and the effect of 
multilevel LED transmission based on varying amplitude 
depths of the ON and OFF signal levels in hybrid signal 
detection as well as the comprehensive analysis of data 
processing lacked in [28-31] are addressed in the proposed 
SIMO hybrid VLC scheme for OIoT.  

III. OPTICAL IOT: SIMO HYBRID VLC SCHEME 

As previously mentioned, unlike conventional PD-based 
VLCs with Rb of 100 Mb/s up to 15.7 Gb/s [6 – 9], the camera-
based Rx in OCC has a limited Rb of few kb/s due to low capture 
speed of the camera i.e., ranging typically from 30 to 60 fps 
[32]. As outlined above, there are several challenges that need 
addressing prior to full utilization of hybrid VLC using a single 
LED Tx for both PD- and IS-based VLC. The major advantage 
of this scheme is that, being able to use either links depending 

on the needs in indoor OIoT environments with reduced 
complexity. To demonstrate the SIMO hybrid VLC concept, we 
propose a bipolar modulation format that facilitates both low- 
and high-speed transmissions using a single LED, which is 
outlined below. This is followed by a detailed overview of the 
proposed SIMO hybrid VLC scheme.  

A. The Proposed Modulation Format 

Figure 2 shows the time waveforms of the proposed 
modulation format adopted in SIMO hybrid VLC, where the 
signal with Rb-High(i.e., with the bit duration Tb-High shown in 
blue) is superimposed on the signal with Rb-Low (i.e., Tb-Low in 
orange). The data and the superimposed s(t) signals are in the 
non-return-to-zero on-off keying (NRZ-OOK) and bipolar 
formats, respectively. Note that, Tb-Low = iTb-High, where i  2, , 
i.e., Rb-High = i ˑ Rb-Low. Since Rb-Low is the lower bound, then the 
LED is intensity modulated at the modulation frequency, which 
is given as: 

𝑓௦ି୐୭୵ =  𝑅௕ି୐୭୵ ×  𝑁୐୭୵, (1) 

where NLow is the number of samples of Rb-Low, which is given 
in terms of the number of samples of high-speed link NHigh as: 

𝑁୐୭୵ =  
𝑅௕ିୌ୧୥୦ ×  𝑁ୌ୧୥୦

𝑅௕ି୐୭୵

=  
𝑓௦ିୌ୧୥୦

𝑅௕ି୐୭୵

. 
(2) 

From (2) and (1), we have: 

𝑓௦ିୌ୧୥୦ =  𝑅௕ି୐୭୵ ×  𝑁୐୭୵ =  𝑓௦ି୐୭୵. (3) 

Therefore, the generated signal s(t) will contain two different 
data rates modulated with fs-Low. Note, (3) is valid for two 
different data rates (i.e., Rb-High  Rb-Low), which is defined as: 

𝑠(𝑡) =  𝑆𝑖𝑔𝑛𝑎𝑙(𝑓௦ି୐୭୵)்್షై౥౭

+ 𝑆𝑖𝑔𝑛𝑎𝑙(𝑓௦ିୌ୧୥୦)்್షౄ౟ౝ౞
. 

(4) 

 
Fig. 2.  Proposed modulation format for simultaneous transmission of high- and 
low-speed VLC-PD and OCC links, respectively. 

To increase signal levels (i.e., A-depth) and therefore 
improve the BER performance as well as maintain the high 
quality of low-speed link, we provide a solution based on A 
overlap AOL, see Fig. 3. As it will be shown in the experimental 
demonstration, this approach mitigates the frequency 
dependency of the high-pass filter (HPF) effect due to the use 
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of bias-T in intensity modulation the LED with s(t). Figure 3(a) 
shows s(t) for AOL of 0, i.e., no overlap between +A and -A 
levels. Figures 3(b) and (c) depict s(t) with the overlapping 
regions. Note, higher AOL leads to improved link performance 
for the high-speed VLC link at the cost of deteriorating 
performance deterioration the low-speed VLC (i.e., OCC) link. 
Thus, the need for optimization of signal overlapping. Note, 
more details on this will be given in the experimental part. The 
values for AHigh and ALow for high- and low-speed VLC links are 
given as: 

𝐴ୌ୧୥୦ = 𝐴 +
஺ోై

ଶ
, 𝐴୐୭୵ = 𝐴 −

஺ోై

ଶ
, (5) 

where AOL/2 is due to the increase of AOL for both positive 
and negative signal levels.  

 
Fig. 3.  Solution in terms of AOL to reduce the effect of attenuation from HPF 
of bias-T on data recovery for AOL of : (a) 0, (b) 0.1, and (c) 0.2. 

B. SIMO hybrid VLC scheme: Experiment setup 

Figure 4 illustrates the block diagram of the proposed SIMO 
hybrid VLC scheme intended for used in OIoT. On the Tx side, 
a high-speed NRZ-OOK data stream with 5 < Rb-High < 70 Mb/s 
and a step of size 5 Mb/s is superimposed onto a 10-bit long 
low-speed data (i.e., [0011011001]) with 1 < Rb-Low < 10 kb/s to 
produce s(t). s(t) generated in MATLAB, is uploaded to the 
arbitrary waveform generator (AWG-Teledyne test tools 
T3AWG3252 with a sampling frequency of 1 GS/s) the output 
of which is used for intensity modulation of the LED via the 
bias-T (BT-A11). We have used a commercially available red 
LED with a peak wavelength λr of 630 nm (Vishay VLMS1500-
GS08) with its power-current-voltage characteristics described 
in [6]. The LED was biased at a bias current Ib of 90 mA with 

the transmit output power Pt of ~3.3 mW [6]. Table I shows the 
key parameters adopted in this work. The intensity modulated 
light signal is transmitted over a 1 m long free space channel 
via an optical lens, see the experimental setup in Fig. 4.  

TABLE I 
KEY EXPERIMENTAL PARAMETERS 

Parameter Value 

Red LED Vishay VLMS1500-GS08 
 Bias current of the 

LED, Ib 
90 mA 

 Transmit optical 
power Pt 

~3.3 mW 

Bias-T BT-A11 
 Frequency range 300 Hz – 10 GHz 
PD PDA10A2 
 Wavelength 200 – 1100 nm 
 B 150 MHz 
 Peak responsivity 0.44 A/W @ 730 nm 
 Active area 0.8 mm2 
Optical lens (on Tx and 
Rx side) 

Thorlabs ACL25416U 

 Focal length fc 16 mm 
Camera Rx IC capture 2.4 imaging 

source2 
 Resolution  648×484 pixels 
 fR 25 fps 
 Exposure time 100 µs 
 Gv 4 – 8 dB 
Rb-High 5 – 70 Mb/s 
 Data length  6×106 bits 

Rb-Low 1 – 10 kb/s 
 Data length 10 bits superimposed over Rb-High 
Transmission distance d 1 m 

On the Rx side, we have used two types of detections: (i) a 
CMOS RS-based IC capture camera with a pixel size 2.2×2.2 
µm2; and (ii) a PD-based Rx (Thorlabs PDA10A2) connected 
to a real-time oscilloscope (Keysight MSDS104A with 20 
GSa/s sampling rate) for detecting the low- and high-speed 
signals, respectively. Following optical to electrical 
conversions, the regenerated signal at the output of IS-based Rx 
(OCC link) is given by: 

Fig. 4.  Block diagram of the proposed OIoT: SIMO Hybrid VLC scheme including experiment setup inset. Note that, ‘NORM’, ‘ROI’, ‘DOWN’, ‘THR’ and 
‘BER’ blocks refer to normalization, region-of-interest, down-sampling, thresholding and bit error rate, respectively. 
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𝑦(𝑡)𝐎𝐂𝐂ିେୟ୫ = 𝜂𝐺௩𝑠(𝑡) ⊗ ℎ୓େେ(𝑡) + 𝑛୓େେ(𝑡), (6) 

where hOCC(t) is the combined impulse response of the channel 
and the camera, η is the quantum efficiency of the camera, ⊗ 
is the time domain convolution, nOCC(t) is the additive white 
Gaussian noise, which includes the ambient light induced shot 
noise and the noise in the camera such as fixed pattern, 
photocurrent shot, and flicker noise sources [24, 33], and Gv 
presents the software defined global gain of the IS and the 
column amplifier block, which is given as [33, 34]: 

𝐺௩(dB) = 20logଵ଴

𝑉୅ୈେ

𝑉୮୧୶ୣ୪ୱ

, 
(7) 

where VADC is the voltage value, which is sampled by the 
analog-to-digital converter (ADC), and Vpixles is the voltage 
obtained from the pixel integration of light during the exposure 
time. In the RS-based capturing mode, (i) the camera 
sequentially integrates all illuminated pixels at the exposure 
time trow-exp, which is the same as scanning [34, 35]; and (ii) the 
readout time tread-out ensures that there is no overlapping of the 
rows of pixels, thus allowing multiple exposures of a single 
captured image. Note, tread-out protects rows of pixels from 
overlapping. In a single captured image, the RS scheme allows 
multiple exposures, which enables multiple incoming light 
states to be captured simultaneously within a single frame as 
each row is exposed once to the light. Using the RS effect of a 
CMOS camera is advantageous in ensuring flicker-free data 
transmission with increased Rb-Low [35, 36]. In RS-based 
camera, the bit duration is given as: 

𝑇௕ି୐୭୵ = 𝑡୰୭୵ିୣ୶୮ × 𝑁୰୭୵, 
(8) 

where Nrow is the pixel rows, which is based on the camera 
resolution.  

The IS-based Rx was set to capture a video stream at fR, 
resolution, interframe time and exposure time of 25 fps, 
648×484 (red-green-blue (RGB)32) pixels, ~5 ms and 100 µs, 
respectively. Note, a low-speed signal is captured by changing 
Gv with the range of 4-8 dB. The output of the camera is 
captured using the IC capture 2.4 software for further offline 
data processing in MATLAB based on traditional image 
processing techniques, see Fig. 4. As shown in Fig. 4, the 
captured signal in the form of a video stream is divided into 
image frames for further frame-by-frame processing to decode 
the received data. Next, in camera-based VLC the transmission 
distance d between the LED and the camera needs considering, 
since as this distance increases, the size of region-of-interest 
(ROI) in the picture reduces, thus reducing the number of 
received messages per frame. ROI is defined as [37]: 

ROI =  min ൬1,
𝑙୐୉ୈ ∙ 𝑓௖

𝑑 ∙ 𝑙୍ୗ

൰, 
(9) 

where 𝑙LED and 𝑙IS are the sizes of the LED and IS, respectively. 
By performing the ROI the coordinates, which define 
boundaries of the ROI in a full captured frame, are obtained as 
given by: 

ROI =  Img{(𝑥ଵ, 𝑦ଵ);  (𝑥ଶ, 𝑦ଶ)}, 
(10) 

where (x1, y1) and (x2, y2) are the top-left and bottom-right 

coordinates, respectively of the captured LED in the image 
frames, see Fig. 4. The ROI cropped image is then converted 
from RGB to the grayscale to retrieve the intensity profiles, 
which are normalized for thresholding and binarization of data 
frames and converting them to a vector transformation for 
decoding the data bit streams. Finally, the received data bit 
vector is compared with the transmitted data stream to ascertain 
the success of reception of received bits by determining the ratio 
of the wrongly decoded bits to the total number of transmitted 
bits (i.e., the number of bit errors). Note, the link performance 
can be improved by adopting the repeat packet strategy, where 
each packet is transmitted multiple times.  

As for the high-speed VLC link, the regenerated signal at the 
output of PD is given as: 

𝑦(𝑡)୚୐େି୔ୈ = ℜ𝐺୔ୈ𝑠(𝑡) ⊗ ℎ୚୐େ(𝑡) + 𝑛୚୐େ(𝑡), (11) 

where ℜ is PD’s responsivity, GPD is PD’s gain, hVLC(t) is the 
combined transfer function of the channel and PD, and nVLC(t) 
is the additive white Gaussian noise dominated by the 
background induced lights. The output of the optical Rx is 
applied to the synchronization module to determine the time 
delay between transmitted and received signals, followed by 
down-sampling and thresholding to recover the data, see Fig. 4. 
The received data bit stream is compared with the transmitted 
bits to determine the BER performance. 

IV. EXPERIMENT RESULTS AND DISCUSSION 

As the main aim of the proposed scheme is to provide 
simultaneous data transmission at low- and high-speed, 
therefore it is necessary to study the inter-link impact on the 
system performance. This will be done in two stages. 
1) The analysis of the attenuation effect on the PD-based VLC 

link due to the bias-T at Rb-Low. A solution based on 
adjusting the A level of the hybrid signal and increasing Rb-

Low is proposed to improve the BER performance.  
2) The effect of Rb-High on low-speed signal is analyzed with 

respect to AOL, Rb-Low, and Gv.  

A. The effect of Rb-Low on the VLC-PD Link 

We measured the frequency response of the bias-T using a 
spectrum analyzer (Rohde & Schwarz FSW) to study its 
frequency dependent attenuation due to Rb-Low on the high-
speed link. The bias-T acts as an HPF, which attenuates the low 
frequency range, see Fig. 5. The insets in Fig. 5 illustrate the 
highly attenuated received high-speed signals for 1 < Rb-Low < 
10 kb/s. Thus, leading to the reduced AHigh depth and hence 
increased BER. Note, at higher frequencies the effect of bias-T 
is negligible, see the 1 MHz signal in insets in Fig. 5. Therefore, 
to improve the BER performance, a solution based on AOL > 0 
was proposed in Section III, see Figs. 3(b) and (c).  
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6

 
Fig. 5.  The frequency response of bias-T and its attenuation effect on the 
received high-speed signal due to the low-speed signal. Insets show the received 
high-speed signal with and without attenuation effects with respect to varying 
Rb-Low. 

For reference, we first measured the frequency response of 
the LED using spectrum analyzer (Rohde & SchwarzFSW) 
with a 3-dB bandwidth of < 50 MHz, see Fig. 6 [6], which is 
used as a Tx in the VLC link. For the high-speed link with the 
reference signal, we adopted a well-known strategy of zero-
padded guard intervals as headers [6, 38] to obtain the real-
valued signal. In this case, we achieved error-free transmission 
for 5 < Rb-High < 70 Mb/s with a step of size 5 Mb/s by 
transmitting 6×106 bits. Examples of captured eye diagrams at 
the Rx are illustrated in Fig. 7, where the two-level OOK signal 
show a wide eye-opening, i.e., error-free transmission. Note, 
the eye-opening reduces with increasing Rb-High, which 
corresponds to the LEDs’ frequency response (3 dB BLED < 50 
MHz) as shown in Fig. 6 [6]. 

 
Fig. 6. Measured frequency response of the LED showing the 3-dB bandwidth 
slightly below 50 MHz. 

 
Fig. 7.  The eye diagram of the received error free independent high-speed 
VLC link at Rb-High for : (a) 5 Mb/s, (b) 30 Mb/s, and (c) 70 Mb/s. 

For high-speed link, every transmitted VLC data packets 
were saved and compared with the regenerated data patterns by 
separating the high and low bit of the low-speed signal with 
respect to 10-bit data sequence [0011011001]. To analyze the 
performance of high-speed PD-based VLC link with respect to 

low-speed OCC link in the proposed hybrid scheme, we have 
considered three main parameters: (i) 5 < Rb-High < 70 Mb/s with 
a step of size 5 Mb/s; (ii) 1 < Rb-Low < 10 (1, 2.5, 5, 10) kb/s; and 
(iii) 0 < AOL < 0.2 with a step of size 0.1. Figure 8(a) depicts the 
BER as a function of Rb-High for the VLC-PD link and received 
hybrid signal for range of AOL and Rb-Low. It can be seen from 
Fig. 8(b) that, the A depth of the received signal increases with 
AOL, which leads to the improved performance of VLC-PD. 
This corresponds to Eq. (5). As shown in Fig. 8(a), for Rb-High of 
up to 70 Mb/s; the BER plots are below the forward error 
correction (FEC) limit of 3.8×10-3 for Rb-Low of 10 kb/s and 0 < 
AOL < 0.2. At the FEC BER limit for Rb-Low of 5 kb/s, Rb-High 
values are reduced by 7, 10, and 12 Mbps for AOL of 0.2, 0.1 
and 0, respectively. We observe more reduction in Rb-High by 
about 33 and 51 Mbps for Rb-Low of 2.5 and 1 kb/s, respectively.  

 
Fig. 8.  Performance analysis: (a) BER versus the Rb-High for VLC-PD link; and 
(b) received hybrid signal for a range of Rb-Low and AOL. 

To further improve the BER performance of VLC-PD, we 
carried out further measurement for 0.3 < AOL < 0.5 with a step 
of size 0.1, see Fig. 9(a). Note, according to Eq. (5), ALow 
decreases with the increasing AOL. On the other hand, further 
increase in AOL significantly increases the A depth of the 
received signal, see Fig. 9(b). It can be seen that, the FEC limits 
are met at around Rb-High of 41 Mbps for Rb-Low of 2.5 kb/s and 
AOL of 0.3-0.5. In Fig. 9(a), the curves at Rb-Low of 2.5 kbps and 
AOL of 0.4 and 0.5 depict BER well below the forward error 
correction (FEC) limit until Rb-High of 43 Mbps and degrades 
further with the increasing Rb-High. The reason for this is the 3-
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dB frequency response of the LED, which is about 50 MHz, see 
Fig. 6 [6]. However, for lower values of Rb-Low the BER plots 
are well above the FEC limits. 

 

Fig. 9.  Performance analysis: (a) BER performance as a function of Rb-High for 
the VLC-PD link; and (b) received hybrid signal for Rb-Low of 1 and 2.5 kbps 
and AOL of 0.3, 0.4, and 0.5. 

B. The effect of Rb-High on Low-speed OCC (IS-based VLC) link 

Increasing AOL improves the performance of the PD-based 
VLC link at the cost of reduced ALow levels, see Eq. (5). This 
results in reduced intensity levels between ‘high’ and ‘low’ of 
the low-speed signal in the received image frame. Therefore, it 
is essential to analyze the performance of OCC link considering 
the high-speed VLC, AOL, and Gv. 

Like VLC-PD, first, we considered only the OCC link for 1 
< Rb-Low < 10 (i.e., 1, 2.5, 5, 10) kb/s and captured a 4 s video 
stream (i.e., 25 fps) of the intensity modulated LED. In every 
image frame, 4, 10, 20, and 22 repeated data packets of 10-bit 
long [0011011001] were captured at Rb-Low of 1, 2.5, 5 and 10 
kb/s, respectively. Considering that, a smaller number of bits 
were transmitted the OCC link performance is analyzed in 
terms of the reception success, which is defined as the ratio of 
incorrectly decoded bits to the total number of transmitted bits. 
We have achieved 100 , 97, and 75 % reception success rates 
for Rb-Low of 1 and 2.5, 5, and 10 kb/s, respectively.  

The performance of OCC link in the hybrid scheme is studied 
for Rb-High, Rb-Low, AOL, and 4 < Gv < 8 dB, see Fig. 10. It can be 
seen that, the intensity levels of the received low-speed signal 
are marginally affected for higher values of AOL, which 
corresponds to the reduced ALow as shown in Fig. 3 and Eq. (5), 

see Fig. 10(a). Figure 10(b) illustrates the normalized intensity 
profiles for AOL of 0 and 0.2 as well as the threshold levels based 
on the mean of the high and low normalized intensities. Note, 
the threshold level can be adaptively set based on the intensity 
levels in the image frame. 

 
Fig. 10.  Effect of AOL on the low-speed OCC link at Rb-Low = 2.5 kb/s and Gv = 
8 dB for: (a) grayscale, and (b) normalized intensity profiles. 

Figure 11 demonstrates the gray scale levels of low-speed 
OCC with Rb-Low and Gv of 5 kb/s and 4 dB, respectively for 
Rb-High of 10 and 70 Mb/s. It shows higher levels of amplitude 
fluctuation at Rb-High of 10 Mb/s compared with Rb-High of 70 
Mb/s. This is because of the higher number of bits being 
superimposed per bit of Rb-Low for Rb-High of 70 Mb/s compared 
with Rb-High of 10 Mb/s, see blue waveforms in Figs. 11(a) and 
(b). 

 
Fig. 11.  Effect of high-speed VLC on OCC link at Rb-Low = 5 kb/s and Gv = 
4 dB for Rb-High of: (a)10 Mb/s, and (b) 70 Mb/s. Note, blue waveform in insets 
represents the transmitted signal at respective Rb-Low and Rb-High. 

Next, we have investigated the performance of OCC link in 
terms of the reception success for Rb-Low of 1 and 2.5 kb/s. The 
100 % (error-free transmission) reception success is achieved at 
Rb-Low of 1kb/s for 0 < AOL < 0.2 and Gv of 4-8 dB. Therefore, 
for further analysis as in the VLC-PD link, we considered 
higher values of AOL (i.e., 0.3 < AOL < 0.5) for Rb-Low of 1 and 
2.5 kb/s, see Figs. 12(a) and (b) (note, error-free plots, i.e., 
100 % reception success plots are not shown in Fig. 12(a)). It 
can be seen that, at Gv of 4 dB the reception success rates are 
above 95 and 94 % for 1 and 2.5 kb/s, respectively. From Fig. 
12, the performance of OCC links degrades with increase in Gv 
and AOL (this corresponds to Figs. 9 and 3 and Eqs. (5) and (7)). 
In our recent works [33], we investigated how higher values of 
Gv ensured reception of the low-speed signal, see Eq. (7), even 
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in outdoor envirnoments under turbulence and fog conditions. 
This is because increasing Gv improves signal amplification 
passing through the camera ADC and to be focused on the IS, 
which results in intensity saturation within the captured image 
frames. Therefore, in this work we carry out analysis for the 
OCC link by changing Gv that can be further beneficial in multi-
Tx-based hybrid schemes. For the system with a line-of-sight 
propagation path with much reduced level of ambient light at 
the Rx (i.e., ~4 lux (±0.2 lux)), increasing Gv results in 
saturation of the focused LED light in the captured image 
frame. Thus leading to reduced A levels of the received 1 and 0 
bits on the RS captured frame. However, it can be seen from 
Fig. 12 that, an reception success > 91 and 88 % are achieved 
even for higher values of Gv of 8 dB and AOLof 0.5 for Rb-Low of 
1 and 2.5 kb/s, respectively. 

Figure 13 depicts the reception success versus Rb-High of the 
OCC link for Rb-Low of 5 kb/s for range of Gv and AOL. It can be 
seen that, the lowest and highest reception success rates are 
within the band of 88-92% and 92.5-94% within the 4 < Gv < 
8 dB and 0 < AOL < 0.2, respectively for Rb-High of 5-70 Mb/s. 
Considering that fR of the IS-based Rx is limited, increasing Rb-

Low degrades the performance of OCC link. If Tb-Low exceeds 
tread-out of the camera, it leads to more transition frames, 
increased overlap between the captured data rows and higher 
aliasing, thus, degrading the performance of the link. For 
example, at Rb-Low of 10 kb/s, the measured reception success 
rate is dropped to 65 – 70 % for Gv of 4 dB, AOL of 0, and for 5 
< Rb-High < 70 Mb/s.  

 
Fig. 13.  The reception success rate for the OCC link in the proposed hybrid 
scheme: the success of reception at Rb-Low = 5 kb/s. 

V. SUMMARY OF RESULTS 

We summarized the performance of the proposed SIMO 
hybrid VLC scheme based on the results obtained as follow: 
1) A solution to overcome the attenuation effect from the 

bias-T used to drive the LED in terms of AOL was provided. 
The effect of AOL on both high- and low-speed PD- and IS-
based VLC links, respectively was analyzed as: 
(i) AOL helps to improve the BER performance of PD-

based VLC link by increasing the A depth of the hybrid 
signal. For example, at 0 < AOL < 0.2 BER below the 
FEC limit of 3.8×10-3 is measured for Rb-Low of 2.5, and 
5 kb/s at reduced Rb-High of 10 and 35 Mb/s, 
respectively. While, at 0.3 < AOL < 0.5 the BER FEC 

Fig. 12.  Performance of OCC link in the proposed hybrid scheme: the success of reception performance as a function of Rb-High, Gv and AOL for Rb-Low of: (a) 
1 kb/s, and (b) 2.5 kb/s. 
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limits are met at Rb-High of 41 Mbps for Rb-Low of 
2.5 kb/s. 

(ii) For the IS-based VLC link (i.e., OCC), increasing AOL 
reduces the total ALow level, thus reducing the 
difference between ‘high’ and ‘low’ intensity levels of 
the captured data in the image frame. However, to 
improve the OCC performance even for higher AOL, a 
solution is proposed to use the minimum Gv to limit the 
incoming light and avoid the saturation effect on the 
received low-speed signal in the image frame. For 
example, at Gv of 4 dB, 0 < AOL < 0.2 and 5 < Rb-High < 
70 Mb/s, the reception success of > 96 and 90 % are 
measured at Rb-Low of 2.5 and 5 kb/s, respectively. 

(iii) We also analyzed the performance of the OCC link at 
higher Gv for implementation of the future multi-
Tx/light source-based hybrid scheme to overcome the 
noise effect. It was shown that, for 5 < Rb-High < 
70 Mb/s the reception success of > 88 % is measured 
at Gv of 8 dB for Rb-Low of 2.5 kb/s (0 < AOL < 0.5) and 
5 (0 < AOL < 0.2) kb/s. 

Therefore, it is necessary to balance the performance of both 
high- and low-speed PD- and IS-based VLC links in the 
proposed hybrid scheme by providing the optimized solution to 
improve individual performances regardless of the bias-T 
attenuation and AOL effects on the VLC and OCC links, 
respectively. 
2) From the summary of results presented based on the 

performance analysis,  0 < AOL < 0.2, Rb-Low of 2.5 and 
5kb/s, 5 < Rb-High < 60 Mb/s, and Gv of 4 dB can be 
considered as the parameters with optimum values derived 
from the experimental demonstration of the proposed 
SIMO hybrid VLC scheme for OIoT environments. These 
values can help further implementation of the proposed 
scheme in real and extended OIoT environments. 

3) Based on the summary of results, we have proposed a 
solution for the limitations within hybrid VLC-OCC 
schemes [28-31] described in Section II Related works.  
(i) We have proposed a hybrid modulation scheme for 

transmission of high- and low-speed data 
simultaneously using a single LED source which was 
not investigated  in [28, 29]. 

(ii) The bandwidth of the hybrid VLC/OCC scheme in 
[30] was limited thus the data rates of 1.67 kbps (Rb-

Low) and 100 kbps (Rb-High) were reported for the OCC 
and VLC links, respectively. This issue was addressed 
using a red chip LED Tx, with the option of adding 
green and blue LEDs to produce a white light for 
illumination and data communications using a red chip 
LED and the proposed hybrid modulation format. 
Based on this, we have achieved Rb-Low of 2.5 and 
5kb/s and 5 < Rb-High < 60 Mb/s. 

(iii) As in [31], changing the power levels corresponding 
to the varying amplitude depths of the data bit stream 
affects the signal detection process, which is not 
investigated. In the proposed SIMO hybrid VLC 
scheme, we have provided detailed data processing for 
high- and low-speed signals captured using PD- and 
IS-based Rxs along with AOL solution to improve the 

BER performance of PD-based VLC link by 
increasing the A depth of the hybrid signal, and using 
the optimal Gv of 4 dB to improve the performance of 
IS-based VLC link. 

VI. CONCLUSIONS AND FUTURE OUTLOOK 

This paper demonstrated experimental implementation of 
OIoT: the SIMO hybrid VLC scheme in indoor static 
environment. A single red LED-based Tx with a bias-T was 
used for simultaneous transmission of high- and low-speed 
signals. For this reason, we proposed a hybrid modulation 
scheme with Rb-High and Rb-Low of up to 60 Mb/s and 5 kb/s for 
high-speed VLC and low-speed OCC links, respectively. The 
results demonstrated that, increasing Rb-High and Rb-Low 
improved the OCC and VLC performance, respectively. As part 
of the modulation format, we introduced the concept of the AOL 
to increase the transmission rate, and reduce the bias-T induced 
attenuation. We addressed the problems of bandwidth 
efficiency, the effect of multilevel LED transmission due to AOL 
and provided a comprehensive analysis of data processing for 
the PD- and IS-based VLC links. It is envisioned that; the 
proposed SIMO hybrid VLC scheme can provide versatile 
OIoT-based indoor services that can allow users to receive data 
regardless of their devices. 

Within the hybrid transmission environment, high-speed 
VLC links can be used for large amount of data downloading, 
internet surfing, and online streaming, while the low-speed 
links can be used to transmit short messages, identification and 
promotion information, control signals, and indoor localization 
within OIoT environments. As a part of potential future 
development of the proposed scheme in practical scenarios, 
green and blue colors can be added to the red LED to produce 
a white light for illumination while still offering data 
communications via the red chip LED. In this way, the 
proposed scheme can overcome the problem of bandwidth 
efficiency. Equalization techniques [39, 40] and different 
modulation formats such as OFDM [41] can be implemented to 
improve the reception success rate and the BER performance 
for low-speed and high-speed VLC links, respectively. The 
scheme can also be tested for various transmission ranges 
between the LED and camera- and PD-based Rxs along with 
different angular orientations to support mobility in OIoT 
environments.  
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Conclusion

This thesis provided analyses, design and implementation of OCC systems for IoT ap-

plications. The state-of-the-art was presented with an emphasis on the advantages and

limitations of OCC technology and its utilization for IoT-based applications.

The core of the thesis is divided into three main parts. The first part introduces the

new developed technologies based on MIMO and radiating fiber Tx’s for OCC-based IoT

links. As reported in [J1], despite the small area of display, flicker-free transmission

is established using multiple channels within a single Tx unit with perfect inter-LED

synchronization. The scheme was mainly proposed for use in short-range and low Rb

MIMO-OCC systems for IoT applications (display-based communication links or display-to-

camera communications). In [J2] we used the Tx design proposed in [J1] for experimental

analysis of various angular orientations of multiple Tx units to offer a valid solution

irrespective of the availability of LOS and NLOS paths. Moreover, in [J3] we proposed

and experimentally verified a novel and unique optical wireless communications link

using an illuminating optical fiber as a Tx in OCC for IoT motivated from a new and

emerging fiber-optic lighting technology as an alternative to discrete illumination fixtures

and semi-discrete LED stripes.

The second part was focused on the methodology of design and analysis of OCC based

applications for indoor and outdoor IoT environments. Based on publication [J4], we have

shown that optical shadowing represents an extremely challenging topic in OCC systems.

For the suppression of this effect, to address optical shadowing and control of smart devices

within indoor OCC based IoT, the methodology of NN assisted MD functionality was

proposed. The results show that the proposed NN assisted MD in OCC system provides

better results in terms of higher MD accuracy (100%), less processing time (0.67 s) and long

transmission spans (1.6 m) as compared to already existing MD schemes. Furthermore, in

[J5], we investigated the OCC system for IoT based on OLEDs for long-range indoor and

outdoor IoT-based applications. It was shown that despite the low emitted power of OLED

devices, long range indoor and outdoor links can be established. In next step, we extended

the measurement campaign to increase the transmission link spans further for outdoor

applications such as intelligent transport systems (e.g., exchange of safety and traffic

messages and positioning-related information) for smart traffic management. In [J6], we

developed a novel technique of reducing the spatial bandwidth of the camera in the out-
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of-focus regions to achieve communication of up to 400 m. For practical implementation

of outdoor links, it was necessary to study the effect of atmospheric conditions such as

heat-induced turbulence, attenuation due to fog and raindrops, etc. Therefore, in [J7], we

studied an experimental OCC system under environmental phenomena emulated in a

laboratory chamber. The experimental based results demonstrated that the heat-induced

turbulence does not affect OCC system significantly, while the attenuation caused by fog

can be mitigated by a proposed novel strategy of using the camera’s built-in amplifier to

overcome the optical power loss and to decrease the quantization noise induced by the

ADC of the camera. This utilization of the CMOS camera’s built-in amplifier opens a

new possibility for OCC systems, extending the control strategy, and allowing to keep low

exposure times and, thus, a high bandwidth,even in dense fog scenarios.

Finally, we proposed in [J8] the methodology to integrate both VLC-PD and OCC

(IS-based VLC) links simultaneously to provide a versatile OIoT environment, where

users can have a choice based on the device to switch between high- and low-speed VLC

with PDs- and ISs-based Rx. For this reason, we proposed as well a hybrid modulation

format that was used for both high- and low-speed VLC links, and experimentally verified

the whole hybrid VLC-OCC scheme.

The results attained in this thesis have, as well, opened a number of directions for

future research, as can be seen from the number of citations. Despite the fact that the

proposed OCC technologies and methodologies for indoor and outdoor IoT environments

offer significant improvement in system performance and link reliability, there are still

many challenges in this area for which the author suggests future works as follows:

• The MIMO-OCC scheme can be enhanced further using large size commercially avail-

able display Tx and multi-channel based modulation schemes in order to enhance

link span and Rb, respectively. The NN assisted MD based on pattern recognition

algorithms can be developed in an Python or Android based application for smart

phone and implemented over MIMO-OCC links to provide real-time device control

within smart environments. The fiber optic lighting-based OCC scheme can be

tested for different types of commercially available plastic optical fibers and improve

coupling efficiency to enhance the emission and hence the link spans.

• The long range outdoor links can be implemented within smart city projects by

utilizing the already available lighting infrastructure such as street and traffic

lights and surveillance cameras. Within this, efficient ROI detection and positioning

algorithms can be developed in order to establish communication links between

moving vehicles and the infrastructure.

• As a part of potential future development of the hybrid VLC scheme in practical

scenarios, the proposed scheme can overcome the problem of bandwidth efficiency

using multiple wavelengths. Equalization techniques and different modulation
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CONCLUSION

formats such as OFDM can be implemented to improve the reception success rate

and the BER performance for low- and high-speed VLC links, respectively.
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