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Abstract

This paper is about implementing access to existing InLoc functionality
from ARI environment. For this we studied ROS, InLoc visual local-
ization and its modi cations as well as ARI software environment, and
create a ROS python package for InLoc, integrating it with robot operat-
ing system and making InLoc available to be used on robots such as ARI.
Lastly, we demonstrate access to InLoc from ARI ROS environment.
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Introduction
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1.1 Social Robots And Indoor Localization Problem

Social robots have already been introduced into public spaces, such as museums, airports,
commercial malls and hospitals. Developing robust socially pertinent robots in healthcare
[1] as well as other industries can have a tremendous social impact and economic value.

In order to properly perform their roles in public, robots must move, see, hear and com-
municate with several actors, in complex, unstructured and populated spaces. However,
because of its limitations, today's Human-Robot Interaction technology is not well-suited
for complicated tasks. This leads to not being well accepted by a large percentage of users.
Thus, there are limitations that must be overcome, such as creating a sensor and knowl-
edge based robust robot perception in complex, unstructured and populated environments.
Which brings us to the main focus of this work - indoor localization based on camera data
and existing maps for ARI robot.

This work is an integration of already existing large-scale indoor visual localization ap-
proach [2] and a humanoid social robot - ARI. This robot combines Service Robotics and
Arti cial Intelligence in one single platform, it is able to perform a wide range of multimodal
expressive gestures and behaviors, and is suitable for research in Human-Robot-Interaction,
perception, cognition, navigation, and localization. InLoc is capable of determining loca-
tion, with high accuracy based on camera images. InLoc approach to solving the localization




2 Chapter 1. Introduction

problem is to build a 3D map of the building and then use a camera to estimate the current
position and orientation of the robot. However, InLoc is not yet compatible with ARI thus
we created a wrapper software that integrates InLoc with ROS and runs on ARI or any
other robot.

1.2 Objectives

1. InLoc visual localization must be reviewed [2, 3, 4, 5, 6]. As well as ARI manual [7]
and ARI ROS Software [8, 9].

2. A new ROS package must be created, with a node that communicates to a server
(sends images and receives pose estimation).

3. InLoc should run on the server, with a new dataset, by receiving the query images
send by ARI ROS node.

4. The performance of the newly implemented node shall be tested.

1.3 This Work Is Organized The Following Way

Chapter 2 contains background on the topic of indoor visual localization, as well as theory
about software and robot which this paper relies on.

Chapter 3 describes an implementation of the new ROS package, which gives ARI access
to InLoc functionality.

Chapter 4 demonstrates testing of the implemented code, using data provided by ARI
robot.

Chapter 5 is a summary of this work, whether or not it has ful lled the assignment and
possible future work.
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This chapter provides a theoretical and technical background on topics we are dealing
within this thesis.

2.1 ARI Robot

ARl is is PAL Robotics' humanoid social robot [7] [Figure 2.1], which can perform a wide
range of multimodal expressive gestures and behaviors, and is suitable for research in
Human-Robot-Interaction, Speech recognition, perception, cognition, navigation, localiza-
tion and SLAM.

The following is a list ARI" s main dimensions:

~ Height - 165 cm
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" Width - 53 cm

" Depth - 75 cm

" DoF Head - 2

" DoF Arms - 4 (x2) Optional
" DoF Hands - 1 (x2) Optional
" DoF Mobile Base - 2

Figure 2.1: ARI's components: Humanoid Torso, 2 DoF head, 16 RGB LEDs per ear,
Eyes LCD screens with custom animations, 40 RGB LED ring on the back, Touchscreen
10.1" 1200x800 Projected Capacitive, 802.11 a/b/g/n/ac/ad 5 GHz and 2.4 GHz, 802.11
a/b/g/n/ac/ad 5 GHz and 2.4 GHz, Ethernet 1000 Base, 4 x High Performance Digital
Microphones array, Optional head camera: Head Camera Sony 8MegaPixel (RGB), Head
Intel Realsense D435i (RGB-D), Torso Camera Intel Realsense D435i (RGB-D), Torso
Back Intel Realsense D265 (stereo- sheye), 2x HiFi Full-range Speakers, Thermal camera
(optional).

2.2 Sensors

As shown in [Figure 2.1 and Figure 2.3], there are many sensors mounted on the robot.
However for this localization task we will need RGB-D head camera and Front Stereo-
sheye camera.
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Figure 2.2: ARI ROS Navigation System

Stereo RGB-D camera (Intel Realsense D435i), as shown in [Figure 2.3], is mounted on
the frontal side of the torso below the touch-screen, as well as inside ARI's head, and
provides RGB images along with a depth image obtained by using an IR projector and
an IR camera. The depth image is used to obtain a point cloud of the scene. It has an
integrated IMU sensor unit mounted at the base to monitor inertial forces and provide the
altitude.

Frontal and back stereo- sheye cameras [Figure 2.3]: The frontal camera is positioned just
above the touch-screen and the back camera, above the emergency button. They publish
stereo images at 30 frames per second, provides stereo, sheye, black and white images,
and also publishes IMU data.

2.3 Existing Software

ARI Already has a basic navigation system [Figure 2.2], which uses Visual SLAM to per-
form mapping and localization using the RGB-D camera of the torso. This system works by
detecting keypoints or features from the camera input [Figure3] and recognising previously
seen locations in order to create a map and localize. The map obtained is represented as
an Occupancy Grid Map (OGM) that can later be used to make the robot localize and
navigate autonomously in the environment. the user can communicate with the navigation
software using ROS topics, actions and services.
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Figure 2.3: Cameras mounted on the robot

2.4 ROS

ROS - Robot Operating System is an open source collection of software frameworks for
robot software development. It is a exible framework for writing robot software, and is

a collection of tools, libraries, and conventions that aim to simplify the task of creating
complex and robust robot behavior across a wide variety of robotic platforms.

ROS is the standard robotics middleware used in ARI. The comprehensive list of ROS
packages used in the robot are installed in di erent locations of the SSD and are classi ed
into three categories:

" Packages belonging to the o cial ROS distribution melodic.

" Packages speci cally developed by PAL Robotics, which are included in the com-
pany's own distribution, called ferrum.

" Packages developed by the customer.

25 RVIZ

RVIZ is a 3D visualization tool for ROS. Using RVIZ we can create a map of environment
and localize the robot by just moving it around, while reading its sensor data [Figure 2.4].
Thus, enabling us to create a very basic localization and autonomous navigation system.
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Figure 2.4: Robot navigation system in RVIZ

2.6 6DoF

Six degrees of freedom (6DoF) refers to the freedom of movement of a rigid body in three-
dimensional space. Speci cally, the body is free to change position as forward/backward,
up/down, left/right translation in three perpendicular axes, combined with rotation about
three perpendicular axes: yaw, pitch, and roll.

2.7 Indoor Localization Method

Autonomous navigation and Localization in any kind of environment is a necessity for
robotic intelligent systems. Successful navigation requires both to localization and path
planning. Indoor localization has received less attention compared to Large-scale localiza-
tion in urban areas. Furthermore, it is a harder problem, due to that, in small distances,
even small changes in viewpoint lead to large changes in image appearance. For the same
reason, occluders also have a stronger impact. Buildings often have many repetitive ele-
ments (corridors, rooms, doors, chairs, etc. . .). Also, the appearance of indoor scenes highly
dynamic and can change during a day (lighting, moving furniture, etc...).

InLoc - Indoor Visual Localization with Dense Matching and View Synthesis [10, 2], shows
a improvement of correctly localized queries by 17{20 percent over other existing methods
[2]. However, InLoc pose veri cation is robust up to a certain level of scene changes, e.g.,
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