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Abstract

This thesis proposes a compact solution for high-fidelity hairstyle transfer between portrait images. Given a hair image and a face image, our network produces an output image having the input hair and face seamlessly merged. The architecture consists of two encoders and a tiny mapping network that map the two inputs into the latent space of the pretrained StyleGAN2, which generates a high-quality image. The method needs neither annotated data nor an external dataset; the whole pipeline is trained using only synthetically generated images by the StyleGAN2.

We demonstrate additional applications of the proposed framework, e.g., hairstyle manipulation and hair generation for 3D morphable model renderings. The extensive evaluation shows that our network is robust to various challenging conditions, where a head pose, face size, gender, ethnicity, and illumination differ between the inputs. The hairstyle transfer fidelity is assessed by a user study and using a trained hair similarity metric.
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Chapter 1

Introduction

Hairstyles have been evolving throughout history. The first mention of hair styling dates as early as 25,000 years ago [1]. Through time, people styled, dyed, braided, and curled their hair or even wore wigs for fashion purposes. Nowadays, more so than ever, people express their individuality through hairstyles. Humans perceive hair as a part of one’s identity; a person with eccentric hair is a lot more memorable than the one with a regular haircut. Since hair is such a critical element of one’s visual identity, a good haircut can improve physical appearance and self-confidence. Regarding the fact, it is hard to envision how one would look with a different hairstyle. It can be of great value to generate an image of oneself with a different hairstyle before changing it significantly at the hairdresser.

However, hair is intrinsically complex and variable, and it is a very challenging problem to generate a facial image with realistic-looking hair. In 1999, Blanz and Vetter introduced a 3D morphable model for face synthesis [2]. Nevertheless, the model can only generate the inner part of the face. With the introduction of Generative Adversarial Networks (GANs) [3], the generation of realistic faces became more accessible. The current state-of-the-art method for realistic image synthesis is StyleGAN2 [4] with output resolution of 1024×1024 pixels. However, realistic hair generation and manipulation are still not sufficiently explored.

The GANs produce photorealistic images; but, they are known for their intricate training, which requires a large amount of data, not to mention the need for annotated data in most cases. We propose a solution to overcome both of those shortcomings.

This thesis aims to implement an end-to-end framework for hair generation with other applications such as hairstyle transfer between two images and hair generation for a 3D morphable model. Given two images, a face image and a hair image, our framework generates a high-fidelity output image with the face and hair merged seamlessly. To bypass the precarious training of a GAN network, we employ fixed pretrained StyleGAN2 network [4]. Furthermore, the training is conducted on an entirely synthetic dataset generated by the StyleGAN2, i.e., it does neither require any external dataset nor any annotations. The applications can be seen in Figure 1.1.

We evaluate the method both quantitatively and qualitatively. The quanti-
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A qualitative evaluation is conducted by a learned hair similarity metric and a user study. The qualitative assessment consists of several experiments, namely, hairstyle transfer, interpolation, and hair generation for 3D morphable model renderings, latent space manipulation, and comparison with other state-of-the-art methods.

The thesis presents three primary contributions. First, the proposed method does not require any annotations or an external dataset. Second, we evade the intricate training of GANs by employing the pretrained StyleGAN2 generator. Consequently, the output images attain high resolution of $1024 \times 1024$ pixels. Lastly, we train a hair similarity metric to quantitatively assess the hair transfer performance of the proposed method. Part of the thesis is submitted to a conference [5].

The rest of this thesis is structured as follows. Chapter 2 presents the related work regarding hair modeling, generation, realistic image generation, and face swapping. The technical background regarding StyleGAN2 and 3D morphable model is described in Chapter 3. The architecture, dataset, and training details are described in Chapter 4. Chapter 5 contains an extensive evaluation. Finally, the thesis is summarized in Chapter 6.
Figure 1.1: Applications of the proposed method. (a) High-fidelity hair transfer, (b) 3D morphable model hair generation.
Chapter 2

Related Work

A significant number of methods have been proposed for the acquisition of models capturing hair geometry and its appearance from 2D images [6, 7, 8, 9, 10, 11, 12, 13]. The models have been used for various purposes like, for example, hairstyle transfer [8, 14], animation [9], or morphing [10]. A survey of modeling techniques for hairstyling, hair simulation, and hair rendering can be found in [15]. The geometric models often capture only a coarse hair geometry and its properties that do not allow for the generation of photorealistic images.

With the advent of deep learning, there has been a paradigm shift to using neural networks as the underlying model for face synthesis. An efficient algorithm for learning deep generative models was introduced in the seminal work [3] which proposed the Generative Adversarial Networks (GANs). The GANs allow to generate a high-dimensional distribution by transforming a fixed low-dimensional distribution via a neural network. The parameters of the network are learned such that the distribution of the high-dimensional outputs matches the training data. A surge of papers applying GANs to image modeling was initiated by a fully convolutional architecture DCGAN [16]. Since then, the quality of images synthetized by GANs has been steadily growing [17, 18, 19]. The current state-of-the-art is represented by the StyleGAN2 architecture [4] which produces high-resolution photorealistic faces that are for humans hard to distinguish from real photos.

In our work, we use the StyleGAN2 as the underlying generator of the facial images. A similar idea was previously considered by others in e.g., [20, 21, 22]. In [20], the authors propose an embedding algorithm transforming a given photograph into the latent space of StyleGAN. The algorithm starts from a randomly generated latent code, which is then optimized by a gradient method until the output of StyleGAN matches the input image in terms of perceptual [23] and $L_2$ loss. The authors investigate how algebraic operations on the latent codes correspond to semantic processing operations on the images. The work [21] addresses the problem of interactive image editing via manipulation of latent codes. As the backbone generator, they use pretrained progressive GAN [17]. The latent codes are computed by the same iterative algorithm as in [20]. An encoder network directly mapping the input images into latent vectors which are fed to StyleGAN was proposed in [22]. The encoder is
trained by minimizing a combination of $L_2$-loss, perceptual loss, and identity capturing loss that are used to evaluate a similarity between the input and the generated images. The authors show that the direct encoding works on par or better than the methods optimizing the latent vector iteratively \[20, 21\]. In our work, we exploit the same idea of directly mapping the image to the latent vectors and we also use a similar loss function, however, we do not require real images for training.

Deep generative networks specifically designed for hairstyle modeling were proposed in \[24, 25, 26\]. The work \[24\] introduces Hairstyle30k database which is composed of 30k face images, each labeled by one out of 64 different hairstyles annotated by a semiautomated process. The database is exploited to train H-GAN model which is a variant of the Conditional Variational Auto-Encoder. Using the conditioning allows the H-GAN to explicitly control the hairstyle of the generated facial images. The authors show how to use their model for hairstyle classification and hair editing in portrait images. In our work, we use a different architecture and we do not require annotated faces for training. RSGAN \[25\] is a generative neural network designed for face swapping and editing of facial attributes. Similarly to our approach, they train two encoding networks, one for the inner face and one for the hair region. The latent representations of the inner face and the hair region input the generator network which outputs the synthesized face image. In contrast, our approach uses the pretrained StyleGAN2 generator, while they train all components of the architecture from scratch using annotated face images. MichiGAN \[26\] is an interactive hair editing system for portrait images. The system is based on a complicated architecture which implements a sequential conditioning mechanism composed of three condition modules. The MichiGAN architecture allows for an orthogonal control over four attributes including hair shape, structure, appearance, and image background.

To summarize, the main distinguishing feature of our approach compared to existing works is that our learning algorithm does not require any external set of training examples, instead it learns solely from synthetic images generated by the pretrained StyleGAN2. In contrast, the existing hairstyle modeling GANs, i.e. H-GAN \[24\], RSGAN \[25\] and MichiGAN \[26\], all require a large database of real faces, which in the case of H-GAN and RSGAN has to be annotated with the hairstyle. Collecting such training databases is difficult because it has to contain faces with a large variation of hairstyles, annotation of which is a tedious task with often inconsistent outcomes. Apart from this, our method generates photorealistic $1024 \times 1024$ images in contrast to existing architectures producing lower-resolution outputs, namely, $128 \times 128$ in case of H-GAN and RSGAN, and $512 \times 512$ in the case of MichiGAN.

A related problem to hairstyle transfer is face swapping, e.g. \[27, 14, 28\]. As opposed to hair transfer, face swapping preserves the pose of the hair input image. One of the older approaches is to search a large database for replacement candidates for a given image \[27, 14\]. This approach does not allow face swapping in arbitrary pair of images. Specifically, \[27\] uses a fixed offline-constructed database of candidate images. The swapping process
includes finding and ranking images within the database with matching pose, adjusting the appearance and ranking the final results. The image set is pruned during each step of the pipeline. Work [14] uses a slightly different technique. The search in an online database (an Internet image search engine) is conditioned on additional key-word query, which is used to further specify the candidate set. The plausible target photos are ranked by $L_2$ distance between the VGG features of the source and target images. The final target images are selected based on a sophisticated image similarity function considering difference in age, pose, and other factors. Masked-out hair and face are blended using gradient domain stitching [29].

Nirkin et al. [28] allow the user to perform face swap in arbitrary photos. The method employs 3D face shape estimation and inner-face segmentation to handle pairs with different poses and occlusions. Pixel values are transferred using the 3D shapes and the final image is blended using Poisson image editing [30].
Chapter 3
Technical Background

3.1 Generative Adversarial Networks

Generative Adversarial Network (GAN) [3] is a framework consisting of two networks; Generator and Discriminator. The Generator $G$ aims to generate data with a distribution that matches the distribution of the training set. The generation resides in transforming a simple low-dimensional distribution into a more complex distribution of high dimension. The Discriminator $D$ is trained to discern between the real image (from the training distribution) or the generated image by the Generator. The problem is formulated as a mini-max game between $G$ and $D$, which results in a very fragile training process.

Due to the complexity of the optimization criteria, convergence is not always assured. Many papers focus on improving the stability by changing the objective, such as Wasserstein GAN [31], or balancing $G$ and $D$, Boundary Equilibrium GAN [32]. Nevertheless, the generation of high-resolution output images is still hard to achieve.

In 2018, Karras et al. from NVIDIA [17] proposed a new way to train GANs. By training both $G$ and $D$ progressively, meaning that at first, the framework is learned to generate images with low resolution and by adding layers during training, the resolution gradually increases. This process stabilizes training and allows the networks to generate high-quality images of size $1024 \times 1024$.

Until 2019, the common image generation architecture was the classical deep convolutional GAN (DCGAN) [16]. Inspired by style transfer, Karras et al. [19] introduced the StyleGAN network.

3.2 StyleGAN

There are several differences between the traditional DCGAN and the StyleGAN. Firstly, the DCGAN feeds the sampled latent code into the first layer. The StyleGAN approach samples the latent vector and maps it into higher-dimensional intermediate latent space, obtaining several style codes. Each
of the codes is transformed by channel-wise AdaIN operation\(^1\) and fed into a designated convolution layer. The input of the first layer is a constant vector, which is optimized during training. The layout is depicted in Figure 3.1 taken from the original paper [19]. The style codes can be separated into three categories: coarse, middle, and fine styles, depending on the resolution they influence. Coarse style vectors (resolution \(4^2 - 8^2\)) influence higher-level features such as pose, face shape, and general hairstyle. Middle style codes (res. \(16^2 - 32^2\)) determine facial features such as expression. Finally, the fine style vectors (res. \(64^2 - 1024^2\)) define the overall color scheme.

Per-pixel noise is injected after each convolution to control the stochastic variation of the exact placement of hair or freckles and others. The network is trained progressively starting at \(4 \times 4\) resolution and finishing at \(1024 \times 1024\) pixels.

In the subsequent paper of same authors [4], it is discovered that the progressive training causes certain artifacts, e.g., teeth stay facing the camera in nonfrontal poses. Thus, the authors relinquish the progressive training in favor of a more elaborate architecture with skip connections between low-dimensional feature maps and the final image. Furthermore, the improved version enforces smoothness of the latent space by path length regularization, making it easier to interpolate in the latent space and to invert the network (i.e., to find the corresponding latent code for a given image).

---

\(^1\) Adaptive instance normalization

---

**Figure 3.1**: Comparison of the style-based architecture (b) to the classic approach (a). The style codes are transformed by AdaIN - denoted as “A” and added after each convolution. Noise is injected to generate stochastic variation. “B” denotes learned per-channel scaling. The figure is taken from the original paper [19].
3.3 3D Morphable Model

3D Morphable model (3DMM) \[2\] is a parametric model for face modeling. Shape, texture, and illumination are managed separately.

The model is constructed from a dataset containing many facial scans of different people. Each scan consists of a 3D mesh and texture. The mesh vertices are registered i.e., the vertices have the same semantic label for all subjects in the dataset.

Linear Principal Component Analysis (PCA) is employed to build a statistical model of the dataset. The model is encoded into two parts: a mean face model, and two covariance matrices for shape and texture. The PCA is used to compress the model and to remove the correlation between the samples in the dataset by transforming the basis to an orthogonal coordinate system. The orthogonal basis vectors represent the directions of the highest variance in the data in decreasing order (i.e., the first component has the highest variance). While the most prominent directions can be assigned semantic value such as gender, the directions with the lowest variance can be neglected to reduce the dimensionality of the model. The axes of the orthogonal system are the eigenvectors of the covariance matrix.

A new face is modelled as a linear combination of the basis vectors added to the mean face, independently for shape and texture. 2D images of the face views are rendered using a standard rendering pipeline.

3DMM parameters can be found for a single face image. The 3DMM obtains the 3D shape of the face, texture, pose, and illumination by optimizing the image difference between the model rendering and the input image over the 3DMM parameters. The 3DMM scheme is depicted in Figure 3.2.

Since its introduction, the morphable model has become increasingly detailed. However, the morphable model still cannot generate realistic-looking hair. Mainly due to the fact that the identities need to be in full correspondence.
Chapter 4
Proposed Method

Our framework takes two input images, a facial image and a hair image, and encodes them into embeddings in latent spaces. Both embeddings are then mapped into an embedding of the latent space of the pretrained StyleGAN2, which generates the high-resolution output image.

4.1 Architecture

![Diagram of the proposed hairstyle transfer framework]

The proposed architecture is depicted in the Figure 4.1. The framework consists of two encoding networks, hair encoder $E_h$ and face encoder $E_f$, a fully connected mapping network $M$, and a generator network $G$.

Given an input image $I$ of size 256 × 256 pixels, we create the network inputs as follows. Firstly, in $I$ we find 2D facial landmarks using [34] and create their convex hull, getting a binary mask. The facial input $I_f$ has the hair masked out, and inversely, the hair input $I_h$ has the inner face masked out. Formally,

$$I = I_f + I_h.$$ 

Both inputs are fed into their respective encoders (i.e., $I_f$ into $E_f$, and $I_h$ into $E_h$) obtaining two embeddings with dimensions 18×512 each; $z_f$ for the face, and $z_h$ for the hair. Subsequently, the embeddings are concatenated.
and projected by the mapping network $M$ into $z$ with dimensions $18 \times 512$. Finally, the network $G$ generates the output image $I_G$ from $z$.

Formally, the image generation is written as

$$I_G = G\left(M\left(E_h(I_h) \oplus E_f(I_f)\right)\right),$$

where the symbol $\oplus$ denotes concatenation.

The architecture used for $E_f$ and $E_h$ is ResNet-IR SE 50 adopted from the repository accompanying the paper [22]. However, the paper uses a single encoder with a more elaborate architecture based on feature pyramid networks [35]. Mapping network $M$ consists of one fully connected layer and a LeakyReLU activation layer with a negative slope of 0.2. For generator $G$, we employ StyleGAN2 pretrained on FFHQ dataset [4] with high output resolution of $1024 \times 1024$.

### 4.2 Training

During training, the weights of $G$ stay fixed and only the weights of $E_f$, $E_h$, and $M$ are updated. The network is trained to auto-encode the input image, i.e., to generate image $I_G$ that matches the input $I$. Since the input $I$ has size $256 \times 256$ pixels and the output image $I_G$ has $1024 \times 1024$, we subsampled $I_G$ before computing the loss function. Let us denote the subsampled generated image $I_{G_{256}}$.

$$I_{G_{256}} = I_G \downarrow 256,$$

where $\downarrow$ represents subsampling to $256 \times 256$.

Following [22], the loss function consists of three components: pixel-wise, perceptual, and identity loss.

**Pixel-wise loss.** Pixel-wise loss $\mathcal{L}_{L_2}$ is simply:

$$\mathcal{L}_{L_2} = \|I - I_{G_{256}}\|_2$$

**Perceptual loss.** In [23], the authors discovered that the deep features of neural networks pretrained on image classification tasks such as VGG or AlexNet correlate well with human perception of image similarity. The perceptual loss, denoted as $\mathcal{L}_{L_{P_{IPS}}}$, is computed as follows:

$$\mathcal{L}_{L_{P_{IPS}}} = \|F(I) - F(I_{G_{256}})\|_2,$$

where $F$, in our case, represents the deep features of AlexNet.

**Identity loss.** When looking at a portrait image, most of the attention is focused on the facial area, so preserving the identity is essential. It seems that without enforcing the identity loss explicitly, the network fails to generate the necessary detail in facial features. The identity loss $\mathcal{L}_{ID}$ is realized using the ArcFace net [36] trained for face recognition task. The loss is calculated as

$$\mathcal{L}_{ID} = 1 - \langle A(I), A(I_{G_{256}}) \rangle,$$
where $A$ is the ArcFace network, $\tilde{I}$ and $\tilde{I}_{G_{256}}$ are cropped-out faces (of $I$ and $I_{G_{256}}$ respectively) subsampled to $112 \times 112$ to fit the ArcFace input size.

The complete loss function is:

$$\mathcal{L} = \lambda_{LPIPS}\mathcal{L}_{LPIPS} + \lambda_{ID}\mathcal{L}_{ID} + \lambda_{L_2}\mathcal{L}_{L_2}.$$ 

The $\lambda$ parameters were set following [22] for StyleGAN2 inversion task. Specifically, $\lambda_{LPIPS} = 0.8$, $\lambda_{ID} = 0.1$, and $\lambda_{L_2} = 1$.

We employed the Ranger optimizer from [22] with learning rate 0.0001 and batch size only 2 due to memory limitations. We initialized both encoders with the weights of the ResNet pretrained for face recognition [36].

### 4.3 Dataset

We randomly generated 70,000 images using StyleGAN2 network. We first independently sampled a 512-dimensional vector $x$ from $N(0,1)$. Subsequently, we mapped $x$ into the intermediate latent space of the StyleGAN2, $\mathcal{W}$, of dimension $18 \times 512$ using the mapping part of the StyleGAN2. Each sample was then manipulated in $\mathcal{W}$ to generate a 5-step sequence of yaw angles within the interval of $[-25^\circ, 25^\circ]$. An example of such a sequence is depicted in Fig. 4.2. In summary, the dataset contained 350,000 images.

**Yaw manipulation.** To manipulate the pose, we followed a standard approach, e.g., [37]. Specifically, we learned a linear classifier to distinguish between latent codes of faces with positive and negative yaw angles. The normal vector of the hyperplane was taken as the estimate of the yaw direction in the latent space. We collected 12,000 synthetic images for both positive and negative yaw angles except for angles in the interval $[-5^\circ, 5^\circ]$ to create some margin between the classes.

During training, the images were sampled as follows. For a particular identity, we independently randomly drew two yaw angles from the sequence, one for the hair image $I_h$ and the other for the face image $I_f$. Thus, the input images have possibly nonmatching hair and face poses. The ground-truth image $I$ has the yaw of the face image $I_f$. For clarity, the sampling is depicted in Figure 4.3.

Although the identity slightly changes in the sequence, the hairstyle stays the same. The identity loss is always computed between $I_f$ and $I$, which have the same poses ($I_f$ is extracted from $I$).

### 4.4 Data Augmentation

To achieve better results for input pairs with misaligned hair and face inputs, we used the following data augmentation. We first trained the network for 500,000 iterations with a random affine transformation of hair images $I_h$. 
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\textbf{Figure 4.2:} Examples of five-step sequence with changing yaw angle using learned direction in the latent space of the StyleGAN2 network.

\textbf{Figure 4.3:} An example of data sampling. The hair image $I_h$ and $I_f$ are independently randomly drawn from a 5-step yaw sequence, possibly having a mismatching pose. The ground-truth image $I$ has consistent pose with the facial input $I_f$.

Namely, translation $\pm 13\text{px}$, scaling $0.85–1.15$, and in-plane rotation $\pm 20^\circ$ was uniformly sampled. Face image $I_f$ stayed the same.

After the training, we observed that the network was sensitive to a dislocation of the input face. Input face images having a slightly different position, scale, or in-plane rotation resulted in certain artifacts. Therefore, we fine-tuned the trained network with further 60,000 iterations with face images $I_f$ transformed with the same affine transformation as the hair images, except for a smaller $\pm 10^\circ$ range of rotations. The same transformation was applied to the target images to preserve consistency. Note, that the affine parameters for $I_h$ and $I_f$ were sampled independently.

Interestingly, the network did not converge well when the inner face transformation was used from the beginning, and the resulting images suffered from artifacts. Typically, the contour of the hair leaked into the background. Two stage training solved the problem. The reason is probably that the network trained to capture a simpler transformation is able to guide the network to capture a more complex transformation.
4.5 Discussion

We tried multiple architectures to tackle the problem. One of the approaches was to encode $I_f$ and $I_h$ into a latent space of dimensions $1 \times 512$. However, the embeddings failed to capture the necessary detail to preserve the identity, and the resulting images were blurred. Another approach that we tried was to encode both the hair and face image jointly by concatenating them into a six-channel input. However, that approach did not allow independent control over hair and facial features. The best solution was to have two separate encoders for each of the inputs. The originally proposed architecture based on the feature pyramid in [22] was too large to fit twice into the GPU memory. Finally, we used a lighter encoder architecture with $18 \times 512$ dimensional output embeddings. However, employing two encoders still had an impact on the memory requirements. The GPU did not allow more than two samples per batch, mainly due to the architecture size itself and the additional networks used to compute the losses.

We discovered that the data augmentation in the form of affine transformation had a significant influence on the model performance. When we did not use the augmentation, the model produced specific artifacts when the input image was misaligned.

Enriching the dataset with nonfrontal poses and sampling of hair and face images with mismatching poses during training led to considerable improvement in hairstyle transfer for inputs with very different poses.
Chapter 5
Experiments

We present several experiments to evaluate the consistency and fidelity of the generated hairstyles. The qualitative analysis includes hairstyle transfer, hair synthesis for 3D morphable model [2], interpolation, latent space manipulation, and comparison with other methods for face swapping. The quantitative evaluation was performed by using an independently learned hair similarity metric. To quantitatively assess the visual quality of our results, we conducted a user study. All experiments were done on held-out test set which was not used in the training.

5.1 Qualitative Evaluation

5.1.1 Hairstyle Transfer

This experiment demonstrates the ability of the network to transfer hairstyles between different identities. The hairstyle transfer was executed on several image pairs by simply swapping the inner face inputs $I_f$.

In Fig.5.1 and 5.2, we present several examples of hairstyle transfer between a variety of identities and haircuts. The pairs are challenging, since the poses of the original images and of the hair inputs are different, as well as the illumination. The input identities differ in head size and shape, in gender and ethnicity. Some of the input haircuts are very complicated.

The hairstyles are faithfully transferred while still preserving the input identity and facial expression. The output images provide seamless hairstyle transfer despite the challenges. Note that, e.g., the skin color is well preserved and that even female hairstyles to male identities are transferred without apparent artifacts.

The reasons that the network can handle mismatching pairs of hair and inner face input images and produces appealing results are twofold. The robustness to geometrical misalignment is probably due to the complex data augmentation used in the training. The illumination consistency is probably due to the state-of-the-art StyleGAN2 generator embedded in our architecture. StyleGAN2 pretrained on a large amount of data produces photorealistic results with consistent illumination.
5. Experiments

Figure 5.1: Hair transfer examples. The top box depicts the input images along with their auto-reconstructions. The bottom grid shows transfer of various hairstyles to different identities. The identities are preserved column-wise, the hairstyles row-wise.

5.1.2 Interpolation

To uncover the behavior of the latent spaces (of hair and faces), we experiment with interpolation.

A pair of images was taken, and the latent-space embeddings $z_h, z_f$ of the respective hair and face encoders were found for both images. Then, we generated a sequence of several steps by linearly interpolating between either the latent codes of hair or face. We reconstructed the output images feeding the network with the interpolated codes of hair, while keeping the face code the same or vice versa. Note that the structure of our framework allows independent interpolation in both face and hair domains simultaneously.
Figure 5.2: Hair transfer examples - additional results. The top row shows the original input, the row below depicts auto-reconstructed images. The grid displays hair transfer between various hairstyles and identities with diverse and challenging conditions.
5. Experiments

Results for face interpolation are presented in Fig. 5.3. Face interpolation shows a gradual change in identity and lighting without modifying the hairstyle. The hair is naturally adjusted to fit a face size.

Hair interpolation is depicted in Fig. 5.4. The hairstyles are progressively changing length and color while preserving the identity. With closer observation, it is apparent that the color of the forehead is unified with that of the face, resulting in a realistic-looking portrait.
Figure 5.3: Interpolation in the face domain. The hairstyles are preserved column-wise. The top-most row depicts the input images A and B. The box below shows eight interpolation steps; from the top-row with identity from image A to the identity from image B in the bottom row.
Figure 5.4: Interpolation in the hair domain. The identities are preserved column-wise. The top-most row depicts the input images A and B. The box below shows eight interpolation steps; from the top-row with hairstyle from image A to the hairstyle from image B in the bottom row.
5.1.3 3D Morphable Model

Since the introduction, the 3D morphable model (3DMM) has come a long way with increasingly detailed features. Nevertheless, the model is still missing hair. Our framework provides uncomplicated hair generation for faces rendered by 3DMM.

In Fig. 5.5a, we show two examples using the proposed hairstyle transfer method and the 3DMM. First, we fit a 3D morphable model to a test image and rendered a sequence of poses with increasing yaw angle. Each rendered image was masked to obtain the inner face image $I_f$. All images from the sequence were paired with the hair image $I_h$ derived from the original test image. Those pairs were fed into the network to generate the output images. The Fig. 5.5b shows the same process with a randomly generated 3DMM. The rendered models and hair input image from the previous experiment were again fed into our network to provide a synthetic 3DMM model rendering with natural hair.

We can see that the hair rotates consistently with the input face. The identity is well preserved for all orientations. Only for extreme yaw angles, the output rotations seem slightly smaller than the inner inputs. The reason is probably a scarcity of extreme orientations in the training set. We only have images up to $25^\circ$ in our datasets, since it was problematic to generate larger orientations without artifacts.

![Figure 5.5: 3D morphable model with hair. The 3DMM was fitted to a real image (a), or generated randomly (b). A sequence of yaw angles in range $[-30^\circ, 30^\circ]$ was rendered. Hair was added from the real image.](image)
5. Experiments

5.1.4 Hair Manipulation

To explore the semantic properties of the latent space of the hair domain, we experimented with hair manipulation, namely, with hair color and hair structure.

For this task, we exploited an annotated dataset CelebAMask-HQ. We trained a linear SVM classifier to discriminate between latent codes for a given architecture.

For hair color manipulation, we collected images with positive annotation in the attributes Blonde and Black, creating two classes. The number of images in the black hair class was 7047 and in the blonde hair class 5622. The SVM penalty parameter $C$ was set proportionally to adjust the disbalance between the classes. We extracted $I_h$ from each image, as described in Section 4.1, and generated their latent codes $z_h$ using the encoder $E_h$. The linear SVM gives the discriminating hyperplane between the two classes; its normal vector was used to manipulate the hairstyle in the latent space of $E_h$. The average accuracy in five-fold cross-validation was 99%.

Formally, the manipulation can be expressed as

$$z_h' = z_h + \mu n,$$

where $z_h$ is the latent vector of dimension $18 \times 512$, $\mu \in \mathbb{R}$ is the magnitude of manipulation, and $n$ is the semantic direction (i.e., the normal vector of the discriminating hyperplane of dimension $18 \times 512$). The vector $z_h'$ is fed into the mapping network $M$ along with the fixed facial embedding $z_f$. The results of the hair manipulation are depicted in Figure 5.6. It is visible that the color change does not affect other attributes like the background or the hairstyle itself.

The attributes regarding hair structure were Wavy and Straight. The Wavy class contained 7210 images, the Straight class 5459 images. The average accuracy in five-fold cross-validation was, in this case, only 83%. That is mainly because there is no fine line between straight and wavy hair; distinguishing between the two is hard even for a human annotator. The results of the hair manipulation are shown in Figure 5.7. The learned direction successfully changes the hair structure without changing the hairstyle much.

StyleGAN2 latent space manipulation is a popular technique that often provides appealing results for certain semantic directions, e.g., gender, age, pose [37]. Nevertheless, for larger magnitude of the linear manipulation, the results suffer from undesirable changes of identity, age and expression (e.g., Figure 4.2). We conducted the hair manipulation experiment described above with the StyleGAN2 latent space.

To obtain the latent vector for each annotated image, we employed an encoder trained for StyleGAN2 inversion from [22]. We used the same classes and a linear SVM classifier as described above. The estimated average accuracy in five-fold cross-validation was 99% for hair color and 80% for hair structure. The hair manipulation results are presented in Figures 5.8, 5.9.
opposed to our method, hair manipulation in the latent space of StyleGAN2 changes shape of the face, identity, age, and expression. In some cases, the face does no longer look very realistic. That is probably caused by the fact that the latent space encodes all properties of the face and hair together.
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Figure 5.6: Hair color manipulation in the latent space. The middle row shows the original image. The left column shows darkened hair, the right column shows lighter hair.
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**Figure 5.7**: Hair structure manipulation in the latent space. The original image is depicted in the middle column. The left column shows straightened hair. Wavier hairstyles are depicted in the right column.
Figure 5.8: Hair color manipulation in the latent space of the StyleGAN2. The original image is displayed in the middle column. Each row shows the original image with darker hair color (left) and lighter hair color (right).
Figure 5.9: Hair structure manipulation in the latent space of the StyleGAN2. The original image is presented in the middle. Straighter hair is in the left column, wavier hair is in the right column.
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5.1.5 Comparison with Other Methods

The closest works to ours are RSGAN [25], and MichiGAN [20]. The latter requires user interaction. Therefore, it cannot be easily compared—moreover, the background inpainter network is not available due to ownership rights. Comparison with RSGAN is shown in Fig. 5.10. The images are taken from the electronic version of the paper and then enriched by our results. This is a challenging scenario since we do not have the choice of the images in our hands. The RSGAN presents two methods for face swapping/hair transfer; RSGAN and RSGAN-GD. RSGAN is the output of their network, whereas RSGAN-GD reconstructs only the facial part and blends it with the input background and hair using gradient-domain image stitching [29]. We compare auto-reconstruction in Fig. 5.10 (a) and hairstyle transfer in (b) and (c). Note that our results in (b) have a different pose, since the pose is given by the source image and not by the target image. We simply fit the hairstyle to the input face and not the face to the hairstyle as other methods. This is given by our training process.

Our model achieves better results in reconstruction (a) and in preserving identity than RSGAN-GD, and Nirkin+ (b). Hairstyle fidelity in (b) is comparable among all images, nevertheless residuals of the original hair are visible in Shlizerman. In (c), we can see that our method outperforms other results, e.g. RSGAN fails to transfer long hair to male identity and vice versa.

5.2 Quantitative Evaluation

To evaluate the proposed method, we performed two additional experiments. The first experiment provides a quantitative evaluation of the hairstyle similarity between the input $I$ and the generated image $I_G$. No hair masks were used to evaluate the measurements. The other experiment is a user study to assess the visual quality of the generated images of our method against random images from StyleGAN2 generator.

5.2.1 Hair Similarity Metric

To the best of our knowledge, there is no hairstyle similarity metric available. Therefore, we trained a hair similarity metric on an annotated dataset of hairstyles. Our method allows to train from databases with incompatible hairstyle annotations, which was exploited in our case.

Dataset

We combined two annotated datasets; CelebAMask-HQ [41] and a part of Hairstyle 30k [24] - “Sixkind”. In summary, about 20k images.

CelebAMask-HQ. The dataset contains seven attributes regarding hair; *brown, black, blonde, gray, straight, wavy, bald*. We selected only images with
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![Comparison with other methods. Reconstruction (a), and hairstyle transfer/face swapping (b), (c). All images except for our results were adopted from [25]. Note that in (b) our method provides hair transfer results onto face image of the source image unlike the other methods. Compared methods are from Shlizerman [14], Nirkin [28], GD [29], VAE-GAN [38], ALI [39], α-GAN [40].](image)

positive annotation in at least one of these attributes. The images with hats were discarded. Each image was assigned an attribute vector encoding the attributes found in the image. The images with the same attribute vector were considered as the same class. The total number of classes was 19.

**Sixkind.** Since some classes of the whole Hairstyle-30k dataset do not contain many examples, we chose only a subset of the dataset containing 6 classes. In each image, we detected the face with dlib detector [42]. We increased the size of each bounding box by a factor of 0.75 on all sides and shifted the larger box up by a factor of 0.5 (of the original bounding box size) to capture the whole haircut.

**Training**

We employed the architecture ResNet 50 without its last layer. The network was trained in Siamese setup (see Fig. 5.11) using triplet loss [43] with a
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Figure 5.11: Siamese network setup. Two inputs are passed through the same network.

margin equal to 1 and $L_2$ distance. Formally,

$$\mathcal{L} = \max(||R(I_a) - R(I_p)||_2 - ||R(I_a) - R(I_n)||_2 + \alpha, 0),$$

where $R$ denotes the network, $I_a$ anchor image, $I_p$ positive image, and $I_n$ the negative image, $\alpha=1$. Since the classes were not compatible across the datasets, each randomly drawn triplet contained only images from either dataset. We augmented each batch with “mirrored” triplets. These triplets were constructed from an anchor and a negative image; a positive example was created by horizontally flipping an anchor image. When feeding into the network, the images were resized to $224 \times 224$. We used the optimizer AdamW [44] with learning rate 0.0001 and weight decay 0.0001 for 300 epochs. Batch size was 32 with 8 more randomly chosen “mirror” triplets.

Retrieval Experiment

To visually verify the performance of the hair similarity metric, we carry out a retrieval experiment on a large database.

For all images $I$ in the dataset, the embedding $R(I)$ is found by the trained hair similarity network. The $L_2$ distance is computed between the query embedding and all the embeddings of the dataset. Finally, the distances are ranked and the four nearest images are retrieved. The experiments were conducted on the held-out test set (with 5000 images) of the hairstyle dataset described above in Section 5.2.1 and on 100,000 random images generated by StyleGAN2.

The results are portrayed in Fig 5.12. The retrieved images indeed contain visually similar hairstyles and vary in pose and in identity.
Figure 5.12: Retrieval experiment of the hair similarity metric. The left column presents the query image and the rest of the columns are the closest images in a sense of hair similarity. Three upper rows are from the test set of the Hairstyle dataset. The lower rows are from the dataset generated by StyleGAN2.
The learned hair similarity metric was used to evaluate the hair transfer fidelity. In Fig. 5.13, we show ROC curves for a binary classifier which uses the similarity metric to distinguish pairs of images with the same or different hairstyle. We compare the results for image pairs generated from the real dataset with manually labeled hairstyles and synthetic pairs generated by our hairstyle transfer method.

It is seen that the ROC curves are indistinguishable. The metric learned from manually created labels simulates the answer of a human to the question: “Are the two hairstyles similar?”. Hence, we see that a human would agree with our method as frequently as he/she agrees with another human on what pair of images shows the same hairstyle. This evaluation technique replaces an expensive user study which would require to manually judge all image pairs generated by our method.

The positive and negative image pairs were generated as follows. Pairs for the manually labeled dataset were constructed using the class labels. ROC curve is computed from 2500 random pairs from held-out test sets. A synthetic set of images generated by our method was prepared as follows. Let us have a pair of images $A$ and $B$, randomly generated from StyleGAN2. Then we denote $G(A_h, B_f)$, the output of the proposed hairstyle transfer network taking the hair input from $A$ and the face input from $B$. For every pair $(A, B)$ we create two positive pairs $\{G(A_h, A_f), G(A_h, B_f)\}$, $\{G(B_h, B_f), G(B_h, A_f)\}$ and two negative pairs $\{G(A_h, A_f), G(B_h, A_f)\}$, $\{G(B_h, B_f), G(A_h, B_f)\}$. We generated 2500 test pairs as in case of the real dataset.
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Figure 5.13: ROC curves for hair similarity metric computed on a manually labeled dataset (orange) and an unannotated synthetic dataset generated by our hairstyle transfer method (blue).

5.2.2 User Study

To quantitatively analyze the visual quality of the hair-transferred results, we conducted a human-evaluated survey. The goal of the study is to compare our results with raw images generated by StyleGAN2.

We set up four questionnaires, all containing 25 pairs. Each pair comprised a randomly generated image by StyleGAN2 and an image generated by our method with the same identity but a different hairstyle, randomly chosen from the image set. The question was: “Which of the two images is more realistic?” All images captured only women to avoid unrealistic results due to unusual hairstyles from male to female hair transfers.

Each respondent was assigned a score, representing the number of votes for the image generated by our method. The histogram of the scores across all surveys is depicted in Figure 5.14. A total of 119 respondents participated in the study. The mean score is 46%, standard deviation 15.3%. The mean score suggests that 46% of the hair-transferred images were more realistic than the images generated by the StyleGAN2. The best theoretical score is 50%, since we use the StyleGAN2 as an output generator. The result suggests that our method is not easily distinguishable from the StyleGAN2. It means that the image quality perceived by study participants is comparable as that of the state-of-the-art StyleGAN2 and the hair transfer does not introduce additional artifacts. In the Figure 5.15a, we present several pairs that got consistently voted for StyleGAN2. The generated images look unnatural due to anomalies in the source images, e.g., a hat or unnatural hair color. In contrast, the Figure 5.15b portrays some pairs that were frequently voted for our hair transfer results.
Figure 5.14: The histogram of scores in conducted user study. The horizontal axis represents acquired score: number of selected images generated by our method. The vertical axis describes number of respondents with a given score.
5.2. Quantitative Evaluation

(a): Failure cases in hair transfer.

(b): Success cases in hair transfer.

Figure 5.15: Example pairs from the user study. Failure cases (a) were frequently voted for StyleGAN2, while the success cases (b) were consistently voted for the hair transferred images (HT). The left-most column displays percentage of votes for the hair-transferred image. The two columns were presented in the questionnaires as an image pair. The right-most column shows the hair source for the hair transfer.
Chapter 6

Conclusion

This thesis presented a method that provides a high-definition hairstyle transfer between face images with additional applications, e.g. adding hair to an image rendered by 3D morphable model. The method evades the intricate GAN training and does not require any annotations or even an external dataset. The training is accomplished on a fully synthetic dataset generated by the StyleGAN2.

The framework employs two encoders, one for hair and one for face, a mapping network, and fixed StyleGAN2 generator. The method was thoroughly evaluated using both qualitative and quantitative analysis. Specifically, we presented experiments on hairstyle transfer, hair generation for a rendered 3D morphable model, and semantic hairstyle manipulation. We further assessed the hairstyle transfer performance using the learned hair similarity metric and the user study. Furthermore, we compared our method to other state-of-the-art methods. The results of our method show high fidelity of hair transfer, preserving the identity and facial expressions of the subjects. Good results are achieved even in challenging conditions such as hairstyle transfer for pairs with different poses, ages, ethnicities, and lighting conditions.

Unlike other methods, we do not use any post-processing of the results, e.g., blending the original background with the output [25]. Our pipeline is simple and fully automatic, unlike [26], which requires user interaction. The results are provided by a single pass of the proposed neural network without iterative optimization. Furthermore, the output resolution attains 1024×1024 pixels, which exceeds other hairstyle manipulation methods.

The performance could probably be further improved by segmentation of the background. The background is not relevant in hair transfer application, but the hair encoder is forced to learn it, which can considerably limit the effective capacity.
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CD Contents

- HairstyleTransferbetweenPortraitImages_subrtade.pdf – the thesis itself
- thesis.zip – LaTeX project of this thesis
- figures/ – folder containing some of the images in the original resolution
- HairTransferVideo.mp4 – a video demonstrating applications of the proposed framework
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