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Abstrakt

Tato práce se zabývá simulacemi nanostruktur založených na uhlíku, s ohledem na jejich využití v elektronice.

Nejprve je provedena rešerše současného stavu znalostí v oboru nanostruktur a jejich samosestavování, která obsahuje

také  výhled  do  budoucna.  Dále  je,  dle  dostupné  literatury,  rozebrána  teorie  transferu  elektronů  v  molekulárních

systémech a teorie transportu proudu v nanostrukturách.  Práce dále obsahuje popis  některých molekul  a  materiálů

založených na uhlíku současně s popisem současného stavu poznání výzkumu v dané oblasti. Konečně, práce obsahuje

výsledky  simulací  nanostruktur  založených  na  grafénu,  helicénu  a  annulénu,  uskutečněné  v  software  Synopsys

QuantumATK.

Klíčová slova: nanostruktury, grafén, helicén, annulén



Abstract

This work deals with carbon-based nanostructures simulations with respect to their electronic application. First,

it contains an analysis of the current state of knowledge in the field of nanostructures and their self-assembly, and also

some outlook for the future. The theory of electron tranfer in molecular systems and current transport in nanostructures

is described in detail using the latest literature. Then, a description of carbon-based molecules and materials is made,

analyzing the of state-of-art research in the field. Finally, the results of our simulations of graphene-, helicene- and

annulene-based structures performed in Synopsys QuantumATK simulation software are presented and discussed.

Keywords: nanostructures, graphene, helicene, annulene
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1 Introduction

The  recent  advances  in  nanostructures  simulation  and  synthesis  are  opening  new possibilities  to  prepare

electronic  devices  and  to  implement  completely  new  phenomenons  in  electronics.  One  of  the  results  of  putting

significant effort to graphene research was that materials based upon carbon became one of the prominent interests

among  material  scientists.  The  properties  diversity  of  different  carbon  allotropes  and  carbon-based  compounds,

accompanied by predictable chemical behaviour, inspired new approaches to electronic device technology and design,

computer architecture etc.  By employing highly ordered and anisotropic materials like carbon nanotubes,  graphene

nanoribbons, or nanographene quantum dots, phenomenons from quantum physics and chemistry ascended from purely

theoretical to experimentally proven. Despite the rapidly advancing research, there is still no wide implementation of

the identified concepts. Before this may happen, further analysis of carbon nanostructures landscape must be done.

The main  goal  of  this  thesis  is  theoretical  analysis  of  carbon nanostructures  with  emphasis  on  graphene

nanoribbons and helicenes. This includes definition of theoretical framework, selection of appropriate models for the

chosen structures, comparison of simulation results with the current state of knowledge, and evaluation of usefulness for

the specific applications.

This work describes basic knowledge needed for  research of nanostructures  in electronics  and our,  so far

acquired, results of nanostructures computer simulations. The emphasis is layed upon carbon nanostructures. All is

applicable for molecular-level (nanometer-scale structures) in general. Because the topic is wide and touches almost

every branch, most of the information about subjects is simplified to a basic level. The text is divided in six chapters.

The first chapter is an introduction to molecular-level systems and contains possible perspectives and motivation. The

basic integrated circuit architectures made by means of molecular-level systems are described in this chapter as well.

The second chapter describes electronic and energy transfer processes in molecules. This knowledge is important when

treating large molecules and supramolecular systems. The third chapter describes theory of nanostructures simulations.

It is divided in two parts: the one deals with molecular geometry optimization, the second with simulation of current

transport in nanostructures. In the fourth chapter, basic informations about the used simulation software are uncovered.

The fifth chapter enumerates some of the notable carbon-based nanostructures. Their description is combined with data

we obtained from our calculations. In this section, our results are also compared with theoretical and experimental data

from the available literature. The last chapter provides short conclusions and summarizes our achievements.
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1.1 Introduction to Molecular-level Systems

As it is described in [1],  a molecular-level device can be defined as an assembly of a discrete number of

molecular components designed to perform a specific function. A molecular-level machine is a set of devices from

which some of them have the property of movement. Example of such structure is a supramolecular assembly which

performs some more complex functions resulting from the cooperation of various components. As our understanding of

nature shows, this definition is fitting even for molecular devices and machines that are responsible for biological

processes, although they are not designed by us but by long-term evolutionary changes. Molecular-level devices operate

via electronic and/or nuclear rearrangements and, like macroscopic devices, they need energy to operate and signals to

communicate with the operator.

The term molecular electronics may cover a broad range of topics. Using the most recent terminology from [2] it can be

divided in two basic branches: molecular-scale electronics, and molecular materials for electronics. Molecular materials

for electronics deal with bulk materials, like films or crystals (thin-film transistors, light-emitting diodes, etc.), that

contain many trillions of molecules per functional unit. The properties of these units are measured on the macroscopic

scale. Molecular-scale electronics deals with one to a few thousand molecules per device. This work is mainly focused

on molecular-scale electronics, but in technical means these fields are often intertwined.

A promising strategy towards obtaining a technology on nanometer scale is offered by the bottom-up (small-upward)

approach, which starts from atom or molecule and builds up to nanostructures [1]. One of the ideal strategies to build up

nanostructures by this approach is to use knowledge from chemistry which says that atoms are reliable material which is

forming molecules  and  they  have well  defined  sizes  and  shapes.  The idea  that  atoms could  be  used  to  construct

nanoscale devices and machines was first raised by R. P. Feynman who (in his lecture "There's Plenty of Room at the

Bottom") foretold that „The principles of physics do not speak against the possibility of maneuvering things atom by

atom“. The possibility of manipulating and arranging single atoms has been demonstrated e.g. by recent atomic probe

microscopy or atomic layer deposition techniques. However, the effective nano-assembly of a real device or machine by

these means is highly unprobable because of the slow speed and high demands for the well defined environment where

the assembly takes place. The main problem of atom-by-atom approach is the complexity of chemical behaviour of each

atom. It seems that for more complex supramolecular structure, there is no way to simply put one atom to another but

chemistry rules have to be applied. By applying the knowledge of chemical reactions, especially the bond-breaking and

bond-making processes and by using the quantum chemistry computer numerical simulations it is possible to predict the

arrangement and all the processes needed for the construction of a specific molecular device or machine. The research

on supramolecular chemistry and molecular biology shows that molecules are much more convenient building blocks,

than  atoms,  for  construction of  nanoscale  devices  and  machines.  Molecules  are  stable  species  whereas  atoms are

difficult  to handle.  Another  example we can get from nature,  because it  uses the most complex assembly of self-

replicating nanoscale structures so far known and mostly handles with molecules. As an example, the light-harvesting

carotene molecular antenae for bacterial photosynthesis are formed by self-assembly and self-organization of many

molecular components. In living cells we can e.g.  see self-assembly and self-organization of proteins, managed by

ribosomes and other molecular machines which communicate through different means. These processes evolved in

nature spontaneously and are purely following rules of physics,  chemistry,  biology and they have been formed by

evolutionary processes for eons. The result we have in  today's nature is the whole laboratory of processes of self-
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assembly and self-organization of supramolecular and well organized macroscopic systems which includes precisely

controlled growth of nanotubes in cells, transport of various molecules, writing and reading of genetic code, building up

structures  like  single-molecular  layers,  photonic  structures  and  plasmonic  structures,  nanopores  and  single-atomic

channels, building up compact high area surfaces, handling and compactification of long chains of molecules, etc.

The applications are appearing, e.g. in nanophotonics, inspired by self-assembled nanostructures on the moth wing [3]

(Figure 1), or in plasmonics inspired by self-assembly of insect lenses [4] (Figure 2). The DNA also shows a big

potential as a building block for molecular devices and machines [5, 6]. There are 3D-printing techniques to create an

artificial chromosome which then takes control over the cell function when implanted in to its nucleus [7]. This method,

used  to  create  a  predefined  cell,  will  among other  methods  (molecular  scissors  etc.)  may open the  possibility  of

manipulating nanoscale  structures  by living cells  programmed to do so.  In  other  words,  it  leads  to  production of

nanoscale devices and machines which can produce another devices and machines or simply replicate itself as life does.

It  as  well  opens  the  possibility  to  transport  the  necessary  information  about  life  through  cosmic  distances  by

electromagnetic  waves  in  order  to  be  then  in  situ assembled  by  a  3D-printer  from the  elements  available  at  the

destination  point  and/or  basic  molecular  components  carried  by  the  probe.  The  implication  of  such  an  advanced

manipulation of atoms and molecules, even over a great distances of space, are undoubtedly tempting. Therefore, a

strong motivation rises to study the processes in living cells and to do ab initio quantum simulations of various simple

structures on the molecular level in order to find their properties. Another argument for molecule-by-molecule assembly

of nanodevices is that the most laboratory chemical processes today deal with molecules, not atoms. As well, molecule

is an object that already has a distinct shape and carry a specific properties (e.g. those governed by the photochemical or

electrochemical inputs), and the molecules can self-assemble or can be fused to create larger structures like polymers

and layers.  As it  is  mentioned in [1],  the rapidly growing supramolecular chemistry is opening virtually unlimited

possibilities concerning design and construction of artificial molecular-level devices and machines by means of bottom-

up molecule-by-molecule approach. It is also evident that such an approach can make an invaluable contribution to

better understanding the molecular-level aspects of the highly complex devices and machines that are responsible for

biological processes.

Figure  1. An example  of  biophotonic  nanostructures  which  are  forming  by  self-assembly  on  an  arthropod wings.  (a-f)  Light

micrographs, (g-l) electron micrographs. The image is taken from [3].

As  also  mentioned  by  authors  of  [1], the  development  of  the  supramolecular  bottom-up  approach  towards  the

construction of nanoscale devices and machines was made possible by gaining the large amount of knowledge in the

fields of organic synthesis and photochemistry, by the preparation of early examples of molecular-level devices and

machines like the light-controlled molecular-level tweezers, triads for vectorial charge separation and light-harvesting
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antennae,  and  by  development  of  new techniques  like  the  single  molecule  fluorescence  spectroscopy and already

mentioned  atomic  probe  microscopy.  This  was  also  made  possible  by  global  increase  in  computing  power  and

development of new algorhythms and quantum chemistry simulation methods. Also the supramolecular chemistry is

rapidly developing interdisciplinary field.

Figure 2. Self-assembly of the plano-spherical convex lenses from calix[4]hydroquinone (CHQ) inspired by insect compound eye.

The image is taken from [4].

A chemical system is considered as a molecule when all its components are linked with strong (e.g. covalent) bonds

only. In the most  cases  the molecular-level  devices  and machines  are multicomponent  chemical  systems in which

chemical bonds of different nature play role, and they are thus considered as supramolecular systems. This definition is

yet inadequate because there is a need to take the interaction energy of molecule parts into account. The definition of a

supramolecular species can be based on the degree of intercomponent electronic interactions. During photochemical

stimulation, a system A~B (consisting of two units A and B with bond ~ that keeps the unit together), can be defined as

a supramolecular species if light absorption leads to excited states that are substantially localized on either A or B, or

causes electron transfer from A to B and vice versa. This is in contrast to excited states substantially delocalized on the

entire system in a large molecule. Oxidation and reduction of supramolecular species can then be described as oxidation

and reduction of specific units, whereas oxidation and reduction of a lerge molecule leads to species in which holes or

electrons are delocalized over the entire system. When the interaction energy between units is small when compared

with the other relevant energy parameters a system can be regarded as a supramolecular species, irrespective of the

nature of the bonds that link its units [1].

As  next  stated  in  [1],  the  construction  of  artificial  supramolecular  structures  via  self-organization  needs  suitably

programmed molecular components and full control of all the weak intermolecular forces (including solute-solvent

interactions) involved in the thermodynamically driven formation of the desired system. This can be fulfilled by precise

chemical  design  of  the  molecular  components.  Several  supramolecular  structures  (e.g.  helicates,  grids,  capsules,

molecular  polyhedra,  etc.)  have  been  obtained  by  self-association  and  self-organization  of  artificial  molecular

components. The construction of artificial supramolecular devices and machines by self-assembly and self-organization

is a much more difficult task, because the various molecular components must be programmed not only to ensure their

self-assembly into a structurally organized system but also to ensure their functional integration, as required by the

operation the device or machine is expected to perform. Moreover, Supramolecular systems based on weak interaction
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are fragile because they can be easily disassembled by external perturbations (e.g. change of solvent, change of pH, rise

of temperature). Artificial devices and machines are therefore often constructed by following a design based on covalent

interaction bonds.

The first  step in the bottom-up approach is synthesis and characterization of molecular-level structures  capable of

responding to external stimuli. It seems likely that, for example, the molecular-based computer would operate in ways

analogous to silicon-based computers where we use electrical and light stimuli. Molecules can process electrons or

photons and generate electrons on photoexcitation and photons on electrical stimulation. It is therefore possible that

electronics and photonics will merge increasingly as miniaturization proceeds [1]. While the construction of molecular-

based  computer  is  still  in  process,  the  design  and  realization  of  a  molecular-level  electronic  structures  as  wires,

switches,  plugs,  sockets,  extensions,  rectifiers,  antennae,  batteries,  etc.,  is  topic of  a  great  scientific  interest.  Most

molecular-level systems capable of function like macroscopic devices involve photoinduced electron- and/or energy-

transfer  processes  in supramolecular  species.  These processes  play also a fundamental  role in operating biological

devices and machines and therefore we discussed it more (see Chapter 3).

1.2 Basic Molecular-level Integrated Circuit Architectures

According to  [2],  there are at  least  three general  architectural  approaches to  create integrated circuits  for

molecular-level computing. The first approach is based on quantum cellular automata (QCA). This method relies on

electrostatic field repulsion to transport information throughout the circuitry. One major benefit of the QCA approach is

that heat dissipation is less of an issue because only one to several electrons are used rather than thousands of electrons

needed for each bit of information in classical electronic solid-state devices. The second approach is based on building

of massively parallel computing device using molecular electronic-based crossbar technologies that are said to be very

defect tolerant. This approach is proposed to use single-walled carbon nanotubes (SWNT) or synthetic nanowires for

crossbars.  Logic functions are performed either by sets of crossed and specially doped nanowires or by molecular

switches placed at each junction. The third approach uses molecular-scale switches as part of a nanocell, a concept that

is a hybrid between present silicon-based technology and technology based purely on molecular switches and molecular

wires (but in fact all the mentioned approaches will be hybrid technologies as well, at least in the first generations). The

nanocell relies on the use of arrays of molecular switches to perform logic functions but does not require each switching

molecule to be individually addressed or powered. It utilizes the principles of chemical self-assembly in construction of

the logic circuitry, thereby reducing complexity.

1.2.1 Quantum Cellular Automata

Quantum dots are sometimes called artificial atoms because they have discrete charge states and energy-level

structures that  are similar to atomic systems and can contain from a few thousands to just  one electron. They are

typically  small  electrically  conducting regions,  1μm or less  in  size,  with a variety of  geometries  and dimensions.

Because of the small volume, the electron energies are quantized. No shell structure exists, instead of that, the generic

energy spectrum has universal statistical properties associated with zero-point energy („quantum chaos“). An example

of self-organized quantum dots of various dimensions, could be the structures obtained by swelling, shrinking and

adaptation of graphene substrate) presented by the authors of [8] (see Figure 3).
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Figure 3. 3D integrated graphene of various dimensions taken by SEM. The image is taken from [8].

As more explained in  [3], the principle of operation of QCA is based on the fact that electrons ale able to tunnel

between dots but are unable to leave the cell. When two excess electrons are placed in the cell, Coulomb repulsion will

force the electrons to occupy dots on opposite corners. The two ground-state polarizations are energetically equivalent

and can be labeled as logic „0“ or „1“. Flipping the logic state of one cell, for instance by applying a negative potential

to an electrode near the quantum dot occupied by an electron, will result in the neigbouring cell to flip ground states in

order to reduce Coulombic repulsion force.  In this way, a line of QCA cells can be used to do computations.  An

example of QCA topology that can produce AND and OR gates is called a majority gate and is shown in Figure 9. The

three input cells „vote“ on the polarization of the central cell. The polarization of the central cell is then propagated as

the output.  One of  the inputs  can be designated as  programming input  and determines whether  the  majority  gate

produces an AND or an OR. If the programming gate is a logic 0, then the result shown in  Figure 4 is OR while a

programming gate equal to logic 1 would produce a result of AND.

Figure 4. QCA majorty cell in which the three input cells A, B, and C determine the ground state of the center cell, which then

determines the logic of the output. A logic input of 0 gives a logic output of 1. The image is taken from [2].

1.2.2 Crossbar Arrays

Another architecture mentioned in [2], the molecular computer (based on so called Teramac design), is using

wires that make up the address lines controlling the settings of the configuration switches and the data lines that link the

logic  devices.  Large  amount  of  research  has  been  done  in  the  branch  of  nanowires.  Very  promising  material  for

nanowire preparation (mostly by top-down approach) are graphene-based structures and helicenes, as more explored in

our work. As explored by the authors of [5, 6], another possible nanowire is a DNA molecule. An example of carbon

nanotubes (CNT) usage as an electronic component is in the Figure 5.
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Figure 5. An example of bistable electrical switching by means of carbon nanotubes network and organic molecules. The image is

taken from [9].

1.2.3 The Nanocell Approach

This  approach,  also described in  [2],  uses  a theoretical  treatment  of  the electron transport  through single

molecules attached to metal surface and there is also an analysis of the electrical behavior of many molecules. For

example  oligo(phenylene  ethynylene)  molecules.  These  molecules  were  examined  in  nanopore  testing  device

(emulating electrode connection) and were exhibiting large ON:OFF ratios and negative differential resistance. The

peak-to-valley  ratio  was  1030:1  at  60 K.  The same nanopore  testing device  was  used  to  study the  ability  of  the

molecules to hold their ON states for extended periods of time. The performance of molecules as molecular memory

device  was  tested,  and  in  this  study  only  the  two  nitro-containing  molecules  were  found  to  exhibit  storage

characteristics. The write, read, and erase cycles are shown in  Figure 6.  An example of I/V characteristics of Au-

molecule-Au device are shown in the Figure 7. The characteristics are repeatable to high accuracy with no degradation

of the device noted even after 1 bilion cycles over a one-year period. As being feasible in terms of computational power

but still dealing with matter on a nanoscale, this approach is widely used in this work.

Figure 6. The memory device operates by storage of high- or low-conductivity state. The image is taken from [2].
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Figure 7. The I/V characteristics of Au-molecule-Au device at different temperatures. The image is taken from [2].
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2 Photoinduced Electron- and/or Energy-transfer Processes

The following chapter is based upon the literature [1]. An electronically excited state obtained when a molecule

absorbs light of suitable energy is a species with properties different from those of the ground state molecule.  An

excited state may be involved in electron-transfer processes and it can also transfer energy to another molecule. Let us

consider an A-L-B supramolecular system, where A is the light-absorbing molecular unit, B is the other molecular unit

involved with A in the light-induced processes, and L is a connecting unit (bridge). In this system, the photoinduced

electron- and/or energy-transfer processes can be indicated as in Equations (1-4):

A-L-B + hv → *A-L-B photoexcitation (1)

*A-L-B → A+-L-B- oxidative electron transfer (2)

*A-L-B → A--L-B+ reductive electron transfer (3)

*A-L-B → A-L-*B electronic energy transfer (4)

Photoinduced electron-transfer processes are followed by spontaneous back-electron-transfer reactions that regenerate

the starting ground state of the system  Equations (5, 6) and photoinduced energy transfer is followed by radiative

and/or non-radiative deactivation of the excited acceptor Equation (7).

A+-L-B- → A-L-B back electron transfer (5)

A--L-B+ → A-L-B back electron transfer (6)

A-L-*B → A-L-B + hv excited state decay (7)

2.1 Electron Transfer

For mentioned photoinduced electron-transfer processes the relevant excited-state thermodynamic properties

are the reduction potential for the couples A+/*A (Equation (2)) and *A/A- (Equation (3)). Because of its higher energy

content, an excited state is both a stronger reductant and a stronger oxidant than the corresponding ground state. The

first approximation is that the redox potentials of the excited state couples can be calculated from the potentials of the

ground state couples and the one-electron potential  corresponding to the zero-zero excitation energy, as shown by

Equations (8, 9):

E(A+/*A) ≈ E(A+/A) - E0-0  (8)

E(*A/A-) ≈ E(A/A-) + E0-0  (9)

Electron-transfer processes involving excited states and those involving ground state molecules can be kinetically dealt

within framework of the Marcus theory and by more theoretical models. Quantum mechanically both the photoinduced

and back-electron-transfer processes can be viewed as radiationless transitions between different, weakly interacting

electronic states of the A-L-B supermolecule.  The rate constant of such processes is given by Fermi „golden rule“

expression:

k el=(4π /h)(H el )2 FCel  (10)
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where Hel is the electronic coupling and FCel the Franck-Condon density of states.

2.1.1 Electronic Factor

In  the  absence  of  any  intervening  medium,  the  electronic  factor  decreases  exponentially  with  increasing

distance:

H el=H el(0)e
−β el

2
(r AB−r 0)

 (11)

where rAB is the donor-acceptor distance, Hel(0) is the interaction at the contact distance r0, and βel is an attenuation term.

The 1/2 factor arises because originally βel was defined as the exponential attenuation parameter for rate constant rather

than for electronic coupling Equation (12):

k el∝e−β elr AB (12)

For donor-acceptor components separated by vacuum, βel is estimated to be in range 2-5 Å-1. When donor and acceptor

are separated by matter (e.g. the bridge L), the electronic coupling can be mediated by mixing of the initial and final

states of the system with virtual high energy electron-transfer states involving the intervening medium as illustrated in

Figure 8 (superexchange mechanism).

The second-order perturbation expression describing the superexchange coupling is:

H el=
H ie H fe

Δ Ee

+
H ih H fh

Δ Eh

(13)

where  Hie,  Hfe,  Hih, and  Hfh are the appropriate donor-bridge and bridge-acceptor coupling elements (Figure 8a), and

ΔEe and ΔEh are the energy differences between the virtual states and the initial or final state (these energy differences

are  taken  at  the  transition  state  nuclear  geometry,  where  the  initial  and  final  state  have the  same energy).  From

Equation (13) it follows that readily reducible bridges are good electron-transfer mediators, and readily oxidizable

bridges are good hole-transfer mediators. For modular bridges the superexchange model can be extended to involve

virtual  electron-transfer  states  localized on each  modular  unit,  as  shown on  Figure 8b.  For a  system involving  n

identical modular units, Equation (11) can be replaced with Equation (14):

H el=
H i1 H nf

Δ E
+ (H 12

Δ E)
n−1

(14)

In such a case, an exponential dependence on number of modular units contained in the bridge is obtained, which means

an exponential dependence on donor-acceptor distance (measured along the bridge).  Equations (11) and  (14) can be

related considering that r0 is the length increment associated with a single module, Hel(0) is the donor-acceptor coupling

for a one-module bridge ((Hi1Hnf)/ΔE), and the attenuation factor βel is a bridge-specific parameter which depends on the

magnitude of  the coupling between adjacent  modules  and on the energy of  the electron- (or  hole-)  transfer  states
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localized on each module.

Figure 8. State diagram illustrating the superexchange interaction between an excited state electron donor ( *A) and an electron

acceptor (B) through a) simple and b) molecular bridges. In the second example only the electron-transfer virtual states of the bridge

are shown. The image is taken from [1].

2.1.2 Nuclear Factor

The FCel term of Equation (10) is thermally averaged Franck-Condon factor connecting the initial and final

states. It contains a sum of overlap integrals between the nuclear wavefunctions of initial and final states of the same

energy.  Both  inner  and  outer  (solvent)  vibrational  models  are  included.  The  general  expression  of  FCel is  quite

complicated. It can be shown that in the high temperature limit (hν < kBT) an approximation sufficiently accurate for

many room temperature processes, the nuclear factor takes the simple form:

FC el=√ 1
4π λ kB T

e
−
(ΔG °+ λ)2

4λ k B T
(15)

where λ is the sum of the inner (λi) and outer (λ0) reorganizational energies. The exponential term of Equation (15) is

the same as that predicted by the classical Marcus model based on parabolic energy curves for initial and final states.

Both classical and quantum mechanical  models contain an important predistions like that  the three distinct  kinetic

regimes exist, depending on the driving force of the electron-transfer process. The first regime is a normal regime for

small driving forces (-λ < ΔG° < 0) in which the process is thermally activated and its rate increases with increasing

driving force. The second is an activationless regime (-λ ≈ ΔG°) in which a change in the driving force does not cause

large changes in the reaction rate. And the last is an „inverted“ regime for strongly exergonic processes (-λ > ΔG°) in

which the rate of the process decreases with increasing driving force.
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The three kinetic regimes are shown in terms of the classical Marcus parabolae in Figure 9, along with the difference

between  predictions  of  the  classical  and  quantum  mechanical  models  in  the  inverted  region  (parabolic  or  linear

decreases of ln(kel) with increasing driving force).

Figure 9. Free energy dependence of electron-transfer rate (i, initial state; f, final state) according to  a) classical and b) quantum

mechanical treatments. The three kinetic regimes (normal, activationless, and „inverted“) are shown in terms of Marcus parabolae.

The image is taken from [1].

2.2 Energy Transfer

The thermodynamic ability of an excited state to intervene in energy-transfer processes is related to its zero-

zero spectroscopic energy, E0-0. The energy-transfer process must obey energy conservation and requires some kind of

electronic interaction between donor and acceptor. Energy transfer in a supramolecular system can be viewed as a

radiationless transition between two „localized“ electronically excited states (Equation (4)). The rate constant can be

obtained by use of an appropriate „golden rule“ expression:

k en=(4 π / h)(H en )2 FC en
(16)

where Hen is the electronic coupling between the two excited states interconverted by the energy-transfer process and

FCen is an appropriate Franck-Condon factor.

2.2.1 Coulombic Mechanism

The electronic factor  Hen is a two-electron matrix element involving the HOMO and LUMO of the energy-

donor and energy-acceptor components. This factor can be split into two additive terms, a Coulombic term and an

exchange term. The two terms depend differently on the parameters of the system (spin ground and excited states,

donor-acceptor distance, etc.) and each can become predominant depending on the specific system and experimental

conditions.  The orbital  aspects  of  the  two mechanisms are represented in  Figure 10.  The Coulombic  (also called

resonance, Förster-type, or through-space) mechanism is a long-range mechanism that does not require physical contact

between donor and acceptor. It can be shown that the most important term within the Coulombic interaction is the

dipole-dipole term, which obeys the same selection rules as the corresponding electric dipole transitions of the two

partners (*A → A and B →*B), Figure 10.
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Figure 10. Schematic representation of the Coulombic and exchange energy-transfer mechanisms. The image is taken from [1].

Coulombic energy transfer is therefore expected to be efficient in systems in which the radiative transitions connecting

the ground and the excitated states of the each partner have high oscillator strength. The rate constant for the dipole-

dipole Coulombic energy transfer can be expressed as a function of the spectroscopic and photophysical properties of

the two molecular components:

k en
F =8.8×10−25 K2Φ

n4τ r AB
6

J F (17)

where

J F=
∫ F (ν̄ )ε (ν̄ )/ν̄ 4 d ν̄

∫ F (ν̄ )d ν̄
(18)

where K is an orientation factor which takes into account the directional nature of the dipole-dipole interaction ( K2 =

2/3 for random orientation),  Φ is the luminiscence quantum yield and  τ is the lifetime of the donor,  n is the solvent

refractive index, rAB is the distanec (Å) between donor and acceptor, and JF is the Förster overlap integral between the

luminiscence spectrum of the donor,  F (ν̄ )  and the absorption spectrum of the acceptor,  ε (ν̄ ) , on an energy

scale (cm-1).  With a good spectral  overlap integral  and appropriate photophysical  properties,  the  1/ rAB
6 distance

dependence enables energy transfer to occur efficiently over distances substantially exceeding the molecular diameters.

A typical example of an efficient Coulombic mechanism is that of singlet-singlet energy transfer of the photosynthetic

apparatus.

2.2.2 Exchange Mechanism

The exchange (also called Dexter-type) mechanism requires orbital overlap between donor and acceptor, either

directly or mediated by the bridge (through-bond) and decay is, therefore, exponentially dependent on distance. The

exchange interaction can be regarded as double electron transfer process (Figure 10), one electron moving from the

LUMO of the excited donor to the LUMO of the acceptor, and the other from the acceptor HOMO to the donor HOMO.

This important insight is illustrated in the Figure 11. The attenuation factor βen for exchange energy transfer shoud be
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approximately equal to the sum of the attenuation factors for two separated electron-transfer processes. In example βel

for electron transfer between the LUMO of the donor and acceptor, and βht for the electron transfer between the HOMO

(ht index denotes hole transfer from the donor to the acceptor). This prediction has been confirmed by experiments. The

spin selection rules for this type of mechanism arise from the need to obey spin conservation in the reacting pair as a

whole. This enables the exchange mechanism to be operative in many instances in which the excited states involved are

spin-forbidden in the unusual spectroscopic sense. Thus, the typical example of an efficient exhange mechanism is that

of triplet-triplet energy transfer. Although the exchange mechanism was originally formulated in terms of direct overlap

between donor and acceptor orbitals, it is clear that it can be extended to coupling mediated by the intervening medium

(i.e. the connecting bridge), as discussed above for electron-transfer processes (superexchange mechanism).

Figure 11. Analysis of the exchange energy-transfer mechanism in terms of electron- and hole-transfer processes. The relationships

between the rate constants and the attenuation factors of the three processes are also shown. The image is taken from [1].

2.3 Role of the Connecting Bridge

The connecting units (bridges) play important role in the mediation of electron- and energy-transfer processes

between donor and acceptor components in supramolecular structures. It has become customary to consider bridges as

„molecular wires“ and to talk their „conducting“ properties. In the superexchange mechanism the bridge levels are

always much higher in energy than those of donor and acceptor, so the electron tunnels in a single step from donor to

acceptor and the rate of the process varies according to  Equation (12). Electron transfer through such bridges is not

comparable with electron transfer in macroscopic systems where the electron really moves along the wire. It might

happen that the energy level of the bridge is so low that it becomes intermediate between the initial and final states. In

such cases, electron hopping occurs (Figure 12a) and the bridge is directly involved in the process.

Figure 12. Representation of sequential donor-bridge-acceptor a) electron transfer and b) energy transfer hopping mechanisms. The

image is taken from [1].
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A similar situation can also be encountered for energy-transfer processes (Figure 12b). When such a hopping-type

mechanism is operative, very small distance dependence of their rate constants is expected. If each single hopping step

occurs over the same distance the rate constant is inversely proportional to a small power of the number of hopping

steps, N:

k el∝N −η ; η ~ 1-2 (19)

Finally, when there is complete mixing among the donor/bridge/acceptor orbitals (large coupling limit) the

bridge essentially acts as an incoherent molecular wire, as happens for conjugated conducting polymers, and the system

is expected to behave according to an ohmic regime where the distance dependence of electron-transfer rates varies

inversely with bridge length.
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3 Theory of Nanostructures Simulation

The following chapter  is  based  upon the available literature  on molecular  mechanics  [10,  11] and recent

models of quantum transport [12].

3.1 Molecular Mechanics

Method based upon the usage of Schrödinger and Newton equations is called ab initio or "first principle". It

uses only fundamental physical parameters as input variables. An advance of this method is theoretical possibility of

describing every system with all  its  emergent behaviour.  However,  the disadvantage is its  growing complexity for

systems with many atoms and thus enormous requirements of computational power. It is therefore necessary to apply

approximations which can simplify calculation. The only parameters we have to know at the beginning are physical

constants (elementary charge, mass of electron, proton and neutron) and position of atoms. There is no need to know

which particular chemical elements is the system composed of or any other details about it. The first equation used to

construct this model is the time-independent Schrödinger equation:

HΨ = EΨ , (20)

where H is Hamilton operator (Hamiltonian), Ψ is wave function of electrons in the field created by ions, and E is total

potential energy of system (without movement of atoms). This equation describes how atoms interact through electrons

therefore it is possible to describe atomic interactions, chemical reactions and optical or stationary eletrical parameters

of the system solely by solving it. Solving of this equation is based on the search for a wave function which, after

application of Hamilton operator, will give the same wave function differing only by constant included in matrix of

eigenvalues  E (which represents  total  energy  of  the system in thermodynamic equilibrium).  The time-independent

Schrödinger equation depends only on coordinates of elements. Generally we can write:

H({ρi}; {ri})Ψ({ρi}) = E({ri})Ψ({ρi}) , (21)

where {ρi} is set of electron coordinates and {ri} is set of ion coordinates. The second necessary equation in this model

is Newton first law of motion:

Fi = miai , (22)

where  Fi is total force acting on atom  i because of other atoms and external fields,  mi is mass of atom  i and  ai is

acceleration of atom i. This equation describes how the ions are moving in the system and solution of this equation is

initial value problem for differential equations. The solution is a new position of atoms and their velocities, and forces

between them. Because of the fact, that solution of Schrödinger equation gives wave function and matrix of eigenvalues

corresponding to potential energy which is dependent only on coordinates of ions, it is possible to calculate force F by

means of gradient

Fi = - grad E({ri}).  (23)
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From this equation we can get force Fi acting on ion i and this force substitute to motion equation (22) when

we know mass  mi.  The result is a new position of ions and which we solve for the time-independent Schrödinger

equation (20) and the proces repeats until lowest energy difference between steps is achieved.

3.1.1 Born-Oppenheimer Approximation

Hamiltonian of a group of electrons and ions is given by the kinetic energy of electrons Ke and ions Ki and by

the potential energy (of interactions) between electrons and ions Vei, ions and other ions Vii, and electrons with other

electrons Vee. It may be written as follows 

H = Ke + Ki + Vei +Vii +Vee. (24)

Because the ions are much heavier than electrons, and electrons therefore move at much higher velocities, we may use

an approximation in which we assume ions as stationary. This approximation is called Born-Oppenheimer approx., and

for the Born-Oppenheimer Hamiltonian HBO we may write:

(25)

where ħ = h/2π is reduced Planck constant, me is mass of electron, n is number of electrons, N is number of ions, Zi is

nuclear charge of the ion i, e is elementary charge, ρi are coordinates of electrons and rj coordinates of ions. The first

sum in Hamiltonian represents kinetic energy of electrons, the second represents potential energy between ions and

electrons, and the last is potential energy between electrons. Thanks to this approximation, it is possible to solve wave

equation for every set of ion coordinates separately. Hamiltonian is then:

H = Ke + Vei +Vee. (26)

3.1.2 Mean-field Theory

A wavefunction Ψ({ρi}) is defined in the space with dimension 3n, where n is number of electrons. Because the

complexity of such a computation task grows abowe all limits even for the small number of atoms, it is necessary to use

more approximations. One of the widely used is the Mean-field theory (Self-consistent field theory). Let us assume that

wavefunction Ψ({ρi}) is product of all particular electron wavefunctions written as

Ψ({ρi})  = ϕ1({ρ1}) ϕ2({ρ2}) ...ϕn({ρn}). (27)

This product is called Hartree product. It assumes, that there are no mutual correlations of these wavefunctions. If we

substitute this to the Equation (25), we get Hartree equation:

(28)
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where  ϕi({ρ'})  is product of all electrons wavefunctions with exception of one toward which we are performing the

calculation. The term similar to Hamiltonian used here is so called effective Hamiltonian, which, among other, includes

also the term for interaction (potential energy) of one electron with average wavefunction of all other electrons. It may

be written as

(29)

where total  energy of  the system is equal  to average Hamiltonian value,  and Hamiltonian depends on the wanted

orbitals. In this calculation, it is not necessary to use 3n-dimensional space as we consider all the other electrons as one

with wavefunction equal to Hartree product without impact of electron for which we make the calculation. The main

advantage of this approximation thus is that we need only  n-times repeat the calculation in 3D space which reduces

complexity significantly.

3.1.3 Including the Pauli Exclusion Principle

A problem of the mentioned model is that electrons are not interchangeable with each other. If we assume n

particles which ale together forming a wavefunction and we swap positions of two arbitrary particles,  the result is

another wavefunction multiplied by the constant c. For all known particles in the universe this constant has value either

1 (for bosons) or -1 (for fermions).

(30)

Because electron is fermion, it is apparent that its wavefunction is anti-symmetric. All femnions are subject of the Pauli

exclusion principle. It says that two indistinguishable fermions can not be in the same quantum state. Let us assume a

wavefunction of two-electron system

, (31)

where electron ρ1 is on spin orbital ϕ1 and electron ρ2 on spin orbital ϕ2. We introduce symmetrization of wavefunction

by averaging as

(32)

where when ϕ1(ρ1) = ϕ2(ρ2), it means when both electrons share the same spin orbital, it the resulting wavefunction equal

to zero. This is in agreement with Pauli exclusion principle. By generalizing this problem for N electrons we get Slater

determinant.

(33)
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3.1.4 Hartree-Fock

If we assume that a wavefunction of many electrons is not Hartree product but Slater determinant instead, the

Pauli  exclusion principle is  included in the model.  This  model  is  called  Hartree-Fock.  If  we try to  solve Hartree

equation (28) by using Slater determinant we get

(34)

where effective Hamiltonian is 

             (35)

where the last sum is called exchange energy. It comes from the anti-symetric nature of electron wavefunction and has

no direct physical equivalent in contrast to the other parts of Hamiltonian. There is a long list of post-Hartree-Fock

methods used in today computational chemistry which are trying to improve Hartree-Fock method. A disadvantage of

this method (that is the non-correlated electron wavefunction) can be solved by introducing Møller–Plesset perturbation

theory, Multi-Configurational Self-Consistent Field (with or without Complete Active Space) and more into it, but at a

cost of higher computational complexity.

3.1.5 Density Functional Theory

A method next  to  Hartree-Fock is  Density  functional  theory  (DFT).  This  method is  based  upon theorem

published in year 1964 (Pierre Hohenberg and Walter Kohn) which says that wave function of electrons Ψ0(ρ, ρ2 , ..., ρn)

in ground state is functional of electron density n0(ρ) by equation

n0(ρ )=∫d 3 ρ 2 , d 3ρ 3 ,... , d 3ρ n∣Ψ 0(ρ ,ρ 2 ,... ,ρ n)∣
2

.  (36)

The gound state of quantum-mechanical system is quantum state in which this system has lowest possible energy. This

energy is  called zero-point  energy and is  (like wave function) also functional of  electron density.  By using Dirac

notation we can say

E0=〈Ψ 0[n0]∣H∣Ψ 0[n0]〉=E [n0] , (37)

where E0 is zero-point energy of the system and Ψ0 is wave function of system in ground state. Zero-point energy of

system is energy which minimizes functional  of  energy with respect  to all  possible variations of  electron density.

Electron density which minimizes functional of energy is ground state density n0 and is given as

E[n0] ≤ E[n]. (38)
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A wave function is defined in 3n-space where n is number of electrons, but probability density of presence of

electrons is function only with dimension 3. This fact will therefore allow us to greatly reduce processing time. Total

energy of system is given as

E[n] = Ts[n] + UH[n] + Vext[n] + Exc[n], (39)

where  Ts[n] is kinetic energy,  UH[n] is Hartree potential (interaction between electron and other electerons by Mean-

Field theory), Vext[n] is potential energy of external fields (interaction of electron with field created by ions) and Exc[n] is

exchange  and  correlation  energy  functional  which  represents  any  unknown  interactions  with  system.  By  solving

Schrödinger equation (20) we get

[−ℏ2

2 me

∣∇2∣+ vext (ρ )+ v H (ρ )+ v xc(ρ )]ϕ i=ε iϕ i , (40)

where vxc(ρ) is exchange and correlation potential and 

n (ρ )=∑∣ϕ i(ρ )∣2
, (41)

is electron density. These two equations are called Kohn-Sham equations and it is, similarly to Hartree-Fock, solving of

one-particle time-independent Schrödinger equation. A drowback of this model is expression of vxc(ρ). The heart of the

problem is therefore reduced to solving the exchange and correlation energy functional which can be further divided

into exchange energy functional and correlation energy functional like

Exc[n] = Ex[n] + Ec[n], (42)

and may be approximated by several methods. One of the widely used methods is Local density approximation (LDA)

where functional of exchange energy is given by equations for non-interacting homogenious electron gas

E x ,hom(n)=
−3q2

4
( 3
π )

1 /3

n4 /3
, (43)

and 

E x , LDA[n(ρ )]=
−3 q2

4
( 3
π )

1/3

∫ d 3ρ n(ρ )4 /3
, (44)

where q=√4π ϵ0ℏc is Planck charge.

The correlation energy functional is not yet analytically solved, however D. M. Ceperley and B. J. Alder published in

year 1980 numerical simulation based on Quantum Monte Carlo method. A drowback of LDA is inaccurate results for

quick  spatial  changes  of  electron  density.  In  case  of  systems  where  this  may  occure,  Generalized  Gradient

Approximation is used. It works on the same basis like LDA, however in this case we suppose that exchange and

correlation energy functional is dependent not only on electron density but as well on it's gradient like 
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E xc ,GGA[n(ρ )]=∫d 3 ρ e xc ,GGA(n(ρ ) ,∇ n (ρ )) . (45)

This method can reduce inaccuracy however for the price of greater computing demands. Solving DFT numerically is

still relatively computing challenge therefore there are used many approximations including pseudopotentials (where

electrons near atomic core are not included in computing because they are not get involved to interactions between

valence electrons), and using points of high symmetry in reciprocal space. DFT is intensively improved because of the

wide use. Some new extents are PBE (Perdew, Burke, Ernzerhof, 1996), BLYP (Becke's exchange + Lee, Yang and Parr,

1988) or B3LYP (combination with semi-empirical models through hybrid functional, hyper-GGA). For simulation of

nanostructures the Hartree-Fock and DFT methods are neccessary. Inaccurate results are in structures with infinitesimal

number of states near Fermi energy level.

3.2 Quantum-level Simulation of Current

This chapter deals with method used for simulation of quantum transport of current in nanostructures. When

we are simulating electronic devices the size plays the key role. As it is shown on the Figure 13, generally we can use

diffusion model while modeling systems around units to hundreds of micrometers.  The path of electrons,  carrying

quantum of charge, is disturbed by scattering mechanisms (collisions with ions and defects of crystal lattice).

Figure 13. Three types of electron transport sorted by spatial scale.

As it is described in [18], electrons do not collide with ions in case of structures on the nanometer scale. This is called

ballistic  transport.  It  is  possible  to  achieve  this  type  of  transport  by  specific  conditions  even  in  the  larger  (two-

dimensional) structures (e.g. graphene). The diffusion transport is in fact composed of short sections of the ballistic

transport  which  is  disturbed  by  collisions  and  scattering.  The  ballistic  transport  may  be  described  by  Boltzmann

transport equation and by the means of statistical mechanics. On the larger scale the quantum interference effects cancel

each other out by mechanism of dephasing. Similarly, the ballistic transport is result of interference effects coming from

the wave character of electrons. If we have a structure with size comparable to atom diameters (tenths of nanometer) it

is neccessary to include this to the model.

3.2.1 Quantum Theory of Conductivity

In general, we can divide a structure by grid in to specific number of points. Let us assume electrodes S and D

(Source and Drain) connected to channel Ch formed only by one grid point (Figure 14). At this point of grid, we are

able to describe the transport in the channel by means of allowed energy levels. Every level indicates an allowed state in

which the electron can be present. Let us assume the equilibrium state and thermodynamic temperature 0 K, and let us

assume as well that the channel will behave like a perfectly isolated quantum system (no interaction with surroundings).

From the theory of conductance it is clear that (at 0 K) the allowed energy levels under Fermi level will be all occupied
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and allowed energy levels above Fermi level will  be all unoccupied. For another simplification let us assume that

electrodes  S and  D are large enough and have continuous functions of density of states so we have sufficiency of

electrons for transport from occupied levels in the first electrode in to the empty states of the second electrode.

Figure 14. The transport of current in a structure with one grid point without the effect of electrodes.

When applying a small voltage, the channel  Ch is conducting only if there are any available allowed energy levels

(empty or filled by electrons) within the range of electrochemical potentials. The applied voltage creates a difference in

electrochemical potentials

μ 1−μ 2=qV , q=√4π ϵ 0ℏ c , (46)

where q is Planck charge and V = VSD is the applied voltage. Current I is flowing through structure on the Figure 14

because electrons from electrode S (with electrochemical potential μ1) are filling empty states in channel Ch which are

created by moving electrons from filled states into lower energy levels in electrode D (with electrochemical potential

μ2). Every allowed energy level in between electrochemical potentials will participate in transport of the current.

3.2.2 Simplified Quantitative Model

In previous text we had to make simplification which ignores most of the quantum mechanics. Let us have a

structure which is perfectly isolated from its environment and has an allowed energy level. Then value of this energy

level  will  be  sharply  defined.  However,  the  uncertainity  principle  will  apply  when  we  connect  this  structure  to

electrodes, because electron is in this quantum state (which is corresponding to the allowed energy level) only for a

limited time. The result is that the connection of electrodes will cause broadening of this energy level and we are further

describing it as a density of states D(E).

Let us assume structure on the Figure 15. It is a simplified two-electrode system with only one grid point as a channel.

We have two electrodes S and D with different electrochemical potentials. There is a channel with density of stated D(E

- U) in between electrodes, where U is sum of effects of the external potential fields on the channel energy levels. The

density of states is therefore dependent not only on the energy E but also on applied voltage VSD. The shift of energy

levels in the channel (red arrow in the Figure 14)  can be prevented by using a biased gate electrode.
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Figure 15. The current transport at T = 0 K for one grid point system.

As it is described in the Figure 15, Fermi functions f1(E) and f2(E) are (for T > 0 K) continuous graphs (blue in

Figure 15) and their values are in interval <0,1>. Let us define γi/ħ as escape rate of electrons between an electrode and

channel. This quantity represents quality of electrode connection to channel. The dimension of γi/ħ is [s-1] therefore γi

has dimension of energy. Let us introduce the factor of occupation F ϵ <0,1> for element of energy dE in channel. For a

current between electrode S and channel we can say

I 1=q
γ 1

ℏ
dED (E)[F− f 1] , (47)

and similarly for a current between channel and electrode D

I 2=q
γ 2

ℏ
dED (E )[ f 2−F ] . (48)

For simplification let us assume that γ =  γ1 =  γ2. From the assumption of thermodynamical equilibrium it follows that

current I1 flowing into channel will be equal to current I2 flowing from the channel, therefore

F− f 1= f 2−F => F− f 1=
f 2− f 1

2
, (49)

and for total current I through channel

I=
q
ℏ∫ dET (E) [ f 2− f 1] , (50)

where

T (E )=
K (E )

2
≡π D(E)γ (51)

is transmission.

23



3.2.3 Diffusional and Ballistic Transport

Until now we presumed a channel formed only by one grid point. For generalization of this model for arbitrary

number of grid points we will approach from the channel with two grid points as in Figure 16.

Figure 16. A system consisting of two grid points and two electrodes.

In this case we have three interfaces and we need to define factor of occupation F1 and F2 for both grid points. For the

currents through interfaces it stands

I 1=K (E )[F1− f 1] , I 12=K (E )[F 1−F 2] , I 2=K (E )[ f 2−F 2] . (52)

From the presumption of steady state (thermodynamical equilibrium) it follows I1 = I12 = I2 and therefore

F1− f 1=F1−F2= f 2−F 2 => F1− f 1=
f 2− f 1

3
. (53)

For total current we can say

I=
K (E )

3
[ f 2− f 1] . (54)

For explanation of diffusion transport by means of this model we can use analogy with Ohm's law I = GU. Let us have

K(E) corresponding  to  conductivity  G and  values  of  occupation  factors  F1,  F2 and  Fermi  functions  f1 and  f2

corresponding to voltage  U. Let us assume steady state where conductivity of particular interfaces are identical. It is

clear that for one grid point the resulting current will be given by sum of two conductivities G/2, this corresponds with

the factor K(E)/2 for structure with one grid point. Similarly, for a structure with two grid points (three interfaces) we

get conductivity G/3 which corresponds with factor K(E)/3. As seen, this model describes diffusion transport in which

we expect the resistance for  serially  connected grid points  to  be bigger than for  one grid point.  This approach is

expression of classical diffusion formula I∼∂F /∂ z  for discretized space variable z.
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Figure 17. Clarification to diffusional and ballistic transport chapter.

In order to include diffusional and ballistic transport in to this model we use following consideration. Let us

assume  system with  two  grid  points  (Figure  17).  In  contrast  to  previous  description  we  have  two  quantities  of

occupation factor Fi
+ and Fi

- for description of the state of electrons in every grid point. Fi
+  corresponds to occupation

factor of states for electrons moving right and Fi
- corresponds to occupation factor of states for electrons moving left.

For both currents we can say

 (55)

Assuming the condition that electrons will be not scattered in between grid points we can write

f1 = F1
+=F2

+ , F1
- = F1

-=f2
 .  (56)

We can get total current by subtracting left directing curents from right directing currents

I=
q
ℏ∫ dE

K (E)
2

[ f 2− f 1] , (57)

which is the same result as for the current through one grid point. This behaviour of grid points corresponds to regime

of ballistic transport where resistance of all channel is given by resistance of one grid point. Let us introduce parameter

of backscattering b ϵ <0, 1> and let us assume that certaint number of electrons will change direction to the opposite

when flowing through channel. We can derive

I2
+ = (1 - b)I1

+ + bI2
- => F2

+ = (1 - b)f1 + bf2 , (58)

I1
- = (1 - b)I2

- + bI1
+ => F1

- = (1 - b)f2 + bf1 , (59)

which gives total current 

I=
K (E )

2
(1−b)[ f 2− f 1 ] . (60)
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It can be derived that for the small b and for n + 1 sections we can say

I=
K (E )

2
1

1+ nb
[ f 2− f 1 ] . (61)

If the parameter b = 0, it will be ballistic transport. If the parameter b = 1/2 it is diffusive transport. By means

of  parameter  b we  can  therefore  continuously  change  between  ballistic  and  diffusion  transport.  This  model  is

discretization of more general equations for current transport 

(62)

where β ϵ <0,1> corresponds to part of electrons which change direction in channel to opposite. In general form we can

write diffusion and ballistic transport of current by means of Boltzmann transport equation as

(63)

where we assume current I as dependent on vector k⃗ .

3.2.4 Coherent Quantum Transport

In the previous text we presumed that transport of current proceeds on the basis of diffusive and ballistic

mechanisms. Let us, however, assume a structure which characteristic dimension is comparable to atoms. Here we need

to include effects of quantum interference. It was stated that in case of diffusive transport we can use Ohm's Law for

adding conductances of  particular  grid points.  In  the  case  of  ballistic  transport,  the total  conductance  is  given  by

conductance of one grid point. Finally, in the case of quantum transport, the adding and subtracting of waves can give

us unpredicted result (by means of constructive or destructive interference) as is higher conductivity for a structure with

more  serial  grid points  than for  the  one grid point  structure.  To include this  effect  to  our  model  we have to  use

Schrödinger equation. At first we use system with one grid point and let us neglect the effect of electrodes on energy

levels (Figure 14). Then we can write

Eψ 1=ε ψ 1 => [E−ε ]ψ 1=0 , (64)

where ε stands for energy level of grid point and E is the total energy of system. If we include the effect of electrodes

(Figure 15) we can write for time-independent Schrödinger equation

[E−ε+
iγ 1

2
+

iγ 2

2
]ψ 1=0 , (65)

and for the time-dependent Schrödinger equation

[i ℏ
d
dt

−ε+
iγ 1

2
+

iγ 2

2
]ψ 1=0 , (66)

26



where t is time and i is imaginary unit. For the wave function of electron in the structure with one grid point we can

write

ψ 1=e
−i ε t
ℏ .e

−iγ1 t
2ℏ . e

−i γ2 t
2ℏ , (67)

and for electron density

(68)

After adding of source s2 function to Sch. equation we get

[E−ε+
iγ 1

2
+

iγ 2

2
]ψ 1=s2 ,  (69)

where

 (70)

for wave function we get

ψ 1=
s2

E−ε +
iγ 1

2
+

iγ 2

2

, (71)

and for electron density we get

n1(E)=
γ 2 f 2

(E−ε )2+ (
γ 1

2
+

γ 2

2
)

2 , (72)

By integration of electron density we get total number of electrons

N 1=∫
dE
2π

n1(E)=
γ 2 f 2

γ 1+γ 2
. (73)

Let us assume source s1 and s2 from both electrodes. Wavefunctions induced by non-correlated sources is not possible to

add but we can write the electron density like

, (74)

and total number of electrons as

N 1=∫
dE
2π

n1(E)=
γ 2 f 2+γ 1 f 1

γ 1+ γ 2
, (75)

Considering structure with two grid points as an isolated system without the electrode effect we can write Schrödinger

equation as follows
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(76)

where  t is coupling between energy levels  εi of particular grid points which is mediating the quantum interference

effects. Let us assume zero input from source s1 = 0 and non-zero input from source s2 ≠ 0, then

(77)

Similarly let us assume a structure with arbitrary number N of grid points. Then the Sch. equation for zero input and

without effect of electrodes is

EΨ = HΨ => [EI - H]Ψ = 0, (78)

where I is identity matrix N x N, H is Hamilton operator of dimension N x N, E is eigenvalue matrix N x N and Ψ is

column vector of wave functions. When we use input from right electrode by means of column vector S2, we can write

[EI - H - Σ1 - Σ2]Ψ = S2, (79)

where

, (80)

is column vector which stands for input and has all elements zero but the last, because we expect that input (second

electrode)  is  connected  only to  the  last  grid point  of  the  channel.  Matrices  Σ1 and  Σ2 represent  properties  of  the

connection to electrodes and we can write for them

, (81)

and they are called self-energy matrices. Only the element Σ1(1, 1) or the element Σ2(N, N) is non-zero. This is because

of fact that only the first grid point of the channel is connected to the first electrode and only the last grid point of the

channel is connected to the second electrode. We can also write the matrix version of γ1 and γ2 as anti-hermitian part of

Σ1 and Σ2 respectively

(82)

where Γ1 and Γ2 are broadening matrices. Plus in the upper index denotes Hermitian adjoint. Let us introduce retarded

Green's function G as

G = [EI - H - Σ1 - Σ2]-1, (83)
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This function represents wave function which we get when the system is excited by unit source, it is therefore impulse

response of the system. Let us introduce correlation function Gn as

(84)

The  diagonal  elements  of  this  correlation  function  corresponds  to  electron  density.  The out  of  diagonal  elements

correspond to correlation of wave functions in between two different grid points. By substituting column vector of

wavefunction Ψ by Green's function G and by column vector of input S2 we get

Gn = Ψ Ψ+ = GS2S2
+G+, (85)

Because the power of the source is

S2S2
+ = Γ2 f2, (86)

we can write that

Gn = GΓ2G+f2 + GΓ1G+f1, (87)

The advance of  introduced correlation function is  that  we can  superpose  the contribution of  more  sources  in  this

function. If we need matrix representation of total density of states we can simply lay  fi = 1 (all allowed states are

occupied) and we can write

A = GΓ2G+ + GΓ1G+ = i[G - G+], (88)

where matrix A is spectral function. The spectral function is, in some sense, showing the total number of states through

total density of allowed states. The diagonal elements of Gn matrix on the other hand represent their occupation through

electron density. The spectral function can be measured directly by means of the scanning tunneling microscope. For

situation with  N grid points, the measured tunneling current at particular grid point is proportional to the value of

spectral function diagonal element  A(i,  i) in the vicinity of energy corresponding to electrochemical potential. This

diagonal element is called local density of states (LDOS). In case of structure with two grid points we can express the

current flowing through interface of the first electrode and first grid point as

I1/(q/ħ) = Tr([Γ1A]f1 - [Γ1Gn]), (89)

and current flowing through interface of the second grid point and the second electrode as

I2/(q/ħ) = Tr([Γ2A]f2 - [Γ2Gn]), (90)

where Tr(A) is trace of matrix  A. These equations for current apply generally even for non-coherent transport (with

scattering effects). In the special case of coherent transport we can write the transmission of two-grid points structure as

follows

T'(E) = Tr[Γ1GΓ2G+]),  (91)
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and for current of two-grid points structure in case of coherent transport we can say

(92)

where T'(E) stands for effective transmission for which in case of coherent transport apply

T'(E) = T(E). (93)

3.2.5 Spin and Transformation of Bases

To as well include spin of the electron it is possible to use following reasoning. Let us assume a structure with

one grid point. Let us also assume that along both electrodes acts an magnetic field on the channel (Figure 18). The

original energy level ε splits in two different levels ε + t and ε - t , therefore we get two-dimensional Hamiltonian

(94)

which is the same Hamiltonian as for structure with two grid points. Spin UP can flow only through left electrode and

spin down only through right electrode. For self-energy matrices we get

(95)

Problem is that while Hamiltonian is expressed in one basis, the self-energy matrices are expressed in another basis. Let

us place the structure into orthogonal coordinates x, z as in Figure 18.

Figure 18. To the explanation of basis transformations.

The orientation of states in the channel described by Hamiltonian corresponds to movement of electrons from

one electrode to another, therefore in direction of x axis. Basis of this matrix is therefore with orientation "left-right".

The magnetic field which causes broadening of states is oriented along electrodes, perpendicular to the channel and

therefore in direction of  z axis. Basis of this matrix is  therefore with orientation "up-down". We need to have all

matrices in the same basis and therefore transform the first matrix to basis "up-down" or the second to basis "left-right".

Let us assume spin UP spinor in orthogonal coordinates with vertical axis z and horizontal axis x having components

cos(θ/2)  and  sin(θ/2)  and  spin  DOWN  spinor  having  components  -sin(θ/2)  and  cos(θ/2),  then  (by  substituting

appropriate θ) we get spinor components in z direction

(96)
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and spinor components in x direction

(97)

These column vectors are together giving matrix of transformation to transform either Hamiltonian basis from "left-

right" basis to "up-down" basis resulting in

(98)

or basis of self-energy matrices from "up-down" to "left-right" basis resulting in

(99)

By using the same approach we can transform basis of respective matrices in order to describe quantum interference by

means of bonding and anti-bonding orbitals.

3.2.6 United Restricted Non-coherent Quantum Transport

As it was mentioned earlier in this chapter, the quantum interference effects cease to be substantial over larger

distances because of dephasing. The cause of this effect is that possitions of atoms change by random fluctuations and

therefore the channel is very variable environment for an electron, where in one moment the wave function is given by

constructive interference and next time by destructive. Until now we discussed coherent transport through the channel.

For the non-coherent transport (with dephasing) we consider a general structure at Figure 19.

Figure 19. A general quantum structure with two electrodes and voltage source.

We will introduce simple model for dephasing where we will presume ΣS to be acting like an another fictive electrode.

An electron which is leaving the channel can go back to the system by means of this fictive electrode and to have

random properties. After modification of non-equilibrium Green's function defined as

G = [EI - H - Σ1 - Σ2 - ΣS]-1,  (100)

we get

Gn = GΓ2G+f2 + GΓ1G+f1 + GΣS 
inG+, (101)
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where GΣS 
inG+ is electron density of electrons re-injected back to channel. Let us introduce constant D as

ΣS = DG  and  ΣS
in

 = DGn. (102)

For D = 0 we get

ΣS = 0  and  ΣS
in

 = 0, (103)

therefore transport changes to coherent. When D > 0 then transport changes to non-coherent. More effective dephasing

proces gives higher value of  D.  This simple model does not include elasticity of proces because it  presumes that

electron which left system is returning back with the same energy and it is only special case.

3.2.7 Unrestricted Model and Introduction to Fock space

The above mentioned approach does not describes all effects (e. g. Coulombic blockade) and therefore it is

called "restricted" model. In unrestricted model we include shift of energy levels due to occupation/non-occupation by

electrons. While this model is giving us (expected) gradual I-V characteristics, the exact energy of each step is not

corresponding  with  the  real  case.  Therefore  there  is  need  to  use  fermionic  Fock  space,  which  is  mathematical

representation of fermions behavior. It is formed by binary expressed electron states and by transitions in between these

states. For example system with two energy levels will have allowed states 00, 01, 10 and 11. In the equilibrium, all

electrons will  fall  into state 00 and nothing more happens.  If  there is  a  difference in electrochemical potential  of

electrodes, it depends, if it's span involves both free levels in the channel (then it can be in random state) or only one

free level (then system cannot be in state 11). This adition to unrestricted model will give us gradual I-V curves in

match with an experiment. More details on this topic can be found in [13].
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4 Synopsys QuantumATK Simulation Software

In  our  simulations  we  used  Synopsys  QuantumATK simulation  software  [14]. Quantum ATK (Atomistix

ToolKit) is commercial continuation of TranSIESTA-C which is based on technologies, models and algorithm produced

in  academic  codes  TranSIESTA and  McDCal.  It  is  combining  DFT and  NEGF for  ab  initio and  semi-empirical

calculations of structure and electron transport in systems like electrode-nanostructure-electrode, molecule, and periodic

structures like crystal or nanotube. Software is operated by graphic user interface and it supports scripting environment

based on Python (like NanoLanguage). Today, it is integrated with other quantum and mesoscopic simulation codes.

Among the most important functions of this software is transport properties calculation (including spin-polarization) in

two-electrode configuration with bias voltage, calculation of energy spectra, wave functions, electron densities, atomic

forces, effective potentials and another properties of nanostructures. It supports optimization of geometry by several

algorithms and modeling of macromolecular dynamics. We used methods described in more detail in literature [15, 16,

17]. The simulation method parameters are provided along with the simulation results.
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5 Simulations of Carbon-based Nanostructures

After  being pioneered by Geim and Novoselov [18],  graphene became a valuable source of  materials  for

nanotechnology  and  nanoelectronics.  From  bulk  materials  to  molecular-level  structures,  the  number  of  possible

applications, as they were gathered e.g. in [19], is staggering. In recent decades the bottom-up approach was utilized to

synthesize molecular based nanostructures and allowed for the study of nanographenes and even much more complex

molecular systems [20, 21, 22]. The advances in chemical synthesis also allow to functionalize certain molecules and

use them as precursors to build more complex molecular systems as explored e.g.  in [23] with cyano groups. The

atomically precise bottom-up fabrication of GNRs [24] has been developed, integrated circuits based on conjugated

polymer monolayers were introduced [25], and self-assembly pathways for complex multicomponent structures were

sketched [6]. The development in this field also  inspired the old research of acenes, helicenes and other polycyclic

aromatic hydrocarbons to rise again.

5.1 Graphene

Graphene (Figure 20a) is monolayer material with single-atom thickness composed of hexagonally oriented

carbon atoms. It has many interesting properties, depending on its morphology and atomic structure. Notable properties

are  massless  Dirac  electronic  structure,  anomalous  quantum  Hall  effect,  high  electron  mobility,  high  thermal

conductivity,  stiffness  and strength [18, 19].  Next to morphology and atomic structure,  the properties and specific

behaviour  can  be  modified  by  interior  and  exterior  doping  effects  from  defects,  molecular  adsorptions  (e.g.

hydrogenation, oxidation), electromagnetic fields or mechanical stress.  The bulk graphene sheet is semi-metal with

linear dispersion around the Dirac point. However when one of the in-plane dimensions reduces below 20 nm while

maintaining  the  other  dimension,  the  graphene  ribbon  features  an  edge-dependent  electronic  structure  due  to  the

quantum confinement lattice symmetry. Armchair-edged graphene nanoribbons (AGNR) have width-dependent energy

gaps, while a zigzag-edged nanoribbons (ZGNR) are always metallic with a localized state at the edge when the spin is

unpolarized. This unique structure-property relationship suggests that by simple geometrical tailoring we can realize

effective modification of graphene properties.

Figure 20. a) Graphene membrane.  b) and c) Atomic structures of armchair and zigzag GNRs.  d) Bandgap of armchair graphene

nanoribbons (AGNR) calculated from density functional theory. The image is taken from [26].
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As illustrated in the Figure 20b, width of AGNR structure can be denoted by the number Na (although, several other

definitions are also used). Tight-binding analysis shows that when Na is 3p+2 (where p is positive integer), the AGNR is

metallic. While when Na is 3p or 3p+1, the bandgap of AGNR is inversely proportional to its width (Eg(3p) ≥ Eg(3p+1)).

Similar  results are obtained by density  functional  theory (DFT) calculations based on local  density  approximation

(LDA) with only difference that the reconstruction of structure and electron density at ribbon edge opens small gap for

Na = 3p + 2, and decreases (increases) the gaps of 3p (3p + 1) AGNRs. The structure of ZGNR is shown in the Figure

20c. Simple analysis from the tight-binding picture predicts that the spin-unpolarized eigenstates of ZGNRs near Fermi

energy  EF have a peculiar edge-state structure. There are two edge states decaying into the center of ZGNRs with a

profile depending on their momentum. This can be seen from the center of ZGNRs and  it is shown in the flat bands for

k > 2π/3, which give rise to a very large density of states at EF and infinitesimally small on-site repulsion, could make

the ZGNRs magnetic. Furthermore when a transverse electric field is applied, an energy gap is opened for one spin

channel while the other remains metallic [18, 19, 26].

Figure 21. GNR junction-based building blocks for nanoelectronics: a) a junction connecting metallic ZGNRs and semiconducting

AGNRs forms Schottky barrier at the interface.  b) sandwich AGNR structure with varying width behaves as a quantum dot, the

energy levels are tunable through varying the width of the central GNR. The image is taken from [26].

The bandgap  Eg shows no direct dependence on the crystallographic direction and during the fabrication process or

during the self-passivating process after the structure is formed, the edge shape (armchair or zigzag) can reconstruct and

this may cause the bandgap to appear for graphene nanoribbons with any crystalline orientation. Elementary building

blocks for nanoelectronics, such as metal/semiconductor junctions and quantum dots, thus can be constructed through a

combination of structural patterns of graphene nanoribbons. A junction combining metallic and semiconducting GNRs

is easy in principle (Figure 21a). A sandwich structure (Figure 21b) behaves as quantum dots with tunable energy

levels. The finite-sized graphene nanodisc is another graphene derivative containing close edges with similar electronic

structure as GNRs. The triangular zigzag nanodisc can be interpretated as a quantum dot with an internal degree of

freedom. Its  ground state is  a  quasi-ferromagnet,  which is  a  ferromagnetic-like state with a finite  (but  very long)

lifetime. A combined system, including nanodiscs and leads, can find applications in spin filters, amplifiers and diodes.

The arbitrarily shaped graphene nanoflakes can exhibit shape dependence of magnetic properties and are interesting for

spintronic nanoscale devices made by sculpting graphene fragments. Other nanostructures such as twists and scrolls

also have interesting electronic properties and potential applications.
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In his work, J. E. Anthony provides a detailed outlook on the application of acenes in the field of organic electronics

[27]. The larger acenes (and other large conjugated systems as well [28]) are subject of study as a potential replacement

for inorganic semiconductors which is expected to reduce the manufacturing cost and allow fabrication of devices on

lightweight and flexible substrates. The prospect is to use soluble inks which may be deposited and patterned by a

number of printing techniques [29], but also organized molecule-level systems has been studied [30]. Several recent

works provide a proof that [n]acene may be synthesized at least to n = 10. Zuzak et al. generated nonacene by on-suface

dehydrogenation [31],  and Krüger et  al.  used on-surface assisted  reduction of  tetraepoxy decacene on Au(111) to

produce decacene [32]. The experiments show that acenes larger than n = 6 are increasingly reactive with n, dimerise in

air conditions and feasible way to isolate them is as crystalline solids [27, 33].

The larger acenes are also building blocks of carbon nanotubes and graphene and thus responsible for its electronic

properties. In this work, we use acenes as a building block of ZGNRs. Theoretical study by Wu et al. provides detailed

calculations of ZGNR electronic structure. Wu sumarizes that longer ZGNRs possess increasingly polyradical character

in the ground states, where the active orbitals are mainly localized at the zigzag edges, and also that with the increasing

length  of  the  ribbon,  the  fundamental  gaps  and  vertical  ionization  potentials  decrease  while  the  vertical  electron

affinities increase [34]. The properties further depend on width of the ribbon. The width of a ZGNR may be described

by the number of carbon pairs forming its zig-zag edge when repeated. We use this description because it turned out to

be less confusing than the mentioned above. The minimal number of these pairs to form a base unit of a ZGNR is 2,

(denoted as 2ZGNR). A number of theoretical studies was conducted on the topics of electronic transport properties in

GNRs [35, 36], investigating impact of edges on it [37, 38], in order to get GNR-based heterostructures [39] and field-

effect transistors [40, 41].

An interesting application of graphene and graphene layers was described in recent papers. Tombros et al. report the

observation of spin transport, as well as Larmor spin precession over micrometer-scale distance in single graphene

layers [42], while Leutenantsmeyer et al. observed a large spin-lifetime anisotropy in bilayer graphene [43]. Zhang et al.

show that ZGNRs with two ferromagnetic strips along two opposite sides may be used as a spin filter [44]. In another

works,  the gate-tunable spin valve is proposed and role of universal  conductance fluctuations and spin injection is

discussed [45, 46]. The nanographenes of various topologies are investigated, e.g. the triangular shaped as nanomagnets

for molecular spintronics [47, 48]. The magic-angle twisted trilayer graphene is shown to have tunable strongly coupled

superconductivity  by  Park  et  al.  [49].  Finally,  physical  properties  of  nanographenes  are  also  investigated  for

applications in fuels and combustion [50, 51].

We investigated graphene nanoribbons in various configurations. In one of our first publications we analyzed edge-

localized states for the purpose of spin filtering [A3]. We selected the proper structure, placed the carbon atoms in to

original  positions  and  passivated  all  the  free  bonds  by  hydrogen  atoms.  In  order  to  reach  the  thermodynamic

equilibrium of the system, the optimized atom positions are computed by molecular mechanics. We used embedded

Brenner quick optimizer to optimize geometry of the chemical bonds so as the maximal component of the interatomic

force was less than 10-9 eV/Å after optimization. For the calculation of electrical properties we used semi-empirical EH-

SCF method for nanoscale devices, with spin polarization considered [17]. As shown on the Figure 22, the simulated
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system is divided in two electrodes (source and drain) and the central region. This is the configuration explained in the

Chapter 3.2. Due to the used method, we need to extend the electrodes into the structure. In order to consider the

electrodes  as  a  bulk  region,  we  need  to  have  enough  space  in  the  central  region  for  both  electrode  extensions.

Depending on the structure, this length for extension should be about 5 to 10 Å. It is 7.38 Å in case of this simulation.

Atom i' in the electrode extension is identical to i in the electrode (shown on the Figure 22 as the red dots). Further

details about the EH-SCF method can be obtained in [17]. In order to simulate the situation where electrodes are made

of GNRs, we need to leave the atoms involved in the electrodes without change. Thus the first three atoms from both

sides of the structure are left without defects and they are only affected by mechanic of the whole system during the

optimization, which mostly means small linear strain over the z-axis.

Figure 22. General situation scheme of the simulated system.

At first, we analyzed the 2-ZGNR structure shown in the Figure 23a. From the Figure 23b we can clearly see that,

while spin up electron eigenstates are strictly placed on the edge of the ribbon, the spin DOWN electron eigenstates are

on the contrary placed inside the ribbon. We obtained transmission spectrum (Figure 23c) with visible strong spin

splitting. There are free energy levels only able to transport electrons with spin DOWN in the vicinity of the Fermi

level. For the energies greater than zero, another mode seems to emerge, making possible greater transmission for spin

UP  (DOWN)  electrons  at  positive  (negative)  energy  levels.  Transmission  of  spin  DOWN  electrons  is  always

approximately 1 or greater for the surveyed small energy levels. The second analyzed structure is the 4-ZGNR shown

on the  Figure 24a. The  Figure 24b shows similar character of the eigenstate localization for spin UP (or DOWN)

electrons as visible on  Figure 23b. Once again, we can see significant spin splitting of the free energy levels in the

transmission spectrum (Figure 24c). This time, on the contrary to 2-ZGNR, spin DOWN electrons transmission seems

to  be  almost  fully  restrained  for  some small  negative  energy  levels  and  the  transmission  spectrum itself  is  more

symmetrical than the one of the 2ZGNR.

Figure 23. a) Simulated 2ZGNR system. b) Eigenstates for the quantum number 0, spin UP electrons at the top and spin DOWN at

the bottom. The color range covers the eigenstate values from their minimum (blue) to maximum (red). c) Transmission spectrum for

spin UP (black) and DOWN (red).
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Figure 24. a) The simulated system. b) Eigenstates for the quantum number 0, spin UP electrons at the top and spin DOWN at the

bottom. The color range covers the eigenstate values from their minimum (blue) to maximum (red).  c) Transmission spectrum for

spin UP (black) and DOWN (red).

The third analyzed structure is the 4ZGNR with an edge defect in the central region of the system (Figure 25a). The

defect is symmetrical to the z-axis and it is causing the narrowing of the ribbon to the 2ZGNR, creating very short

segment of the 2ZGNR connected to the 4ZGNR electrodes. The eigenstates on the Figure 25b shows clearly the effect

of the necking in the central region. By comparison of Figure 24b and 25b, we can conclude that the area of both spin

electron eigenstates on Figure 25b is smaller and it is arranged close to the defect. The transmission spectrum on the

Figure 25c shows the energy levels spin splitting and also the overall inhibition of transmission at the surveyed low

energy levels.

Figure 25. a) The simulated system. b) Eigenstates for the quantum number 0, spin UP electrons at the top and spin DOWN at the

bottom. The color range covers the eigenstate values from their minimum (blue) to maximum (red).  c) Transmission spectrum for

spin UP (black) and DOWN (red).

The last analyzed structure is the 4ZGNR with the linear defect causing the separation of the ribbon in two segments

and disconnecting carbon-carbon bonds completely (Figure 26a). The defect is placed shapely that the separation is

anti-symmetrical to the z-axis and y-axis. All the aromatic rings on adjacent sides of the separation are preserved and

distance between the two separated sides of the ribbon is slightly enhanced due to the repulsive forces of the bonded

hydrogen. In the Figure 26b we can see the arrangement of the eigenstates. The UP spin electron eigenstates are located

at the center while the DOWN spin electron eigenstates are located only on the one side of the separated ribbon. In the

transmission spectrum (Figure 26c) we can see the result of this phenomenon. The DOWN spin free energy states

38



seems to be diminished almost completely but the UP spin energy states are available for energies allowing transport of

the UP spin electron from one side of the separated ribbon to another. In the Figure 27a and 27b we can see, that only

the hydrogen atoms can facilitate  the UP spin electron  transport.  These figures  show how the  electrons transmist

through the ribbon at the energy ε = 1.9 eV. We can clearly see that current created by DOWN spin electrons (Figure

27a) on this energy level cannot overcome the defect because in this case it is transported only through the carbons. On

the contrary, the current created by the UP spin electrons (Figure 27b) can overcome the barrier of the linear defect

because of the closely located hydrogen atoms.

Figure 26. a) The simulated system. b) Eigenstates for the quantum number 0, spin UP electrons at the top and spin DOWN at the

bottom. The color range covers the eigenstate values from their minimum (blue) to maximum (red).  c) Transmission spectrum for

spin UP (black) and DOWN (red).

Figure 27. Electron transmission pathways at the energy 1.9 eV. The line thickness is proportional to the strength of the current. a)

For spin DOWN electrons. b) For spin UP electrons.

Let us show some unpublished results of the other structures, gathered during our study of nanoribbons, in the following

figures. Motivated by the quantum-mechanical tunneling effect in nanoribbons and probing of QCA/crossbar/nanocell

architecture  approaches  mentioned  before,  we investigated  a  set  of  GNR structures  in  parallel  configuration.  The

nanoribbons were fused in different points to test properties of their wavefunctions and to evaluate the efficiency of

used simulation methods. The same semi-empirical model as in the previous example was used to conduct this study.
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Figure 28. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).

Figure 29. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).

Figure 30. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).

Figure 31. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).
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Figure 32. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).

Figure 33. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).

Figure 34. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).
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Figure 35. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).

Figure 36. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).

Figure 37. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).
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Figure 38. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).

Figure 39. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).

Figure 40. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).
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Figure 41. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).

Figure 42. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).

Figure 43. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).
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Figure 44. First  four  eigenstates  for  a) spin UP and  b) spin DOWN. The color range covers the eigenstate  values from their

minimum (blue) to maximum (red).

Figure 45. a) Transmission spectrum for spin UP (black) and DOWN (red). b) Transmission pathways for spin UP (top) and DOWN

(bottom).

Figure 46. Some other hypothetical GNR topologies.

Our results show that passivated ZGNR structures have strong spin filtering ability and that for the generation of spin-

polarized currents, the formation of spin-ordered edge-localized states along the zigzag edges is the key mechanism.

Since GNRs have long spin-correlation lengths and good ballistic transport characteristics they can be considered a
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promising  active  material  for  spintronic  devices,  without  any  need  of  ferromagnetic  electrodes  or  other  magnetic

entities. The spin filtering structure could be prepared by the nanolithography of GNR. V-shaped notches could be

realized by means of local anodic oxidation, e.g. using the scanning probe microscopy. All mentioned GNR structures

may be as well prepared chemically from precursors.

5.1.1 Molecular Doping on the Graphene Sheets

The impact of molecular doping on the graphene is also explored in [26]. In comparison to three-dimensional

bulk  semiconductors  such  as  silicon crystal,  the  two-dimensional  morphology and single-atom thickness  offer  the

graphene sheet more activity in response to either interior defects or exteriorly physical or chemical adsorptions. In

graphene, each carbon atom is exposed to the environment with a dangling π bond, and thus is amiable to molecular

functionalization on the basal plane. The functionalization process could be reversed by breaking the bonding between

adsorptions  and  graphene  sheet.  For  example,  in  the  chemical  reduction  process  for  producing  graphene  sheets,

graphene monolayers are firstly exfoliated from graphite by oxidation, where the epoxy and hydroxyl binding on the

basal  plane  of  graphene  break  the  interlayer  binding.  The  oxidation  groups  are  subsequently  reduced  to  recover

graphene  sheets.  There  are  also  efforts  in  engineering  the  physical  chemistry  of  graphene  by  functionalization,

especially  in  the  extent  of  molecular  doping,  covalently  or  non-covalently.  In  addition  to  the  approaches  in  bulk

materials such as substitutions, vacancies and intersticials, the notion of doping has been renovated in a controllable and

even reversible manner thanks to the coexistence of chemical inertness of sp2 carbon network and relative activity of the

pz electrons involved. Non-covalent functionalization, or physisorption refers to the process in which the electronic

structure of graphene is barely perturbed. The weak binding nature can be established through forces such as van der

Waals  or  electrostatic  dipole-dipole interactions.  These functionalizations,  especially those are weak in mechanical

binding  but  strong  in  electronic  coupling,  hold  great  promises  in  various  applications  such  as  chemical  sensors,

molecular switches and transistors. Gaseous non-covalent dopants, such as the water molecule, N2, NO2 and NH3, can

be adsorbed physically on the basal plane of graphene. These adsorptions, although interacting weakly with graphene,

have remarkable impacts on the intrinsic electronic properties of graphene. The adsorbed molecules change the local

carrier  concentration in  graphene by adding electron,  and lead to  step-like changes in  resistance.  The micro-sized

graphene thus can detect individual events when a gas molecule attaches to or detaches from its surface. Chemical

sensors and non-volatile memories can be directly designed following this concept. The non-covalent binding of 2,3-

dichloro-5,6-dicyano-1,4-benzoquinone and tetrathiafulvalene on graphene sheet induce the hybridization between the

molecular levels and graphene valence bands,  and transform the zero-gap semiconducting graphene into a metallic

graphene. While the response of sensor based on this principle is low, it can be improved by introducing metal atoms to

intercalate between the molecules and grapene sheet. Also some chemisorptions (forming covalent bonds with carbon

atoms on the basal plane of graphene) can tune its properties in controllable manner. Hydrogenation and oxidation are

two of  the  most  noticeable  approaches  in  the  covalent  context.  Electrochemical  modification  of  graphene  can  be

induced  by  chemical  reactions  of  graphene  with  proton  and  hydroxyl  that  are  catalytically  generated  from water

molecules in the gate dielectrics, making the graphene nonconductive. This process can be reversed by short current

pulses that cause rapid local annealing. There is also the semimetal-insulator transition in graphene after hydrogenation,

which is then recoverable through structural annealing. This reversible engineering on graphene has further potential

appliacations in designing functional nanoscale materials and devices, such as patterned nanoelectronics.
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5.1.2 Interior Doping through Defects

The properties of a crystal are among other, dependent on the concentration of defects. The defects are either

impurities or dislocations. While the impurities may act as doping, the dislocations may lead to the degradation of

mechanical properties and into severe changes in the bandstructure as well. Because of the reduced dimensionality of

graphene (2D), there is also a reduced number of possible defect types in a layer [52] or in a ribbon. In a nanoribbon,

the maximum number of defects will be limited by width. In one of our published studies  [A7], we investigated the

impact of Stone-Wales defects on bandstructure, electron density and interatomic forces in 4ZGNR.

Figure 47. Depiction of SW(5577) defect in 4ZGNR. The ball size represents covalent radius of atoms. Large circles are carbons,

small are hydrogens.

The simplest defect in graphene, that may be caused by e.g. radiation damage, thermal load, mechanical stress, or it is

already inherent from the preparation method (chemical vapour deposition [52], exfoliation [18], bottom-up assembly

[24]), is the rotation of C-C bond by the angle of 90°, the so called Stone-Wales defect (SWd). There are no C atoms

added or missing and this defect is made by the lattice reconstruction alone. Because of the sp 2-hybridizing property of

graphene that allows the attachment of varying number of nearest neighbours to a C atom, they may form even different

polygon structures than hexagons (pentagons, heptagons, octagons). For example, four hexagons can be transformed in

2 heptagons and 2 pentagons (SW (5577)), see  Figure 47. The described SW (5577) defect, when placed on a thin

ZGNR, causes severe changes in the bandstructure. At first we considered a clear 4 bases long 4ZGNR which lacks any

defects, then we passivated two edges by hydrogen and left the other two edges for periodic extension of C-C covalent

bonds.  We optimized the  geometry  by Tersoff_CH_2010 optimizing algorithm to equilibrium state (with maximal

component of interatomic force lower than 0.005 eV/Å), and calculated bandstructure and electron density by DFT

calculator. Local Density Approximation with Perdew-Zunger (PZ) basis set. The k-point sampling  {1, 1, 2} and the

mesh cutoff 75.0 Hartree was used. The Poisson solver was set to the FFT2D with periodic boundary conditions in the

directions x and y and the Dirichlet boundary conditions in the direction z. Self Consistent Field iterations were included

to the depth of 20 steps.

In the next step, we changed the direction of the C-C bond in the middle of the GNR by the angle of 90° and, by the

above described means, we calculated the electron density and the bandstructure, this time without the optimization to

the relaxed state and thus with resulting greater interatomic forces. Then we used Tersoff_CH_2010 optimizer again

with restriction to 10 steps and maximum force limit 0.005 eV/Å. In every 10 steps we recorded the atomic positions

and forces and made the electron density and bandstructure results for the purpose of animated sequence. Because the

structure converged to equilibrium in 70 optimization steps, we made 7 additional calculations. The resulting atomic

positions  are  depicted  in  the  Figure 49.  The complete  results  were  composed  into  .gif  sequence available  in  the

published article attachment.
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As we can see from the bandstructure (Figure  48) and the electron density (Figure  49a and  49b), the undistorted

4ZGNR has the expected linear  E-k dispersion relation (see  Figure  48a). When distorted by the SWd, the 4ZGNR

exhibits topological changes in the electron density (from the homogenious distribution among C atoms to the lateral

distribution with peaks in respect to the y-axis) and the bandstructure becomes parabolic (see Figure 48b). At room-

temperature conditions (300 K), the structure quickly relaxes to thermodynamic equilibrium (which is simulated by the

optimization to minimum interatomic forces) and the bandstructure changes accordingly. The electron density remains

unequally distributed in respect to y-axis. Because the number of components in the crystal remains the same and the

total  number of  atoms does as  well,  the resulting forces in the ribbon are small  and the optimization of structure

converged quickly (in  70 steps)  to the maximum interatomic force components not  greater  than 0.005 eV/Å. The

direction of interatomic forces in the GNR changed by introducing the SWd and remained unequaly distributed  even

after optimization. This implies that the resulting forces in the distorted ribbon are greater than in the undistorted one.

The sequence of pictures in the article attachment describes more closely the trend of bandstructure and electron density

variations during the optimization.

Figure 48. The bandstructure calculated for relaxed 4ZGNR a) clear, b) with SW(5577). The energy is in absolute values. ϵF is

the Fermi level, Γ and Z are symmetry points in hexagonal lattice. The x-axis represents the k-vector values.

Figure  49. a) Electron  density  and  resulting  interatomic  forces  of  clear  4ZGNR.  Fmax is  the  maximum  interatomic  force

component.  b) Electron density and resulting interatomic forces of 4ZGNR with SW(5577).  n is the number of optimization

iterations. Optimization was done when maximum interatomic force condition 0.005 eV/Å was reached.
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From our calculations we concluded that the bandstructure and the electron density of 4ZGNRs are strongly affected by

the Stone-Wales defect  introduced into it,  however the thermodynamic stability  of  the structure does not  severely

changes. The bandstructure of resulting structure exhibits a narrow bandgap for certain  k-vectors. The homogenious

distribution of electron gas changes to the lateral distribution, resulting in two parallel topological quantum wires. The

lateral distribution of the electron density may be usefull for improvement in the spin filtering ability of GNRs, e.g. in

the case if there are V-shaped lateral constriction (notches) introduced to the ribbon. The questions for the further study

are also: the impact on the spin-polarization and the impact of the greater number of defects introduced to a GNR on I-

V curve. Because the used approach roughly simulates the SWd generation process, it would be also interesting to study

how much the course of optimization follows the real process, e.g. how optimization steps should be compared to the

typical time-scale of the generated SW defect relaxation.

5.1.3 Graphene Epitaxially Grown on Step-shaped SiC Surface

In one of our published studies we deal with the recently developed technique of epitaxial graphene growth on

silicon carbide surface [A8]. The main problem of graphene nanotubes and nanoribbons are difficulties in the control of

the position, radius, chirality and length. In many applications it is more desirable to prepare the graphene directly on an

insulating substrate and then pattern the graphene in areas where it is required via process flow similar to one used for

silicon-on-insulator devices. A graphene grown on insulator allows integration of large scale circuits, not just individual

devices. A process of generating graphene on insulator, or more specifically multilayer epitaxial graphene (MEG) on

SiC (MEG/SiC), has been developed by the high temperature sublimation of silicon from SiC [53]. Growing thick

graphite samples on SiC has been a well-known process for many years until the thickness was decreased to a few

layers, and a full characterization of the high quality graphene sample carried out. The growth of epitaxial graphene on

SiC is based on thermal decomposition of the SiC substrate. E-beam heating as well as resistive heating is used, but no

difference seems to arise from the different heating methods. In order to avoid contamination the heating is usually

performed in ultra-high vacuum (UHV) environment or sometimes with Ar gas.  From the molar densities one can

calculate that approximately three bilayers of SiC are necessary to set free enough carbon atoms for the formation of

one graphene layer. The growth of the graphene can take place on the (001) (silicon-terminated) or (0001) (carbon

terminated) faces of 4H-SiC and 6H-SiC wafers. The main difference lies in the sample thickness that one can achieve.

In the case of the silicon face, the growth is slow and terminates after relatively short time at high temperatures leading

to the rise of very thin samples, down to a monolayer. On the contrary, in the case of the carbon face, the growth does

not self-terminate leading to the rise of the relatively thick samples (approximately 5 up to 100 layers) with larger

orientation and turbostatic disorder [54].

Because of the relation between graphene and SiC lattice constants, there is a large number of possible orientations of

graphene. One structure of particular relevance is the (6√3 x 6√3)R30 structure. Note the high symmetry points of the

graphene lattice relative to the SiC. There are points where either the carbon atom in the graphene layer sits directly

above an atom in the SiC layer below, or a SiC atom lies directly below the center of a graphene hexagon. We can

define a quasi-unit-cell that is defined by these high symmetry points. For the appropriate (6√3 x 6√3)R30 structure the

quasi-cell would be a (6 x 6) SiC unit cell [55]. The primary cell of this structure is long and it takes long time to

proceed one calculation. So this cell is usually artificially decreased. As a result we get simple model of graphene sitting

above a relaxed bulk bilayer. Models like these cannot accurately describe the interface layer, but can predict a number
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of important results. Firstly, the relaxed distance between the last substrate atom and the first graphene layer is larger on

the Si-face (about 2.0 Å) than on the C-face. Secondly, the evolution of the band structure with the number of graphene

layers can be predicted. The first graphene layer,  which is more tightly bounded to the substrate, has a significant

distortion of the  π-bonds that gives the growth to a gap in the band structure.  This first  graphene layer shows no

evidence  of  a  graphitic  electronic  nature.  The  second  graphene  layer  has  the  linear  dispersion  at  the  k-point

characteristic of an isolated graphene sheet. Thus, in these calculations, the first graphene layer on both substrates acts

as a ‘buffer’ layer electrically isolating the second graphene layer from the substrate. The third graphene layer shows

splitting of the hole and electron states at the k-point stacked graphene bilayer. It is important to realize that, as the

graphene forms, the surface of  the sample will  recede when Si atoms are leaving. The carbon content in a single

graphene monolayer is very close to three SiC bilayers (36.5 atoms per square nm). The latter constitutes 0.75 nm of the

height in its SiC form, whereas the graphene monolayers are spaced by about 0.34 nm from each other and have similar

spacing to the SiC (for the C-face) or the 6√3 layer (for the Si-face). Thus, for each additional monolayer of graphene,

the top surface must recede by about 0.4 nm. So, if graphene thickness is different across the sample, thickness of

substrate is different as well. Also, graphene thickness is measured in number of graphene layers, which is discrete

number. Assume sample with 1, 2, 3 and 4 monolayers graphene thickness on it. The morphology of the surface of such

sample changes: now is covered by step edges. With the flat regions of the surface, steps form irregularly-shaped μm-

sized regions, which are separated from neighbouring terraces by step bunches. If we compare the Si-face and C-face

graphene morphologies for a fixed film thickness, we can find that they are very different. But if we compare them at

fixed temperatures, the differences become understandable, at approx. 1320°C. The films thickness on the C-face is

much greater than for the Si-face (16 vs. 2), but both films display the characteristic ridges associated with strain

relaxation. Both surfaces display comparable amount of step bunching. The reason for choosing the thicker film on the

C-face  is  that  the  (0001)  surface  and  the  (0001)/graphene  interface  have  higher  energies  (are  more  unstable),

respectively, than the (0001) surface and (0001)/graphene interface. Additionally, more defects in the C-face films such

as the discontinuities and rotational domain boundaries can lead to easier Si diffusion through the graphene, which will

also provoke thicker growth.

When graphene is based on the Si-face in 1 atm of argon, the tendency to grow in a layer-by-layer manner becomes

even more pronounced. In that case, it is quite easy to produce a single monolayer extending over order of 10 or 100 of

μm on the surface. As indicated above, the electronic properties of EG on SiC are layer dependent. An important fact is

that the buffer layer has an energy gap at Ef, so transport experiments and valence spectroscopies measure the effect of

the graphene layers.  The experimental  E(k)  is  linear,  with a characteristic  band velocity  consistent  with the  band

structure of an ideal monolayer. Close examination of the spectrum reveals a small shift of the energy bands above the

Dirac (charge neutrality) point ED relative to the bands below ED. It was ascribed to many-body interactions or to the

creation of a small band gap. The parabolic energy bands of layer 2 graphene are apparent, as is the lower energy split-

off band. These observations are predicted for bilayer graphene. The small energy gap centered around -350 meV is the

result  of the interface electric field;  it  can be driven to zero by balancing the interface field with an electric field

contributed by surface adsorbates. Carrier density is also a layer dependent quantity in EG. The charge neutrality point

shifts with respect to the Fermi level (zero tunnel bias) for successive EG layers on SiC(0001) [56]. The morphology of

epitaxial  graphene on SiC is highly influenced by the underlying SiC structure.  Steps on substrate can lead to the

problem with proper graphene growing without junk effects, but for few-nm steps the graphene lattice is continuous. It
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is well known fact, that SiC{0001} surfaces exhibit step bunching. Steps which are perpendicular to the directions

<1100> are strongly favored on (0001). It is perhaps expected that epitaxial graphene growth should proceed first on

nanofacets. High temperature annealing causes vertically etched steps (on the order of 10 nm deep) to produce (1-10)

facets with a normal that has an angle of 23° with respect to the {0001} direction. Cross sectional, high resolution

transmission electron microscopy of the graphene on steps on SiC has shown that the graphene terminates perpendicular

to the silicon carbide surface both on the bottom of the step or  on the steps  themselves.  Moreover,  these atomic

resolution studies further show that the graphene edges are along the zigzag direction, indication that the graphene

sidewall ribbons are zigzag ribbons. This is very important when the edge structure determines the electronic properties

of the ribbons. In particular, zigzag ribbons are always metallic. In [57] are introduced experimental results of produced

graphene structures by using standard lithography methods of producing an etch mask on the surface. Then, the masked

surface was subjected to  a  plasma to etch  the desired  pattern  to  a predetermined depth into the surface.  Then at

temperature of about 1550°C, in about 10 minutes, the monolayer of graphene has been grown over the step. It presents

an important step towards the realization of high mobility quasi 1D graphene structures that do not suffer from the

strong localization effects observed in conventionally patterned graphene structures. In [58] the possibility of graphene

production is also shown and resistivity of graphene was measured. According to experimental data, graphene with

length about 1.6 μm and width about 39 nm has resistivity 26.1 kΩ. Hydrogen can saturate the silicon dangling bonds

without a real decoupling of the interface. In these conditions the charge transfer to the graphene layer is reduced and,

as a consequence, the carrier concentration decreases and the carrier mobility increases by about a factor of 2 to 5. The

treatment is robust against nanofabrication and thermal cycling, from room temperature down to cryogenic temperature

[57].

In  this  work  we consider  two different  structures:  graphene  on  step  shape  SiC substrate  and  graphene on  planar

substrate with additional interface graphene layer. All primitive cells were taken from QuantumATK database. We used

moissanite (SiC) as a substrate because of its hexagonal crystal system. Because of stochastic behavior of the graphene

on SiC, the covalent bonds between layers have no period and after optimization it becomes even worse. The problem is

that at the end we will have very long structure with thousands of atoms. To avoid such problem we need to create the

device directly from initial bulk and then do all optimization and passivate structure by hydrogen. The distance between

the first layer of graphene and SiC substrate is approx. equal to 1.43 Å, this value is given differently in different

papers, so the main criteria was the maximum distance on which we could get covalent bonds between layers. The

distance between the first and the second graphene layer is equal to 2.7 Å on this distance. The next structure we are

focused on is graphene on step shape SiC. The main problem here is to save proper structure of SiC and graphene.

Because of the different lattice constant, it is very difficult to make sure that structure is periodic in all directions. We

have to reduce a number of atoms as much as possible to minimize the time of calculations. So graphene was a little bit

stretched. Then the structure was also passivated by hydrogen and optimized by minimization of Brenner potential. In

the case with planar structure the minimum max force component was reached is 1.0899 eV/Å, for step structure it is

3.3424×10-4 eV/Å. In order to minimize the time of calculation, we used Extended Hückel method in both cases. We

use Cerda.Carbon[graphite] basis with vacuum level -7.36577 eV, Cerda.Hydrogen [C2H4] basis with vacuum level -

6.2568 eV and Cerda.Silicon [GW SiC] basis with vacuum level -6.14175 eV, following the QuantumWise manual

recommendation. We used k-point sampling: nA = 10, nB = 3 and nC = 100 for flat structure and nA = 4, nB = 4 and nC

=  100  for  step  structure.  We  picked  these  values  empirically  trying  to  find  compromise  between  accuracy  and

computational time. We used FFT2D as a Poisson equation solver, which uses periodic boundary conditions in front,
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back, bottom, top and Dirichlet in left and right. We also need to make sure that periodic condition in top and bottom

direction does not affect our structure by extending the cell borders respectively. We calculated transmission spectrum

and I/V curve.

Figure 50. Results of molecular mechanic simulation of a) bilayer graphene on hydrogenated planar SiC substrate, b, c) step shaped

non-hydrogenated non planar SiC substrate (front and side view).

The obtained transmission spectra for the planar and non-planar hydrogenated structures are in the Figure 51. As we

can see in the Figure 52a, the I/V curve coefficient of step-shaped structure is approx. 0.075 S, which is almost twice

less than for the flat structure. From the calculated results it can be deduced that SiC is conductive on energies higher

than 1 eV. The Figure 52b describes the base state of electron wave function in the step-shaped non-hydrogenated SiC/

graphene interface.

Figure  51. Transmission  spectra  for  structure  with  hydrogenated  a) planar  SiC/bilayer  graphene  interface,  b) step-shaped

SiC/graphene interface
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Figure  52. a) Comparisson of  the I/V curves of  structure with planar  hydrogenated SiC/bilayer  graphene interface (blue)  and

structure with hydrogenated step-shaped SiC/graphene interface (black).  b) Base state electron wave function in the structure with

step-shaped SiC/graphene interface.

Our results were compared with the experimental data. The transmission property was selected to evaluate the accuracy.

We can look more precisely at resistivity of the graphene nanoribbon. Our calculation shows that the coefficient of I/V

curve of step-shaped structure is approx. 0.075 S, which is almost twice less than for the flat structure. Experimental

data from the article [58] gives us a value of 26 kΩ for the graphene sample of length 1.6 μm and width 39 nm. If we

take into account that our step structure model is 1000 times shorter and 20 times narrower, our value of resistance

(13Ω) has the same order but is still a bit smaller than the experimental one. The reason is that the collision of electrons

with phonons are not taken into account as well as the temperature of environment and other unideal conditions which

we can meet in the real case. These data can be used for continuous investigation of graphene on SiC properties.

5.1.4 Effects of External Fields

In [26] we may also find the study of an external field effects. The bandgap of bilayer graphene can be tuned

by electric field in perpendicular to the basal plane (e.g. by placing a gate electrode). The symmetry of sublattice in AB

stacking is broken by electrical field. The electrical displacement fields in different graphene layers produce two effects

inducing a net carrier doping (shift in Fermi energy) and generation of non-zero bandgap. The gate-tunable bandgap can

reach  250 meV and has  the  unusually  strong  oscilation  strength  for  the  bandgap  transitions.  Thus  tuning  bilayer

graphene under electrical field can enable novel nanophotonic devices for infrared light generation, amplification and

detection. Using a double-gate configuration, an insulating state with large suppresion of the conductivity in bilayer

graphene can be further achieved. We investigated effects of voltage bias and external mechanical force on graphene

nanoribbons and helicenes, and it is more discussed in the Chapter 5.5.
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5.2 Carbon Nanotubes

Citing form the literature [59], a single walled carbon nanotube (SWNT) is in principle a rolled graphene sheet.

Although  the  growth  mechanism is  mostly  not  based  on  rolling  graphene,  the  way  the  graphene  sheet  is  rolled

determines the fundamental properties of the tube.

Figure 53. a) Graphene sheet labeled with integers (n, m). b) Examples of the three types of SWNTs identified by the integer values

n and m. The picture is taken from [59].

In order to describe such a fundamental characteristic of the nanotube, two vectors, Ch and T, whose rectangle

defines the unit cell (Figure 53a), can be introduced. Ch is the vector that defines the circumference of the surface of the

tube connecting two equivalent carbon atoms, Ch = nâ1 + mâ2, where â1 and â2 are the two basis vectors of graphite and

n and m are integers which are also called indexes and determine the chiral angle

 θ=arctan (√3(
n

2 m+ n
)) . (104)

The chiral angle is used to separate carbon nanotubes into three classes differentiated by their electronic properties:

armchair (n = m, θ = 30°), zigzag (m = 0, n > 0, θ = 0°), and chiral (0 < |m| < n, 0 < θ < 30°) (Figure 15b). Armchair

carbon nanotubes are metallic  (a  degenerate semimetal  with zero band gap).  Zig-zag and chiral  nanotubes can be

semimetals with a finite band gap if n - m/3 = i (i being an integer and m ≠ n) or semiconductors in all other cases. The

band gap for the semimetallic and semiconductor nanotubes scales approximately with the inverse of the tube diameter,

giving each nanotube a unique electronic behavior. The diameter of the nanotube can be expressed as

d t=√3[aC−C
√m2+ mn+ n2

π ]=
Ch
π , (105)
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where Ch is the length of Ch, and aC-C is the C-C bond length (1.42 Å). Combining different diameters and chiralities

results in several hundred individual nanotubes, each with its own distinct mechanical, electrical, piezoelectric, and

optical properties.  As it is mentioned in  [60], a novel material, graphene nanoribbons encapsulated in single-walled

carbon nanotubes (GNR@SWNT), was synthesized using confined polymerization and fusion of polycyclic aromatic

hydrocarbon (PAH) molecules.  Formation of the GNR is possible due to confinement effects provided by the one-

dimensional space inside nanotubes, which helps to align coronene or perylene molecules edge to edge to achieve

dimerization and oligomerization of the molecules into long nanoribbons. Almost 100% filling of SWNT with GNR is

achieved while nanoribbon length is limited only by the length of the encapsulating nanotube. The PAH fusion reaction

provides a very simple and easily scalable method to synthesize GNR@SWNT in macroscopic amounts. First-principle

simulations indicate that encapsulation of the GNRs energetically favorable and that the electronic structure of the

encapsulated GNRs is the same as for the free-standing ones, pointing to possible applications of the GNR@SWNT

structures in photonics and nanoelectronics.

Figure 54. TEM images and wire models of GNRs encapsulated in SWNT obtained using coronene precursor (above) and perylene

precursor (below). The image is taken from [60].

5.3 Fullerenes

An infinite number of spherical fullerenes are believed to be able to exist. Known forms include C 60 (Figure

55a), C70, C76, C84, C240, and C540. All fullerenes consists of 12 pentagonal faces and varying number of hexagonal faces.

In general, for a fullerene Cn there will be 12 pentagonal faces and half of n minus 10 (n/2-10) hexagonal faces, thus,

the C60 fullerene has 12 pentagonal faces and 20 hexagonal faces [61].

Figure 55. a) Fullerene C60. b) Carbon nanohorn. c) Carbon nanocone. d) Carbon nanobuds. The picture is taken from [61].
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Fullerenes have a rich and complex chemistry. C60 behaves like an electron deficient alkene, reacts readily with electron

rich  species,  and  participates  in  many  reactions  (e.g.  oxidations,  reductions,  nucleophilic  additions,  electrophilic

additions, Diels-Alder reactions, and Friedel-Craft alkylations). This rich chemistry permits a wide range of fullerene

functionalization and opens the way to designing functionalized fullerene for specific properties and purposes. The

applications  include organic photovoltaics, polymer electronics, antioxidants, biopharmaceuticals, antibacterials, HIV

inhibition, catalyst, water purification, MRI agents, optical devices, scanning tunneling microscopy, and atomic force

microscopy [61].

A structure closely related to fullerenes is carbon nanohorn (Figure 55b). Many structures related to the basic fullerenes

and the carbon nanohorn have been discovered.  For example,  the carbon nanocone (Figure 55c) and "NanoBuds"

(Figure 55d) created by combining carbon nanotubes and fullerenes. The resulting nanobuds possess properties of both

materials (e.g. electrical conductivity of carbon nanotubes, chemical flexibility of fullerenes). Fullerene composites and

hybrid materials, such as a fullerene-dendrimer-mesoporous silica hybrid, have been described.

Authors of [62] show, that there is the possibility of filling the inner space of the SWCNTs with fullerenes (Figure 18).

The existence of such structure had been long speculated prior to its actual discovery. The speculations were fueled by

the capability  of  fullerenes themselves  of  retaining atoms or  molecules  inside.  This  structure  is  called endohedral

fullerene,  refering  to  the  icosahedral  C60 symmetry.  Such  materials  are  denoted  as  A@Cx where  A marks  the

encapsulated atom or molecule and x = 60, 70 is the index of fullerene. C60 fullerenes encapsulated insude SWCNTs

were discovered using high resolution transmission electron miscroscopy and this discovery soon led to the birth of a

vivid new field within the nanotube research called the peapods which then led to a number of breakthroughs in the

study of optical, electronic, and transport properties of the SWCNTs and to a number of applications.

Figure 56. HR-TEM micrograph and schematic representation (not to scale) of Gd@C82 metallofullerene peapods. Dark spots in

micrograph (white in schematic) correspond to the heavy Gd atoms. The image is taken from [62].

As for the demonstrated applications, SWCNTs are ideal building blocks for nanoelectronics given their small size and

their high current-carrying capability. There are three obstacles for the applicability though: the inability of patterned

growth and contacting, the random chirality (and thus conductivity) distribution of tubes and the relatively large (above

1 eV) direct bandgap of semiconducting tubes. Modern electronics tends to use small gap semiconductors for increased

speed and reduced dissipation. The band gap problem was overcome by means of metallofullerenes inside the SWCNTs

(reducing to band gap to 0.1 eV). Further, according to  [62], the transistor behavior of this metallofullerene peapod

system was also proven. The other demonstrated applications are in solar cells.  The fullerenes encapsulated inside

SWCNTs act as the active electron-hole producing medium. This means that peapods alone can act as solar cells as they
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have the active medium as well as the electrode naturally integrated. Although this effect requires further studies and in

particular  benchmarks  for  quantum efficiency  for  the  light  induced  electron  transfer,  it  shows  a  high  application

potential of peapods for solar cell purposes. The next demonstrated application is drug delivery which is given by the

biocompatibility  of  the  carbon nanotubes,  the  possibility  to  attach  the  active  molecules  to  the  nanotubes   (as  the

SWCNTs  have  a  high  specific  surface  area)  and  the  possibility  to  track  the  carbon  nanotube  in  vivo  (e.  g.  by

fluorescence spectroscopy).

There are also some expected applications of these structures like photonic crystals. Photonic crystals refer to materials

where the periodic array of their constituents give rise to a periodic modulation of the dielectric constant. This results in

unique optical properties such as, for example, well-defined gaps in the transmittance in a manner analogous to the band

gap  behavior  of  solids.  Peapods  were  suggested  to  be  used  as  photonic  crystals  thanks  to  the  periodicity  of  the

encapsulated fullerenes which is well-defined. It was found that  the periodicity and the dielectric properties of C60

fullerenes give rise to an optical gap around 7 nm which means that soft X-rays with this wavelength could be trapped

inside the peapods. This means that if an effective medium, which emits radiation with this wavelength, is placed within

the peapod structure, the emitted radiation would be amplified such as in a laser, which could provide a way to construct

a soft X-ray laser.

Another application is so called shuttle memory device. Early dynamic observations of the behavior of encapsulated

fullerenes by TEM showed that they were able to move back-and-forth in the SWCNT cavity, presumably upon random

ionization effects due to electron irradiation in the TEM. The name shuttle describes the fact that the encapsulated C 60

switches between the different bit values by rapid shuttling. For more details see [62].

As it  is further noted in  [62], another possible application is for high-frequency oscillators.  Interest  turned toward

utilizing  carbon structures  for  oscillator  purposes  motivated  by  the  demonstration  of  very  low friction  in  coaxial

multiwall carbon nanotubes. For example, double-wall carbon nanotube structures were considered and studied using

molecular dynamics calculations and it was shown that a (9,0) nanotube inside an (18,0) would behave as a 38 GHz

nanooscillator. A peapod-based oscillator was proposed and a fundamental eigenfrequency of 50 GHz was found for the

C60 motion inside a 5 nm long section of a (10,10) SWCNT. In a recent work, the evidence for nanoelectromechanical

coupling in peapods has suggested them as NEMS resonators, with an operation frequency set by the vibrational motion

of the encapsulated fullerenes in the 100 GHz range. The major obstacle in this approach is difficult control of the C 60

motion externally.

Quantum computing is the next possible application of peapods. Quantum information processing can be divided into

quantum computing and quantum information storage. Both areas require the availability of true quantum variable or

qubit  (e.  g.  atomic  state,  a  supercurrent,  photon polarization,  or  a  spin).  For  information  storage,  a  high  level  of

decoupling of the quantum variable from the environment is desired. For information processing, a number of the

quantum variables has to interact in order to form an entangled state on which the calculation proceeds. There are two

potential challenges in quantum computing: upscalability and decoherence. Practical calculations require a large number

of qubits, which however increases complexity and also the decoherence due to the increased level of interactions, thus

these two objectives are somewhat exclusive. There is a suggestion to prepare a linear chain of spin qubits for QC. It
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was proposed that a single qubit would contain a N@C60 endohedral fullerene. In this molecule, the atomic nitrogen is

remarkably decoupled from its environment due to the protecting shielding of the fullerene cage. The utility of this

molecule for quantum computing has been already demonstrated.

5.4 Annulenes

According to [63], [n]annulene is a monocyclic hydrocarbon comprised of alternating single and double bond

where the number in brackets denotes the number of continuous sp2 carbon centers. By definition, cyclobutadiene is

therefore considered as  [4]annulene, benzene (Figure 57a) as  [6]annulene, etc. Replacement of one or more of the

double bonds with an acetylene unit affords a dehydroannulene (Figure 57b). An unfortunate side effect of installing

triple bonds in the hydrocarbon skeleton often is compound instability.  On the other hand,  fusion of one or more

benzene rings to furnish a benzoannulene (Figure 57c) or dehydrobenzoannulene (Figure 57d) heightens macrocycle

stability in general.

The main factor driving the early annulene research was the dominating question of whether planar examples of such

macrocycles were able to sustain induced ring currents, and if so, what was the strength of those ring currents. The main

conclusion was that ring currents in these systems became progressively weaker upon benzannulation, by inclusion of

triple bonds, and/or with increasing ring size. A number of discoveries in the last few decades made the previously

laborious task of macrocycle assembly now a quick and efficient process. The ability to create new annulenes allowed

chemists  to  easily  functionalize  the  hydrocarbon  backbone  and  thus  tailor  the  chemical  reactivity  and  physical

properties of the macrocycles.  Recognition of potential  materials applications for these  π-electron-rich systems has

driven most of the annulene research conducted currently. Annulenes have been shown to exhibit nonlinear optical

behavior, polymerize yielding tubular polymers, and even explode furnishing ordered carbon nanostructures.

Figure 57. Various annulenes:  a) [6]annulene (benzene),  b) Dehydroannulene,  c) Benzoannulene,  d) Dehydrobenzoannulene.  The

image is taken from [63].

Because it is further addressed later in this work, let us use the [18]annulene (Figure 58a) as an example. According to

[63], it represents an unique target of study due to its status as not only a (4n + 2) annulene but also a member of the

aromatic subgroup 6(2p + 1) in which the D6h-symmetric point group is allowed without severe nonbonded interactions.

As annulene ring size increases,  aromatic stabilization energies drop off and bond length alteration becomes more

pronounced. An ongoing debate has centered on the ring size at which polyolefin-like, localyzed π-electron structures

predominate over fully delocalized conjugation. Put simply, it is the question of the point at which drawing a closed

circle  inside  the  ring  rather  than  alternating  double  and  single  bonds  becomes  inappropriate.  Computational  and

theoretical estimates ranging from [30]annulene all the way down to [10]annulene have been put forward. More and

more front lines of this debate take root at or near [18]annulene.
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Figure 58. [18]Annulene. a) Basic structure. b-d) Some possible hydrogen arrangements. The image is taken from [63].

Early studies  predicted  the  unlikelihood of  planar  D6h [18]annulene due to  steric  interactions between the internal

protons. More recently, low-temperature NMR studies have yielded three confirmations of nearly equal energy with

three internal protons above the plane and three below in three possible arrangements (Figures 58b-d). Furthermore,

upon synthesis, chemical evidence revealed reactivity typical of localized  π bonds (addition rather than substitution),

behavior  drastically  different  than  benzene.  It  may  be  a  bit  suprising  then  that  the  X-ray  crystal  structure  of

[18]annulene,  determined  in  early  studies,  showed  a  nearly  centrosymmetric  molecule  distorted  from  planarity

by  0.085  Å  and  a  C3i symmetry  only  slightly  distorted  from  D6h symmetry.  The  nonplanarity  was  explained  by

intermolecular nonbonded repulsions and crystal-packing forces. The crystal structure was recently reevaluated and

although an additional minor form with slightly different geometry was found,  [18]annulene was confirmed by the

authors as having an essentially planar aromatic structure in the crystal. The 12 inner C-C bonds were determined to

have lengths  of  1.385  Å and the  6 outer  bonds  lengths  of  1.405  Å,  relatively close  to  the  originally  determined

geometry. The average C-C length is similar to benzene. The ring internal and reentrant angles are 124.0° and 127.9°

respectively.

But these results are disputed (as being a special case where the D6h symmetry may occur) because of the new results

obtained  by  GIAO-B3LYP/6-311+G** methods  pointing  that  only  C2h symmetry  can  give  acceptable  results  and

previous data were affected by apparent higher symmetry (given by used experimental method) and time-averaged

structure. Even more recent work disputes these assertions by offering that it may in fact be possible to distinguish

inversion disorder effects from true single structure at currently attainable resolutions. In addition, there is noted that

computation regards molecules as being in the gas phase and that the small barier to symmetrization could be overcome

by π-π stacking and favourable crystal packing forces (i. e. driving the molecules in the crystal towards centrosymmetric

forms with non-alternating character). If bond alternation does indeed exist in [18]annulene and then vanishes upon

crystallization,  it  would  be  an  extremely  unusual  phenomenon  with  implications  for  solid-state  nuclear  magnetic

resonance. Clearly, further computational efforts are in order.

The higher annulenes (n > 18) present less synthetic interest, mostly due to their significant bond alteration, asymmetry,

and conformational flexibility. All annulenes up to  n = 30 (Figure 59) have been synthesized except  n = 26 and 28.

Most of the recent work has been computational in nature and aims at understanding the complex interplay between

geometric, energetic, and magnetic properties. Aromatic stabilization energies are greatly reduced in the larger systems,

and it is believed that the mixing of low-lying excited states and ground states leads to pseudo-Jahn-Teller distortions.

The search for discrete transition point between delocalized and localized structures prompted a computational study
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that investigated bond length alteration in large annulenes up to  n = 66. Various levels of theory and basis sets were

sampled. While B3LYP/6-31G* acceptably predicted bond lengths of known ring sizes and oligoenes, Hartree-Fock

methods consistently provided clearly incorrect (and at times impossible) values. Using experimental measurements as

guides, DFT calculations accurately quantified the bond length alteration (δ = Rsingle - Rdouble) of the minimized structures

of both (4n) and (4n + 2) annulenes as a function of ring size. In the progression of (4n + 2) annulene. Conversely, an

enforced  δ  = 0 produced a local maximum for [30]annulene to [66]annulene in the energy profiles.  δ  values for the

lower (4n + 2) annulenes are essentially zero and thus not reported. The [30]annulene is the most likely candidate for

the transition point to localized, yet still aromatic, structure. Surprisingly the calculated aromatic stabilization energies

do not decrease with inreasing ring size but increase up to [18]annulene and then converge to a limiting value of about

23 kcal/mol. This provides further evidence that total delocalization is not required for aromaticity.

Figure 59. An example of higher annulene: [30]Annulene.

We analyzed  electronic  transport  properties  of  graphene  nanoribbons  (GNR)  patterned  by  [6+Nx12]annulene-like

quantum  antidots  in  one  of  our  published  articles  [A4]. We  tried  to  simulate  [18]annulene,  [30]annulene  and

[42]annulene antidots  placed  on  passivated  graphene nanoribbon of  appropriate  width  and  length.  Our  results  are

predicting  electronic  transport  properties  similar  to  graphene.  It  is  shown by  analyzing  the  GNR transmissivities

calculated by Extended Hückel Self-consistent Field model (EH-SCF). These structures can be used in future as a high

precision molecular  sieve for  separation of  almost  any size  of  molecule  because of  its  holes  modifiable by using

different [6+Nx12]annulenes. The sieving can be potentially controlled and/or measured by the changes of potential

and/or  current  flow  in  chosen  GNR  layer  of  the  sieve.  These  structures  can  be  potentially  usable  for  water

desalinization, separation of industrially exhaled gases or for mining rare metals from ocean. It can be used as well as a

totally new carbon-based nanomaterial with potentially interesting mechanical, optical or electronic transport properties

and compatible with graphene. These structures can be prepared by the means of ion (or electron) beam lithography or

by the bottom-up approach from chemical precursors in the future.

If we treat graphene as infinite number of benzene molecules, let us assume annulene net as is some kind of extension

of graphene where we are connecting together annulene molecules, in right way. By this idea, we can construct a thin

layer, which has periodic structure somehow comparable with graphene. In our simulations we are trying to show, that

this material is not just possible to construct (as it is a stable form of carbon) but also has similar properties as graphene

itself. By checking the molecular dynamics, we can say, that at least [18]annulene, [30]annulene and [42]annulene can

be used to form a carbon net with planar structure and minimal interatomic force involved. When confronted with this

result,  we tried to  simulate the electronic transport  properties  (such as  transmissivity,  electron density  and current

transmission pathways) and to compare with graphene. We are trying to show, that annulene nets can be useful material

for molecular sieves (with similar properties as zeolites) and for construction of lab-on-chip systems, where it can be

used for precise electrically controlled flow of certain reactants. These nets can be as well used for desalinization or

60



filtering of industrial exhalations in the future and for improvement of the graphene electronics, because it is presumed

to be lighter than graphene (simply fewer atoms in same area) and it should have all the advantages of two-dimensional

material, such as surface plasmon excitation.

We selected the proper structure, placed the carbon atoms in the original positions and passivated all the free bonds with

hydrogen atoms. In order to reach the thermodynamical equilibrium of the system, the optimized atom positions are

computed by molecular mechanics.  We used embedded Brenner`s  quick geometry optimizer so that  the maximum

component of the interatomic force was less than 10-8 eV/Å in all cases after the optimization. For electrical properties

calculations we used semi-empirical EH-SCF method for nanoscale devices with spin polarization considered [17]. Due

to the used method, we need to extend the electrodes into the structure. In order to consider the electrodes as a bulk

region, there is  need to have enough space in  the central  region for  both electrode extensions.  Depending on the

structure, this length for extension should be at least about 5 to 10 Å. It is 10 Å for [18]annulene structure, 7.38 Å for

[30]annulene and 7.5 Å for [42]annulene in our simulations. Atom in the electrode extension is identical to the one in

the electrode (shown on the Figure 22 as the red dots). We tried to fuse the annulene net to graphene electrodes made of

ZGNRs of appropriate width. In order to simulate the situation where electrodes are made of GNRs, we need to leave

the atoms involved in electrodes without change. Thus the first three atoms from both sides of the structure are left

without defects and they are only affected by dynamics of the whole system which mostly means small linear stretching

over the z-axis. The first analyzed structure we may see in the Figure 60.

Figure 60. a) Simulated system with visible Van der Waals radii.  b) Electron difference density isosurface with value -10 -5 Å-3.  c)

Transmission spectrum for both spins (identical). d) Transmission pathways for zero energy level.

The second analyzed structure is the 16ZGNR structure with 7 symmetrically deployed [30]annulene patches along 18

atoms wide central region as shown on the Figure 61a. Van der Waals radii show much greater pores to emerge. Width

of those pores should be around 8.46 Å and thus provide space for greater molecules to past thru. From the Figure 61b

we can see isosurface of electron difference density for value -10-5 Å-3. We obtained transmission spectrum (Figure 61c)

with visible depression at Fermi level. Figure 61d shows how the current is flowing in the ribbon at zero energy ε = 0

eV.
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Figure 61. a) Simulated system with visible Van der Waals radii.  b) Electron difference density isosurface with value -10 -5 Å-3.  c)

Transmission spectrum for both spins (identical). d) Transmission pathways for zero energy level.

The third analyzed structure is the 22ZGNR structure with 7 symmetrical deployed [42]annulene patches along 25

atoms wide central  region  as  shown on the  Figure  62a. From the  Figure  62b we can see  isosurface  of  electron

difference density for value -10-5 Å-3. We obtained transmission spectrum (Figure 62c) and Figure 62d shows how the

current is flowing in the ribbon at zero energy ε = 0 eV.

Figure 62. a) Simulated system with visible Van der Waals radii.  b) Electron difference density isosurface with value -10 -5 Å-3.  c)

Transmission spectrum for both spins (identical). d) Transmission pathways for zero energy level.
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Although  this  study  was  only  a  brief  insight  in  to  annulene-graphene  structures,  it  shows  that  these  are

thermodynamically stable and can form larger structures. These structures should share some of the mechanical and

electronic  properties  of  graphene  which  implies  future  use  as  molecular  sieves  usable  e.g.  in  industry  exhalation

sanitation,  in  precise  molecular  lab-on-chip  systems,  and  for  filtration  of  heavy  metals  from  water  and  water

desalinization. Another possible applications are also improvements of graphene-based technology. These structures can

be prepared by means of ion (electron) beam lithography or by growth from chemical precursors.

5.5 Helicenes

In our recently published paper [A2] which extends our previous work on the topic of helicenes [A5, A6] we

studied the properties of hybrid graphene-helicene nanosystem. Carbohelicenes are homocyclic aromatic but non-planar

and naturally chiral hydrocarbons. The simplest carbohelicene with chemical formula C18H12 is named [4]helicene.

The number in brackets denotes the number of ortho-fused benzene rings in the molecule. The helical chirality (helicity)

of helicenes can be clockwise or counterclockwise, and corresponding enantiomers are denoted as M (minus) when left-

handed and P (plus) when right-handed [64]. There are several comprehensive works describing helicenes synthesis,

structure  and  applications [65,  66,  67,  68].  Similarly  to  GNRs,  the  ortho-annulated  polyaromatic  compounds like

helicenes are interesting because their aromaticity implies electronic resonance features, stability, and π-π interactions

along with the specific geometric properties and reactivity [69]. Helicenes are basis for a large family of molecules and

may be used as precursors for more complex structures like helicoidal fibres [67] and nanowires [70], Möbius topology

structures which conserve aromaticity [71], hexapolar structures [72], cages and tweezers able to contain other atoms

and molecules [73, 74], and many other oligomers and polymers [75, 76, 77, 78, 79, 80]. Their thermal stability and

oxidation resistivity makes them possibly utilizable for sensing [81, 82] and as ionophores [83]. The main field where

they are found interesting is optoelectronics. Photochromic helicenes are investigated for chiral discrimination [84] and

carbo[6]helicene derivatives with π-conjugated cyano-phenyl groups were explored for chiroptical properties [85]. The

Langmuir-Blodgett aggregated helicene films are found to exhibit circular dichroism [86]. There are also theoretical

papers describing second-order nonlinear optical properties of chiral films [87], and of benzannulated or selenophene-

annulated expanded helicenes [88]. Helicenes may be functionalized photochemicaly [89]. Different substituents and

function groups in [5]helicenes are shown to for allow control of its optical emmission properties [90, 91] and are

promising  perspectives  in  organic  light-emitting  diodes  [92].  Similarly,  in  [93]  authors  present  carbazole-based

diaza[7]helicene as a material for deep-blue-emitting OLED. Oxa[5]helicene-based racemic glassy films are presented

as a material for photothermally stable pervoskite solar cells [94]. Also the helicene-based imidazolium salt is explored

as a material for organic molecular electronics [95]. The transistor responses of tetrathia[7]helicene and derivatives

were  described  [96].  In  [97]  authors  show  potential-driven  electrodeposition  of  conductive  and  non-conductive

[7]helicene-derived polymers and similarly, electropolymerization method of immobilization onto carbon substrates has

been  introduced  [98].  The methods  of  helicene gas  phase  synthesis  [99],  optically  pure  and  enantiopure  helicene

preparation were recently developed [100, 101], as well as rapid synthesis of functionalized dibenzohelicenes [102], or

synthesis of bi-azahelicenes by photocyclization [103]. Although being challenging, there is also a progress in synthesis

of  long  helicenes.  Oxa[9]-,  [13]-,  [17]-  and  [19]helicenes  prepared  by  polycyclization  are  presented  in  [104],  an

organometallic route to [11]helicene [105] and one-step photocyclization-based synthesis of [16]helicene [106] have

been achieved.
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The  effects  of  twist  and  strain  on  helicene  and  graphene  nanoribbons  and  related  structures  are  studied  both

theoretically and experimentally in several papers. Twistacenes (analogues of 2ZGNRs or acenes) [107] and helicenes

[108] as well as helicene chains [109] are investigated for their intrinsic strain. The highly stretchable GNR springs and

strained  V-shape  notched  GNRs  are  investigated  for  various  applications,  e.g.  for  their  piezoelectricity  and

flexoelectricity in pressure sensing [110, 111, 112, 113]. The strain-induced helically chiral polyaromatic systems are

more  explored in  [114].  There  are papers  that  predict  non-monotonic energy  gap  change during compression and

stretching [115] which leads to an U-shape current-to-strain relationship in helicenes [116]. Rulíšek et al. calculated

energy change of [14]helicene and Gue et al. did similarly for [12]helicene by a different approach. We use these two

publications as a reference to define parameters and to compare properties of our structures and they will be discussed

in more detail later.

First,  let  us  describe the  investigated  structures  in  more detail.  The main goal  of  this  paper is  to  study a  simple

freestanding ZGNR-helicene-ZGNR molecular junction which will be as close as possible to physical reality. Although

the free-standing graphene itself forms wrinkles on a large scale and in the result it is not strictly planar, the graphene

nanoribbons several atoms wide with no defects and in vacuum will be considered as planar in this perspective. We

want to conserve the aromaticity of the whole structure and get a junction which could be possibly modulated by outer

action, in this case by compression and stretching. One condition is to ensure the possibility of periodic prolongation in

all directions, which means to place enough vacuum space and/or ensure smooth sp 2 bonding to get the lowest possible

interatomic forces on all borders of the simulation cell. We want to build a system with no exocyclic parts and no

unintended defects. Given the high number of planar polyhex variations, we need to use a minimal configurations only,

both to save computing time and to find a trivial systems from which more complex could be later derived, but we also

want to include a helical turn in the central region, to test its properties. We also decided to study only symmetrical

structures with (P) helicene enantiomers, as we believe that these structures may provide insight even to the omitted set

of structures. For the purpose of navigation through the structure, we labeled the helicene outer carbon atoms suitable

for bonding to ZGNRs by letters A to F, as shown in the Figure 63. To build up the defined central region we first have

to think about carbohelicenes and their symmetries. As we can see in the Figure 63e, if we want to include a helical

turn in the final structure, there is just one way how to fuse [4]helicene with the two 2ZGNRs, resulting in symmetric

axial stretchable electrodes configuration. The terminal carbons of left and right 2ZGNRs must fuse with A2, B2 and

A1, B1 carbons of [4]helicene respectively. While looking at the final structure we may notice that when fused in the

same linear fashion with these ribbons, the same configuration would stand for the case of [n]helicenes, where n = 5, 6,

7 and 8. This is an interesting result, as when freestanding, the structural characteristics of all these molecules in fact

differ (see  Table 2). The same stands for [10]helicene (Figure 63f). Fusing the molecule with the ribbon all at once

examines also configurations with [n]helicenes, where n = 11, 12, 13 and 14. We may therefore state to also have found

properties of these configurations.
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Figure 63. On the variants of fusing [4]helicene resp. [10]helicene with two ZGNRs.

There are also other possibilities how to fuse 2ZGNRs with [4]helicene. The terminal carbons of left and right 2ZGNRs

may fuse e.g. with B1, C1 and B2, C2 respectively (Figure 63d) or C1, D1 and C2, D2 respectively (Figure 63a). This

does not lead to a helical turn configuration, however it leads to steric hinderance in the central region as well because

the A1, A2 hydrogens preserve the original [4]helicene chirality. The 2ZGNR-based structures which include fused E, F

carbons lead to similar helicene chains as described in [109]. For all the variants of [4]helicene ortho- and/or peri-fused

with 2ZGNR which share electrodes in side-to-side directions see the Table 1. More details on polyhex hydrocarbons

are available in the literature [117].

Now let us assume that we want to include [4]helicene in wider ZGNRs. We may see (Figure 63b) that when two

3ZGNRs are fused with carbons C, D and E, we actually get a V-shape notched graphene nanoribbon. Similar structures

are investigated e.g. by authors of [111]. Likewise, we may expand this to 4ZGNRs and fuse them accordingly with

carbons C, D, E, F, and through carbon Z to get the same constriction in a wider ribbon ( Figure 63c) and so on. This

expands (m)ZGNR in the opposite side of A1, A2 steric hinderance region, and we presume that with increasing m, the

total conductance would increase and the [4]helicene would have a constant impact on it, in the form of a single edge

defect. There is also possible to extend (m)ZGNRs on the A1, A2 side of [4]helicene and get a set of configurations

where the central part of [4]helicene forms a short 2ZGNR bridge on top. We presume that with increasing  m, this

configuration leads to quick saturation of conductance because there is nothing to contribute to the total conductance,

except for the influence of quantum mechanical tunneling through a wider structure.  In the same fashion, we may

expand (m)ZGNRs starting with the  Figure 63d configuration. This leads to the similar configurations like before,

where,  when  expanded  on  the  A1,  A2  steric  hinderance  region  side,  the  impact  of  ZGNRs  expansion  on  total

conductance is presumably negligible and when expanded on the opposite  side,  expansion of ZGNRs leads to the

increase in total conductance by adding more transmission pathways to the nanostructure.
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Table 1. The schematic enumeration of [4]helicene (black) ortho- and/or peri- fused with two 2ZGNRs (blue & green) which share

side-to-side directions. The structures on diagonal have symmetric and axial electrodes configuration. Except for the first structure,

the 1st row and 1st column structures have non-axial electrodes configuration. Except for the last structure which has three, structures

in the last  row and last column have two steric hinderance regions (multiple helical elements).  Electron transport properties of

structures marked by asterisk were calculated.

The 3D nature of molecules used in the central region determines that, in order to have minimal unintended impact on it

from the side of electrodes, we have to allow it to have sufficient space. While building up a relaxed structure, we also

need to consider that in non-equilibrium conditions, e.g. with compression of the central region, the necessary space

needed may increase because of the electrodes deformation. From experiments and DFT studies [115] we know that

neutral helicenes and their cations tend to have slightly more benzene rings in one helical turn (approx. 6.05 to 6.08)

and anions vice versa. This is determined by the twist angle; positive for neutral and cations, negative for anions. This

fact will forbid us to have both perfectly axial electrode directions and perfectly relaxed structure at the same time, and

thus we believe our optimized structures to be the best compromise. In the  Figure 64 we may see impact of chosen

electrodes on twist angle and interpitch distance of helicene.
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Figure 64. Comparison of twist angle ϕ and distances IP1 and IP2 used to calculate interpitch (IPAV) for a) [7]helicene molecule and

b) [7]helicene cut from the structure where it was merged with two 2ZGNRs. Geometry of both structures was optimized by ReaxFF

CHOCsKNaClIFLi_2019. c) Interpitch distances for [10]helicene molecule and d) [10]helicene in the structure where it is merged

with two 2ZGNRs. ReaxFF CHONSMgPNaCuCl_2018_08 was used for the optimization of both structures.

The problem with adapting the planar ZGNR electrodes to the non-planar helicene-based central region mentioned

above gets more complicated when we assume compression and stretching. As we need at least 3 base units of ZGNRs

on both sides  to  satisfy the used electronic transport  simulation method [15],  and we are using planar  ribbons as

boundary conditions,  we need to  ensure,  that  the maximum interatomic  force component  of  these 3 base units  is

negligible after the molecular mechanics optimization. As the total number of atoms in the simulation determines its

complexity, we also have to reduce it where possible. The resulting number of ZGNR base units needed for adaptation

thus varies depending on the specific configuration. After the relaxed configuration is found, the number of base unit is

then fixed and varies only as a method of applying strain. The electrodes geometry changes to more planar during

stretching  but  when  the  helical  turn  is  included,  it  tend  to  twist  the  ribbons  and  turn  them over  when  stretched

sufficiently.

The compression and the stretching are done by adding and removing ZGNR base units in the situation when the

electrodes are fixed on the border of the electrode extensions. The stretching is more intuitive as by removing every

base unit, the configuration tends to reshape to more axial. The response to compression is not so well determined as the

configuration tends to form wrinkles in non-axial of-the-plane directions. To ease the references, we use the following

notation: A structure with no strain is labeled as R0L0. The letters R and L denote the respective electrode (right or left)

where a ZGNR base unit was added/removed. The symbol after letters R and L denotes the number of added/removed

base units. If there is a number, it is removing, if there is a letter it is adding. We use "nH" instead of [n]helicene and we

also use letters to indicate variants of fusion with GNRs. For example, a designation 4HCDE_RALA indicates that it is

[4]helicene, fused in points C, D and E (which in turn means that it will be fused with 3ZGNRs), and compressed

equally by adding one ZGNR base unit on both sides.

For the purpose of further analysis we need to find the optimized molecular geometry configurations. First, we have to

decide which optimization method to use. Several factors affect our decision: equilibrium C-C and C-H bond lengths,

interpitch distance, and twist angle. From the literature we know [115] that the experimental interpitch distance, which

is defined as and average of outer helix carbon distances (IPAV = (IP1 + IP2)/2), for [7]helicene is 450 pm. The value for

[8]helicene obtained by DFT-D method is 410 pm. Comparing the DFT-D value of [7]helicene, which is 464 pm, with

the experimental one, we may assume that the real interpitch distance will be smaller by a factor. The DFT-D obtained

interpitch distance values moreover tend to saturate near 375 pm for higher helicenes, as also shown in [115]. The

structures proposed by us should resemble similar features as longer helicenes because of the steric hinderance effects

of the ribbons.
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Figure 65. Comparison of [100]helicene geometries  after  optimization by  a) ReaxFF_CHOCsKNaClIFLi_2019 and  b) ReaxFF

CHONSMgPNaCuCl_2018_08. The  a1,  b1 are shown with Van der Waals force radii of all atoms. The  a2,  b2 details show the

central part  on which the impact of ends of the molecule should be negligible. The  a3 and  b3 compare the symmetry in axial

direction.

According to ReaxFF evolution tree [90] the ReaxFF CHOCsKNaClIFLi_2019 optimization algorithm is derived from

early hydrocarbon versions and, as the name indicates, it now includes oxygene, halogenes and some elements of the

first group. This draws our attention, because the potential application of helicenes is as ionophores [53]. It is also the

most  recent  version  (2019)  of  ReaxFF available  in  Synopsys  Quantum ATK 2019.12.  When tested  with  benzene

molecule ReaxFF CHOCsKNaClIFLi_2019 gives C-C bond length 142 pm and C-H bond length 111 pm. In the case of

[7]helicene it gave rather satisfactory result of 392 pm for the interpitch distance of a free molecule and 355 pm (IpAV)

in case of the 4HAB_R0L0 structure. However, when tested with longer helicenes, the subsequent DFT calculation did

not converged or converged with difficulties. We decided to use ReaxFF CHONSMgPNaCuCl_2018_08 for the longer

structures, as this is also usefull optimizer because helicenes are commonly functionalized by nitrogen [23] and in

contrast to ReaxFF CHOCsKNaClIFLi_2019, the ReaxFF CHONSMgPNaCuCl_2018_08 includes this element. When

tested with a benzene molecule, it gives C-C bond length 143 pm and C-H bond length 107 pm. We investigated effects

of bond lengths on a set of [n]helicenes for n ϵ <4, 100> and found, that this more compact configuration of hydrogens

leads to prolongation through increase in interpitch distance. This is more apparent in longer helicenes as seen in the

Figure 65. It affects the calculation convergence, as much less inter-turn interactions (due to the less steric hinderance

of helicene turns) is achieved. From the comparison of geometric symmetries of the resulting configurations (Figure

65c,  f)  we  may see,  that   ReaxFF  CHONSMgPNaCuCl_2018_08  leads  to  a  better  organized  structure  in  longer
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helicenes. All results of the molecules optimizations may be found in the supporting material.

Now let us compare the bond lengths and interpitch of all our structures. This is done in the Table 2. While studying our

results and comparing them with literature [115, 116], we noticed that the interpitch distance is problematic term; at

least in our case, but we also believe that this is a common phenomenon. As we know, the interpitch distance is the

average of two outer carbon atom distances in helicene, e.g. as in the Figure 64. It is not the inter-turn (or inter-layer)

distance and it is not defined for lower than [7]helicene, and above the [7]helicene there is already more than one

eventuality how to choose the two pairs of outer helix carbons. Also, if we use fixed two pairs of atoms, during the

stretching (as the twist angle changes) these atoms slip to new positions and the resulting interpitch (as not any longer

being close to the distance of nearest inter-turn carbons) has very low informative value about the inter-turn distance.

Our calculations also show that the ends of [n]helicene tend to have much higher inter-turn carbon distances than the

middle. There is stabilizing effect of inter-layer interactions in the middle which the ends lack. We believe that the

intrinsic non-zero twist angle of helicenes does not allow for carbon stacking in linear way and therefore, we do not

believe the geometry used by Gou et al. in [116] to be realistic.

We believe that the twists in helicenes are among other ruled by the London dispersion force and H-H bonding, and the

result is an inter-layer stacking very similar to GNR multilayers. More on molecular stacking by these mechanisms was

explored in [119]. The non-zero twist angle of helicenes furthermore means that, if we omit the distortion caused by the

ends of molecule which are stacking differently, there is a specific number of turns (or aromatic rings added) which will

lead to repetition of the whole geometry. However, this crystal feature of helicenes becomes distinctly apparent in very

long helicenes only. If ReaxFF CHONSMgPNaCuCl_2018_08 is used for the geometry optimization, we calculated that

the structure repeats after at least 46 turns, which means in at least [322]helicene molecule. All this also leads to need of

definition of what atoms to use for the interpitch measure, or if other means are possible. For the sake of clarity, we

decided to use the distance between outer carbons in the last aromatic ring of ZGNR electrode (the same as the first ring

of [7]helicene) and outer carbons in the 7th helicene ring (the same as the last ring of [7]helicene), see Figure 64. But

this is not ideal definition as there is still a big difference between the two carbon pairs distances for short helicenes and

no measure available for [n]helicenes with n ϵ <4, 6>. Therefore we added the bond lengths of several atoms in the

table.  This  is  also  done to  indicate  which  parts  of  helicene  molecule  are  undergoing  strain when the  structure  is

compressed or stretched.
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Table 2. Comparison of inter-turn carbon distances (IP1 and IP2) our interpitch value (IpAV), interpitch value obtained from [115] and

selected bond lengths. The interpitch was measured between two specific atoms and is not equal to interlayer distance (of which

maximum is around 400 pm when measured in the center of 12HAB_R0L0 structure). We use the same designations of all mentioned

atoms  as  sketched  in  the  Figure  63.  All  values  are  in  pm.  Structures  designated  by  *  are  optimized  by  ReaxFF

CHONSMgPNaCuCl_2018_08,  otherwise  we  used  ReaxFF  CHOCsKNaClIFLi_2019.  Structures  designated  by  +  are  the  limit

structures and the next iteration of stretching leads to break in covalent bonds.

The geometry optimization process was described in detail  in the previous chapter.  Let us add that  the maximum

component  of  interatomic  forces  during  optimization  was  less  than  1x10-5  eV/Å  in  most  cases.  The  electronic

properties calculations of the ReaxFF CHOCsKNaClIFLi_2019 optimized structures were carried out in Self-Consistent

Field by using the DFT LDA exchange correlation, PZ predefined functionals, LDA.PW PseudoDojo pseudopotentials,

double-zeta polarized basis set.  The k-point sampling was {kx, ky, kz} = {1, 1,  128} or {1, 1,  64}, and periodic

boundary conditions were along the x,  y axes and Dirichlet  along the z axis.  To calculate electronic properties  of

structures  optimized  by  ReaxFF  CHONSMgPNaCuCl_2018_08  we  used  DFT  GGA exchange  correlation,  PBE

predefined functionals and Grimme DFT-D3 Van der Waals correction,  k-point sampling {kx, ky, kz} = {1, 1, 16}

while  other  parameters  were  the  same as  previous.  For  the  small  devices,  with  [4]helicene,  transport  calculation

converged  properly  with  geometry  optimization  by  ReaxFF  CHOCsKNaClIFLi_2019  and  did  not  converged  or
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A1-A2 A1-Y1 Y2-A2 Y1-X1 X1-Y2 X1-X2 X2-F1 X2-F2

[4]helicene - - - - 293 142 142 144 144 145 145 145

[5]helicene - - - - 309 145 143 144 145 147 145 145

[6]helicene - - - - 322 145 145 145 145 147 145 145

[7]helicene 392 392 392 464 322 145 145 145 145 147 145 145

[8]helicene 365 352 359 421 326 145 145 145 145 147 145 145

4HAB_RALA 350 331 341 - 343 145 145 146 146 148 145 145

4HAB_R0L0 356 347 352 - 310 145 145 145 145 147 145 145

4HAB_R1L1 619 634 627 - 364 146 146 146 146 148 145 145

4HAB_R2L2 752 856 804 - 502 148 148 148 148 149 145 145

4HAB_R3L3 1053 1061 1057 - 571 150 150 152 153 149 145 145 +

4HBC_RALA - - - - 278 141 141 145 145 145 145 145

4HBC_R0L0 - - - - 282 141 141 144 144 145 145 145

4HBC_R1L1 - - - - 349 141 141 146 146 146 145 145

4HBC_R2L2 - - - - 454 143 143 152 152 145 146 146 +

4HCD_RALA - - - - 280 145 145 145 145 147 145 145

4HCD_R0L0 - - - - 279 144 144 144 144 146 144 144

4HCD_R1L1 - - - - 331 144 144 147 147 146 145 145

4HCD_R2L2 - - - - 395 144 144 152 152 145 146 146 +

4HCDE_RALA - - - - 288 145 145 144 144 146 141 141

4HCDE_R0L0 - - - - 287 145 145 144 144 147 141 141

4HCDE_R1L1 - - - - 311 144 144 144 144 145 143 143

4HCDE_R2L2 - - - - 359 145 145 148 148 147 146 146

4HCDEFZ_R0L0 - - - - 286 144 144 144 144 145 144 144

4HCDEFZ_R1L1 - - - - 304 144 144 145 145 144 144 144

[10]helicene 354 347 351 382 326 144 144 144 144 146 143 143 *

[11]helicene 356 348 352 374 326 144 144 144 144 146 143 143 *

[12]helicene 355 349 352 375 325 144 144 144 144 146 143 143 *

[13]helicene 353 347 350 376 325 144 144 144 144 146 143 143 *

[14]helicene 355 347 351 375 326 144 144 144 144 146 143 143 *

10HAB_R0L0 369 347 358 - 329 144 145 145 144 146 143 143 *

10HAB_R1L0 411 364 388 - 378 146 144 144 145 146 143 143 *

10HAB_R1L1 475 414 445 - 422 146 145 144 145 146 143 143 *

10HAB_R2L1 589 540 565 - 457 146 145 144 145 146 143 144 *

IP1 IP2 Ip
AV

[115]Ip
AV



converged with difficulties with optimization by ReaxFF CHONSMgPNaCuCl_2018_08. An opposite situation was

with larger [10]helicene. The used ab initio DFT method is further described in [15].

To evaluate the electronic transport properties we use formalism described in [12]. Device density of states (DDOS) for

all shells, transmission spectrum (TS) and current-voltage curves were calculated for relaxed, compressed and stretched

structures. The DDOS and TS of all relaxed structures are in the  Figure 66. As we may see, the configurations with

2ZGNR and [4]helicene exhibit similar DDOS to the 30 bases long hydrogen passivated 2ZGNR of about the same

length that we used as a reference. We found that the [10]helicene-based structure has one more peak in between the

two expected Van Hove singularities. The structures with wider ZGNRs have naturally higher densities around the

Fermi level and they do exhibit similar but sharper peak in transmission around the Fermi level as perfect ZGNR.

Except for the 4HAB configuration, all the 2ZGNR-based structures have negligible transmission around the Fermi

level. 

Figure 66. Device densities of states and transmission spectra of relaxed graphene-helicene-graphene structures. The results are

supported with data obtained from 30-bases long 2ZGNR optimized by ReaxFF CHOCsKNaClIFLi_2019 used as a reference.
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Figure 67. Device densities of states (DDOS) and transmission spectra of  [4]helicene fused with two 2ZGNRs in A1B1-A2B2

configuration. The structures are shown from top and side direction where the steric hinderance region is visible. All atoms are

displayed with covalent radii.

The strained structures results, along with the optimized molecular geometries, are shown in Figures 67-72. As we can

see from the  Figure 67, the direction of turn in the central region is changing fundamentally when the structure is

strained. The electrodes geometry changes to more planar during stretching of all structures but when the helical turn is

included,  it  tends to  twist  the ribbons and turn them over when stretched sufficiently.  4HAB_R3L3 (3 base units

removed on both sides) is the last structure explored as the next iteration breaks the 2ZGNR. We may notice, that

4HAB_R3L3 and 4HAB_R2L2 are very similar configurations and also share similar transmission but DDOS differs

substantially. In this point it is necessary to say that high interatomic forces, in highly strained structures like this, are

forming more singularity points in DDOS and some of them may not be realistic. The transmission of 4HAB structures

has  a  non-linear  dependence  on  strain  which  was  studied  by  authors  of  [115,  116]  in  different  helicene-based
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configurations. As in the literature, in our case, the compression leads to higher transmission and the stretching leads

first to lower transmission and then it rises. We also found that for even more stretched structures it saturates and even

falls, before the structure breaks. It is better apparent in the Figure 73b where the I/V characteristics are shown. When

compared to the literature, our results show rather V-shaped curve than U-shape, because we use a different approach to

strain which leads to worse resolution.

Figure 68. Device densities of states (DDOS) and transmission spectra of  [4]helicene fused with two 2ZGNRs in B1C1-B2C2

configuration. The structures are shown from top and side direction where the steric hinderance region is best visible. All atoms are

displayed with covalent radii.

We may  see  the  same  trend  of  transmission  rised  by  stretching,  but  this  time  only  a  negligible  impact  on  the

transmission by compression, for 4HBC and 4HCD configurations (Figures 68 and 69). One interesting fact apparent

from these figures is that for 4HBC there is a region of zero transmission around the Fermi level of its TS and next to it

a significant rise, while 4HCD configuration behaves in the opposite way and exhibits a high peak around the Fermi

level when stretched.
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Figure 69. Device densities of states (DDOS) and transmission spectra of  [4]helicene fused with two 2ZGNRs in C1D1-C2D2

configuration. The structures are shown from top and side direction where the steric hinderance region is best visible.  All atoms are

displayed with covalent radii.

The Figure 70 shows one of the possible 3ZGNR-[4]helicene-3ZGNR configurations. The ribbons fuse with helicene

forming notched 3ZGNR with steric hinderance in the notch. This region causes the same deformations of freestanding

electrodes as in 2ZGNR-based structures. The same is observed in case of 4ZGNR structure in the Figure 71. Because

this configuration includes high number of atoms (and thus great computing power), and so far obtained results show a

similar trend as the previously studied 3ZGNR-based structure, we decided to spare computing time and end stretching

after the first iteration. Although the structures undergo massive change in geometry, our results in  Figure 70 and

Figure 71 show that the impact of strain on wider ZGNRs in these configurations is negligible. The last configuration

(Figure 72) shows electronic properties of [10]helicene-based 10HAB structure. It is a similar configuration to 4HAB,

both having at least one turn in the middle and being fused with two 2ZGNRs in a similar fashion. In this case we used

finer resolution when applying strain (only one 2ZGNR base unit on one side was removed at one time) and we only try
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stretching.  The  results  show  that  while  the  DDOS  is  comparable  to  other  studied  2ZGNR-based  structures,  the

transmission is  zero  in  a  wide  window around the  Fermi level.  As we may see  better  from the  Figure 73a,  the

conductivity of longer helicenes in this configuration is approx. three orders of magnitude smaller and we expect that

even longer structures will share the less-conductive behaviour.

Figure 70. Device densities of states (DDOS) and transmission spectra of [4]helicene fused with two 3ZGNRs in C1D1E1-C2D2E2

configuration. The structures are shown from top and side direction where the steric hinderance region is best visible. All atoms are

displayed with covalent radii.
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Figure 71. Device densities of states (DDOS) and transmission spectra of  [4]helicene fused with two 4ZGNRs in C1D1E1F1Z-

C2D2E2F2 configuration. The structures are shown from top and side direction where the steric hinderance region is best visible. All

atoms are displayed with covalent radii.
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Figure 72. Device densities of states (DDOS) and transmission spectra of  [10]helicene fused with two 2ZGNRs in A1B1-A2B2

configuration. The structures are shown from top and side direction where the steric hinderance regions are best visible. All atoms are

displayed with covalent radii.
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Figure 73. a) Calculated current-voltage characteristics of [4]helicene and [10]helicene fused with two 2ZGNRs for biases 30 to 150

mV. b) Current-to-strain relationship of [4]helicene fused with two 2ZGNRs for biases from 30 to 150 mV.

Now, let us compare our results with the available paper from Guo et al. [116]. Authors of this article are using two

types  of  electrodes  to  probe  current  through  [12]helicene  and  aza[12]helicene  while  it  is  being  compressed  and

stretched. As it was discussed above, we believe that molecular geometry of real [12]helicene results in non-linear

stacking of turns and different interpitch value in various parts of the molecule. As was also covered above, this leads to

serious problems with the interpitch distance definition. Also, when compared to our approach, authors of [116] do not

include the effects of the central region back on electrodes and the resulting nanostructure is thus in an permanent non-

equilibrium conditions due to the high interatomic forces on electrode-central region border (even for the unstressed

structures).  It  is  obvious  that  non-equilibrium  conditions  may  have  severe  effect  on  electronic  properties  (e.g.

transmission spectrum, spin polarization). These are the main reasons we believe our results to be much more accurate.

Figure 74. I − V behaviors of [12]helicene contacted with carbon chain electrodes. The pitch of the relaxed (gas-phase) [12]helicene

molecule is d = 3.4 Å.  a) I − V curve under different pitch d.  b) Current varies with d under the bias of 2.0 V. Inset: Conductance

under zero bias on a logarithmic scale. G0 is the conductance quantum (G0 = 2e2/h). The image is taken from [116].
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Another conclusion which may be sketched from the comparison is that although different [n]helicenes were used under

different conditions, the U-shape current-to-interpitch characteristics phenomenon appears in both cases. However, Guo

et al. is using [12]helicene, which our molecular mechanics results say to be not suitable for colinear axial electrodes

([10]helicene instead) and we are using [4]helicene connected in a way where it may be interpretted as [n]helicene (n =

4, 5, 6, 7, 8). Despite these differences, we both obtained the same order of magnitude for current and very similar

shape  of  the  current-to-interpitch  curve.  On  the  contrary,  our  relaxed  [10]helicene  shows  5  orders  of  magnitude

difference when compared to the [12]helicene of Guo et al.. Due to the small current response, the [10]helicene was not

subjected to strain as we considered that not interesting to test. Also, we did not see as necessary to simulate behaviour

under relatively high voltage bias used by Guo et al. (2V), because the real nanostructure would undergo changes by

charge and thermal effects (possibly resulting in avalanche ionization) not included in the simulation methods. Our

results show saturation of current for bias voltages over 150 mV for most structures and we dismissed results above that

value as inconclusive due to the limitations of the used method.

Let us summarize this chapter. We present our results of graphene-helicene-graphene junction simulations. First, several

possible configurations were enumerated. During our investigation, we found geometries of  [n]helicenes for  n ϵ <4,

100>  optimized  by  two  recent  ReaxFF  optimization  algorithms  (CHOCsKNaClIFLi_2019  and

CHONSMgPNaCuCl_2018_08). Our results show that ends of longer helicenes have higher interpitch distance than

center and in very long helicenes the center is compact. The twist angle in helicenes leads to non-linear turn stacking

and we dispute linear structures in [116]. We calculated that, when neglecting the ends effects, the structure repeats after

at  least  46  turns,  which  means  in  at  least  [322]helicene  molecule.  The  electronic  transport  properties  of  several

structures under mechanical strain were investigated in device configuration.  2ZGNR-[4]helicene-2ZGNR junctions

fused in three different positions show a major difference in TS. The I-V curves show difference in orders of magnitude

for them and when investigating their current-to-strain relationship we found that 4HAB structure exhibits a drop in

conductance when relaxed or lightly stretched and a rise of conductance when compressed or more stretched.  We

assume that the V-shape curve we got is consistent with predictions for similar structures made by [115, 116]. The

comparison of 4HAB, 4HBC and 4HCD structures reveals that 4HBC and 4HCD do not share this property but their

conductance is exponentially rising until mechanically break. We also found DDOS and TS of [4]helicene fused with

3ZGNRs and 4ZGNRs. These structures are similar to V-shape notched GNRs and according to our results exhibit only

negligible impact on conductance when strained in this configuration. Finally,  we found that  [10]helicene has five

orders of magnitude lower conductance than [4]helicene in similar device configuration. We found that when fused in

the described terms, the same results as for 4HAB structure would be valid for  nHAB, where n = 5, 6, 7, 8, and the

results for  10HAB would be valid fo  nHAB, where  n = 11, 12, 13, 14. Based on our findings we assume that  a

combination of graphene and helicene may lead to many applications. It  may allow the utilization of helicenes as

connectors of nanographenes and as active sensor/actuator parts at the same time. We believe that helicenes could also

be used to control connection of graphene monolayers and facilitate the magic-angle setting used  in supraconductive

experiments.
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6 Conclusions

This  work  proposes  some  of  the  simulation  results  we  obtained  during  our  research  on  carbon-based

nanostructures. It also contains all the necessary knowledge needed to understand basics of the state-of-the-art approach

to nanostructures simulations. Using the recent literature, we described the basics of quantum-mechanical geometry

optimization process as well as the quantum theory of current. 

Our results of the graphene nanoribbons simulations (Chapter 5.1) show that they have strong spin filtering ability and

that for the generation of spin-polarized currents, the formation of spin-ordered edge-localized states along the zigzag

edges is the key mechanism. Since GNRs have long spin-correlation lengths and good ballistic transport characteristics

they can be considered a promising active material for spintronic devices, without any need of ferromagnetic electrodes

or other magnetic entities. The spin filtering structure could be prepared by the nanolithography of GNR. V-shaped

notches could be realized by means of local anodic oxidation, e.g. using the scanning probe microscopy. All mentioned

GNR structures may be as well prepared chemically from precursors. The structures proposed in the unpublished study

may serve as a knowledge basis for compilation of nanographenes into active elements in quantum computers.

From our calculations (Chapter 5.1.2) we concluded that the bandstructure and the electron density of 4ZGNRs are

strongly affected by the Stone-Wales defect introduced into it, however the thermodynamic stability of the structure

does not severely changes. The bandstructure of resulting structure exhibits narrow bandgap for certain k-vectors. The

homogenious  distribution  of  electron  gas  changes  to  the  lateral  distribution,  resulting  in  two  parallel  topological

quantum wires. The lateral distribution of the electron density may be usefull for improvement in the spin filtering

ability of GNRs, e.g. in the case if there are V-shaped lateral constriction (notches) introduced to the ribbon. As the SW

defects  may  be  created  and  removed  by  thermal  load  on  the  nanoribbon,  we  also  believe,  that  a  current-driven

thermoelectrical graphene switch device could be realized by introducig SW defects to a ZGNR at one bias voltage and

treating them at another (higher) bias voltage. The SW defects would then act as robust molecular-level information

storage elements.

As the methods of growing epitaxially graphene by high temperature sublimation of silicon from SiC substrates were

developed,  we  decided  to  theoretically  study  it  (Chapter  5.1.3).  The  resulting  structures  were  compared  with

experimental data. The transmission property was selected to evaluate the accuracy. Our calculations show that the I/V

curve coefficient of step-shaped structure is approx. 0.075 S, which is almost twice less than for the flat structure.

Experimental value from the literature is 26 kΩ for the graphene sample of length 1.6 μm and width 39 nm. If we take

into account that our step structure model is 1000 times shorter and 20 times narrower, our value of resistance (13Ω) has

the same order but is still a bit smaller than the experimental one. The reason is that the collision of electrons with

phonons are not taken into account as well as the temperature of environment and other unideal conditions which we

can meet  in  the real  case.  The data we obtained may be used for  future investigation of graphene grown on SiC

substrates.

Motivated  by  research  of  the  next  generation  of  monolayer  graphene  derivatives,  we  conducted  a  brief  study  of

annulene-graphene  structures  (Chapter  5.4).  Our  results  show  that  these  are  thermodynamically  stable  and  can

probably form larger ribbons and layers. We concluded that these structures should share some of the mechanical and
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electronic properties of graphene which implies future use as molecular sieves usable e.g. in sanitation of industrial

emissions,  in  precise  molecular  lab-on-chip  systems,  for  filtration of  heavy metals  from water  and  desalinization.

Annulene nets should also be compatible with graphene-based technology. They can be prepared by the means of ion

(electron) beam lithography or by growth from chemical precursors.

We  present  our  results  of  graphene-helicene-graphene  junction  simulations  subsequent  to  our  previous  helicene

simulations in the Chapter 5.5. At first, the possible polyhex configurations were systematically enumerated. During

our investigation, we found geometries of [n]helicenes for n ϵ <4, 100> optimized by two recent ReaxFF optimization

algorithms  (CHOCsKNaClIFLi_2019  and  CHONSMgPNaCuCl_2018_08).  Our  results  show  that  ends  of  longer

helicenes have higher interpitch distance than center and in very long helicenes the center is compact. The twist angle in

helicenes  leads  to  non-linear  turn  stacking and  we dispute  linear  structures  published  in  literature. The electronic

transport  properties  of  several  structures  under  voltage  bias  and  mechanical  strain  were  investigated.  2ZGNR-

[4]helicene-2ZGNR junctions fused in three different positions show a major difference in TS. The I-V curves show

difference in orders of magnitude for them and when investigating their current-to-strain relationship we found that

4HAB structure exhibits a drop in conductance when relaxed or  lightly stretched and a rise of conductance when

compressed  or  more  stretched.  We  found  that  the  V-shape  current-to-interpitch  curve  we  got  is  consistent  with

predictions for similar structures found in available literature. The comparison of several diferent graphene-helicene

fusions  reveals  that  they  do not  share  this  property.  We also  calculated  DDOS and TS of  [4]helicene fused  with

3ZGNRs and 4ZGNRs and found an identity to V-shape notched GNRs. Finally, we found that  [10]helicene has five

orders of magnitude lower conductance than [4]helicene when investigated in a similar device configuration. We found

that  when fused  in  the  described  manner,  the  same results  as  for  the  structure  with  [4]helicene will  be valid  for

[n]helicenes where n = 4, 5, 6, 7, 8, and the results for [10]helicene will be valid for [n]helicenes where n = 10, 11, 12,

13, 14. This increases importance of our results. Based on our findings we assume that a combination of graphene and

helicene may lead to many interesting applications. Due to the compatibility with graphene technology, it may allow for

utilization of helicenes as connectors of nanographenes and as active sensor/actuator parts at the same time. A highly

precise motion or dilation sensor could be constructed by this approach. We believe that helicenes could also be used to

control fusion and position of graphene monolayers and facilitate the magic-angle setting used in multi-layer graphene

supraconductive experiments.
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