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Abstrakt / Abstract

Konverzační agenti pracují v různých
prostředích. V open world prostředí
hraje důležitou roli jak rozpoznávání
předdefinovaných in-domain intentů,
tak detekce neznámých out-of-domain
anomálií. V této práci zkoumáme různé
metody určené pro detekci anomá-
lií a představujeme novou metodu,
která je nezávislá na out-of-domain
datech. Metody jsou následně porov-
nány s ohledem na in-domain přesnost,
out-of-domain recall, false rejection rate
a časové a paměťové požadavky. Ohod-
nocení metod na několika datasetech
ukazuje, že námi představená metoda
výrazně překonává již zavedené metody.

Klíčová slova: klasifikace intentů, de-
tekce out-of-domain, detekce anomálií,
chatbot, zpracování přirozeného jazyka

Překlad titulu: Vliv architektury kla-
sifikačního modelu na detekci anomálií
v textu

Conversational agents operate in var-
ious environments. In the open world
environment, both recognition of prede-
fined in-domain intents and detection of
unknown out-of-domain anomalies play
a crucial role. In this thesis, we review
several methods for anomaly detection
and propose a novel method that is in-
dependent of out-of-domain data. The
methods are then compared in respect
to in-domain accuracy, out-of-domain
recall, false rejection rate and time and
memory requirements. Evaluations on a
variety of datasets show that Our Pro-
posed Method significantly outperforms
the current state-of-the-art.

Keywords: intent recognition, out-of-
domain detection, anomaly detection,
chatbot, natural language processing
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Chapter 1
Introduction

Intent classification is crucial to conversational AI, a branch of Natural Language Pro-
cessing (NLP), as it allows the chatbot to recognize what the user intends to do. Chat-
bots, i.e. systems like Amazon’s Alexa or Apple’s Siri, heavily rely on conversational-
centric (CC) style [1]. Even though the CC style is expensive to design, its better
dialogue management and improved coherence outweigh the disadvantages [2–3].

The system depends on recognition of predefined in-domain (ID) intents. Examples
of sentences that belong to an ID class are provided by a dialogue designer. These
examples are then used in a classification model that is trained to classify sentence user
input into one of the intents. Therefore, thanks to intent recognition, the chatbot is
able to guide the user through a predefined conversation flow.

However, based on the open world assumption [4], we need to prepare the system for
situations when the user input does not belong to any known in-domain class. These
inputs are called out-of-domain (OOD, anomalies). Unfortunately, while classifiers
generally perform very well on in-domain classification, they tend to struggle on OOD
detection.

A chatbot that fails to recognize an out-of-domain query will give an unrelated an-
swer, instead of using a fallback response. An example of this can be seen in Figure 1.1.

Figure 1.1. Example of interaction between user (right side) and chatbot (left side). (1)
– the user asks a question that belongs to an ID intent. (2) – the chatbot fails to detect

OOD. (3) – the chatbot succeeds in the task, giving a fallback response [5].

In this thesis, we will focus on the methods employed to classify correctly both in-
domain and out-of-domain intents, aiming to improve the usability of conversational
agents.

1



Chapter 2
Datasets

A chatbot has to handle many different forms of user input, as not everyone speaks
in the same manner. For instance, User A may talk to the chatbot in long, formal
sentences, while User B might speak more concisely. Different chatbot purposes should
also be taken into consideration – a conversational chatbot like Alquist [3] will need
different sentence examples than a Q&A chatbot.

Therefore, to reflect all the varieties of user input, we evaluate the employed models
on 3 different datasets – CLINC150, ROSTD and a dataset provided by our supervisor.

2.1 CLINC150
CLINC150 [5] contains 23,700 labeled sentences, out of which 22,500 are in-domain,
covering 150 intents, and 1,200 are out-of-domain. The exact number of sentences per
in-domain intent of either the training, validation or test split can be seen in Table 2.1.
The out-of-domain splits are also shown.

Training Validation Test
ID OOD ID OOD ID OOD
100 100 20 100 30 1,000

Table 2.1. Training/validation/test splits of each in-domain intent and of out-of-domain.

This dataset contains rather long sentences, spanning a range of intents that go from
translation to groceries.

2.2 ROSTD
ROSTD [6] is a companion to the in-domain dataset by [7], ROSTD extends the afore-
mentioned ID dataset with more than 4,000 OOD sentences.

The in-domain dataset features 12 intents with more than 43,000 examples. However,
many of these intents resemble each other, as they cover only 3 domains – Alarm,
Reminder and Weather. The number of sentences of the training, validation and test
splits of each domain, as well as out-of-domain, is described in Table 2.2.

Domain Training Validation Test Number of intents
Alarm 9,282 1,309 2,621 6
Reminder 6,900 943 1,960 3
Weather 14,339 1,929 4,040 3
OOD 750 750 3,090 1

Table 2.2. Training/validation/test splits and number of intents of every domain.

ROSTD’s example sentences fit a Q&A chatbot that is able to execute IoT commands.

2



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.3 Supervisor Dataset

2.3 Supervisor Dataset
The unnamed dataset provided by our supervisor is as yet unpublished. Due to its
chatbot-focused design, it is not comparable with the two previously described datasets.

It features 81 dialogues on 13 different topics. Each dialogue has several decision
points which limit the current selection of local intents. A dialogue also contains global
intents, i.e. intents accessible from every decision point. Out-of-domain examples are
the same for all dialogues.

An overview of the dataset is available in Table 2.3.

Item Number
Topics 13
Dialogues 81
Avg. decision points per dialogue 3.5
Avg. local intents per decision point 2.8
Avg. global intents per dialogue 17.9

Table 2.3. Supervisor Dataset overview.

3



Chapter 3
Neural Networks

A neural network (NN) is a model used to classify and cluster data. It is composed
of units that are inspired by the biological neurons in our brain. These units are
organized in fully connected layers – every unit in a layer is connected to all the units
in both the previous and next layers. Such connections mimick the function of synapses
between biological neurons (Figure 3.1), allowing to transmit the output of a unit, a
real number, to the next layer’s units. This type of NN with no backward connection
is called a feedforward neural network.

Figure 3.1. Connection between biological neurons [8].

According to the Universal Approximation Theorem [9], neural networks can be used
to approximate any continuous function on a unit hypercube.

Every neural network has an input and output layer, with zero or more hidden layers
in between, as visualized in Figure 3.2.

Figure 3.2. A neural network with 3 hidden layers [10].

4



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The units in the hidden and output layers have associated weights, a bias and an

activation function. Activation functions are also called non-linearities due to their
non-linear properties that allow NNs to cope with more complex problems, where a
linear function would not suffice. Common activation functions include:

. Sigmoid
𝑓(𝑥) = 1

1 + 𝑒−𝑥

. Tanh
𝑓(𝑥) = 𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥

. Softmax
𝑓(𝘅)𝑖 = 𝑒𝑥𝑖

∑𝐾
𝑗=1 𝑒𝑥𝑗

for 𝑖 = 1, 2, . . . , 𝐾

. ReLu
𝑓(𝑥) = max(0, 𝑥)

The output 𝑥 ∈ ℝ of a unit is defined as:

𝑥 = 𝜎(𝘄𝑇𝘇 + 𝑏)

where 𝘄 ∈ ℝ𝑁 are the weights associated with the unit, 𝘇 ∈ ℝ𝑁 are the outputs of
the previous layer, 𝑏 ∈ ℝ is the bias and 𝜎 is the activation function.

The output 𝘅 ∈ ℝ𝑀 of a layer with 𝑀 units can be thus generalized to:

𝘅 = 𝜎(𝗪𝘇 + 𝗯)

where 𝗪 ∈ ℝ𝑀×𝑁 is the weights matrix, 𝘇 ∈ ℝ𝑁 are the outputs of the previous
layer, 𝗯 ∈ ℝ𝑀 is the bias vector and 𝜎 is the activation function.

We can observe that a neural network with 𝐿 layers (excluding the input layer) is a
composition of multiple functions:

𝘅 = 𝜎𝐿(𝗪𝐿(· · · (𝜎1(𝗪1𝘇 + 𝗯1))) + 𝗯𝐿)

where 𝘅 ∈ ℝ𝑀 is the output and 𝘇 ∈ ℝ𝑁 is the input of the neural network.
The weights and bias of a unit are parameters that are learned by the network during

the training phase. In fact, training can be formulated as an optimization problem
where a loss function is minimized by updating the NN’s weights and biases.

Loss functions are often minimized using gradient-based methods. Gradient descent
finds a local minimum of the differentiable function 𝑓 by taking steps, of size learning
rate 𝜇, in the opposite direction of the gradient:

𝘅𝑘+1 = 𝘅𝑘 − 𝜇∇𝑓(𝘅𝑘)

5



Chapter 4
Loss Functions

In this chapter, we will discuss the loss functions that were minimized by the neural
networks we employed.

4.1 Softmax Loss
The term Softmax Loss is often used for the combination of the Softmax activation
function and the Cross-Entropy Loss.

Softmax is a function that takes the output 𝘅 ∈ ℝ𝐾 of the last layer of a classification
neural network with 𝐾 classes, i.e. numbers called logits, and transforms them into a
probability distribution that sums to 1. This is achieved by applying the exponential
function to the output of a class 𝑥𝑖 ∈ ℝ and then dividing the result by the sum of all
the exponentials:

𝑓(𝘅)𝑖 = 𝑒𝑥𝑖

∑𝐾
𝑗=1 𝑒𝑥𝑗

Then, this probability distribution is used by Cross-Entropy Loss to measure the
performance of the classification model:

𝐶𝐸𝐿 = 1
𝑁

𝑁
∑
𝑖=1

− log 𝑓(𝘅)𝑡𝑖

where 𝑁 is the number of training examples and 𝑡𝑖 is the ground truth class of an
example.

4.2 Large Margin Cosine Loss
Large Margin Cosine Loss was first used as part of the CosFace model in [11].

LMCL builds upon the Softmax Loss and aims to minimize intraclass variance and
maximize interclass variance by normalizing both features and weights vectors.

Let us rethink the class output 𝑥𝑖 of a model’s last layer in a cosine perspective:

𝑥𝑖 = 𝘄𝑖
𝑇𝘇 = ‖𝘄𝑖‖‖𝘇‖ cos 𝜃𝑖

where 𝘄𝑖 is the weights vector of a certain class, 𝘇 is the layer’s input vector and 𝜃𝑖
is the angle between these two vectors.

We can observe that both the norm and the angle between vectors contribute to the
class output 𝑥𝑖.

In order to avoid disruptive effects on feature learning, we normalize the weights
vector 𝘄𝑖. Then, variations in radial direction are removed by fixing ‖𝘇‖ to the hy-
perparameter 𝑠. Thanks to this limitation, the learned features are separable in the

6
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angular space. Finally, the hyperparameter 𝑚 ≥ 0 is used to reinforce a more stringent
cosine margin.

The resulting loss is defined as:

𝐿𝑀𝐶𝐿 = 1
𝑁

𝑁
∑
𝑖=1

− log 𝑒𝑠(𝑥𝑡𝑖−𝑚)

𝑒𝑠(𝑥𝑡𝑖−𝑚) + ∑𝐾
𝑗≠𝑡𝑖

𝑒𝑠𝑥𝑗

subject to

𝘄 = 𝘄
‖𝘄‖

𝘇 = 𝘇
‖𝘇‖

𝑥𝑡𝑖
= 𝘄𝑇

𝑡𝑖
𝘇

where 𝑁 is the number of examples, 𝐾 is the number of classes, 𝑠 and 𝑚 are hyper-
parameters, 𝑡𝑖 is the ground truth class of an example, 𝘄𝑡𝑖

is the weights vector of the
class, 𝘇 is the input vector and 𝑥𝑡𝑖

is the output of the class.
A comparison of LMCL with Softmax Loss using multiple values of 𝑚 is shown in

Figure 4.1.

Figure 4.1. Comparison of LMCL with Softmax Loss in Euclidean space [11].

4.3 Triplet Loss
Triplet Loss [12] works with the normalized feature vector 𝘅 ∈ ℝ𝐷, where 𝐷 is the
vector dimension.

It ensures that a vector 𝘅𝑎, the anchor, is closer to another vector of the same class
𝘅𝑝, the positive, than to the vector of a different class 𝘅𝑛, the negative. These three
vectors combined form a triplet.

The loss for a single triplet is defined as:

𝑇 𝐿 = max(‖𝘅𝑎 − 𝘅𝑝‖ − ‖𝘅𝑎 − 𝘅𝑛‖ + 𝛼, 0)

subject to

𝘅 = 𝘅
‖𝘅‖

where 𝛼 is a hyperparameter that defines the margin between positive and negative
pairs.

7



4. Loss Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure 4.2. Triplet Loss learning [12].

Triplet Loss learning is visualized in Figure 4.2.
Proper triplet selection is critical for both effective learning and fast convergence.

While there are several strategies, we use the semi-hard triplet strategy, as it gave the
best results in the original paper. Semi-hard triplets are vectors where the resulting
loss is still positive, albeit the negative is not closer to the anchor than the positive:

‖𝘅𝑎 − 𝘅𝑝‖ < ‖𝘅𝑎 − 𝘅𝑛‖ < ‖𝘅𝑎 − 𝘅𝑝‖ + 𝛼

8



Chapter 5
Embeddings

In NLP, sentence embeddings are used to represent sentence features in a high-
dimensional vector format. Moreover, the embedding vector space is designed such
that semantically similar words have embeddings that are closer to each other.

We have used 3 different types of embeddings – Universal Sentence Encoder with
Deep Average Network (USE-DAN), Universal Sentence Encoder with Transformer Ar-
chitecture (USE-TRAN) and Sentence-BERT (SBERT).

5.1 Universal Sentence Encoder
According to [13], Universal Sentence Encoder embeddings are trained on both super-
vised and unsupervised data. Supervised learning is performed with data from the
Stanford Natural Language Inference (SNLI) corpus [14], whereas unsupervised data is
collected from several web sources such as Wikipedia, discussion forums, etc.

5.1.1 USE-DAN
This encoding model creates sentence embeddings by means of a deep averaging net-
work (DAN) that averages word and bi-gram embeddings and passes them through a
feedforward deep neural network.

USE-DAN’s time complexity is linear in the sentence length, hence its inference is
efficient. Conversely, a drawback of having an efficient model is its slightly reduced
accuracy.

5.1.2 USE-TRAN
As stated by [13], USE-TRAN creates sentence embeddings using the encoding sub-
graph of the transformer architecture [15]. Relying on this solution enables the encoding
model to compute context aware word embeddings that are later converted to sentence
embeddings. Such conversion is applied by calculating the element-wise sum of the
word embeddings at each word position.

In comparison with USE-DAN, USE-TRAN’s complex nature allows the model to
achieve higher accuracy at the cost of a penalized compute time and memory usage.
Both these variables scale dramatically with sentence length.

5.2 Sentence-BERT
Sentence-BERT [16] is a modification to BERT [17], a pre-trained transformer network.
Although BERT’s contextualized embeddings set new state-of-the-art results to several
NLP tasks, its large computational requirements make BERT unsuitable for tasks like
semantic similarity comparison and clustering. Besides this, BERT does not directly
compute stand-alone sentence embeddings, although this limitation can be avoided by
averaging its outputs, for instance.

9



5. Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Firstly, BERT is fine-tuned on siamese and triplet networks [12] in order to ensure

that the resulting embeddings are semantically meaningful and comparable with cosine
similarity. Then, Sentence-BERT adds a pooling operation to the output of BERT in
order to extract a sentence embedding.

The exact training dataset and model structure depend on the task the model was
trained for. We use the stsb-roberta-base model which was optimized for Semantic
Textual Similarity. This model computes the mean of all output vectors as its pooling
strategy and then applies the softmax function to the difference between two sentence
embeddings. Finally, cross-entropy loss is optimized. This structure is visualized in
Figure 5.1.

Figure 5.1. Sentence-BERT siamese model structure [16].

5.3 Metric Learning
As shown in [18], the main goal of metric learning is to learn a function 𝑓 for which
vectors 𝑥1, 𝑥2, . . . , 𝑥𝑛 ∈ 𝑌𝐴 and vectors 𝑧1, 𝑧2, . . . , 𝑧𝑚 ∈ 𝑌𝐵 are transformed such that
𝑑(𝑥1, 𝑥2) < 𝑑(𝑥1, 𝑧1), where 𝑑(𝑥, 𝑦) is a distance function.

In other words, metric learning is used to minimize intraclass variance and maximize
interclass variance of the embeddings by training a neural network that approximates
the function 𝑓.

Such modified embeddings should better reflect the prior knowledge we have about
the known in-domain intents.

10



Chapter 6
Methods

In this chapter, we will introduce the several methods that we employed – Cosine Simi-
larity, Baseline Neural Network (BaselineNN), DeepUnk, Adaptive Decision Boundary
(ADB) and a novel method that we propose.

Two of these methods work with out-of-domain training data – Cosine Similarity and
Baseline Neural Network. However, OOD data collection is a very challenging task, as it
is impossible to reflect all the possible out-of-domain sentences that the user might say.
Also, one change in the defined in-domain intents, e.g. adding a new intent, may entail
many changes in the OOD training set. Therefore, we also experiment with methods
that do not need OOD training data – DeepUnk, ADB and the novel proposed method.

6.1 Cosine Similarity
Cosine Similarity is a simple and straightforward method to measure semantic similarity
between two embeddings.

Given two embeddings 𝘅, 𝘆 ∈ ℝ𝐷, where 𝐷 is the embedding dimension, Cosine
Similarity can be computed as:

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = cos 𝜃 = 𝘅𝘆
‖𝘅‖‖𝘆‖

The formula above yields similarities ranging from −1 to 1, where 1 means complete
similarity and −1 complete dissimilitude.

6.2 Baseline Neural Network
BaselineNN is a simple neural network with no hidden layers. Softmax Loss is min-
imized. As mentioned before, out-of-domain examples are treated as an additional
in-domain intent during training.

6.3 DeepUnk
This method was presented by [19] and adapted to our needs.

First, CosFace, a model with one hidden layer and with the Large Margin Cosine
Loss, is built. Thanks to the use of LMCL, CosFace has not only learned to classify
the in-domain classes, but has also strengthened, in terms of minimizing intraclass and
maximizing interclass variance, the discriminative features of the embeddings.

The improved embeddings are thus extracted from the hidden layer and fed into
Local Outlier Factor (LOF) [20], an algorithm that is able to detect OOD.

Finally, CosFace and LOF are combined in the prediction process. CosFace first
classifies test examples into in-domain intents. Then, the embeddings learned with
LMCL are extracted and LOF detects the out-of-domain examples.
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6.3.1 Local Outlier Factor

As mentioned before, LOF is an algorithm capable of detecting anomalies (outliers), in
our case out-of-domain sentences. This is achieved by identifying examples that have
a significantly lower local density than their neighbors.

To measure the local outlier factor of an object A, i.e. the degree to which A is an
outlier, we have to first introduce the reachability distance of the object A with regard
to object B:

𝑟𝑒𝑎𝑐ℎ‐ 𝑑𝑖𝑠𝑡𝑘(𝐴, 𝐵) = max(𝑘‐ 𝑑𝑖𝑠𝑡(𝐵), 𝑑(𝐴, 𝐵))

where 𝑘‐ 𝑑𝑖𝑠𝑡(𝐵) is the distance between object B and its k-th nearest neighbor,
and 𝑑(𝐴, 𝐵) is the distance between objects A and B. Reachability distance is used to
introduce a smoothing effect in case objects A and B are considered too close to each
other.

Then, we calculate local reachability density of object A, 𝑙𝑟𝑑𝑘(𝐴), as the inverse of
the average reachability distance:

𝑙𝑟𝑑𝑘(𝐴) = |𝑁𝑘(𝐴)|
∑𝐵∈𝑁𝑘(𝐴) 𝑟𝑒𝑎𝑐ℎ‐ 𝑑𝑖𝑠𝑡𝑘(𝐴, 𝐵)

where 𝑁𝑘(𝐴) is the set of k-nearest neighbors. A low local reachability density is a
sign that the object A is in a sparse area, hence more distant from other objects.

Local Outlier Factor is computed as:

𝐿𝑂𝐹𝑘(𝐴) =
∑𝐵∈𝑁𝑘(𝐴)

𝑙𝑟𝑑(𝐵)
𝑙𝑟𝑑(𝐴)

|𝑁𝑘(𝐴)|
A value of LOF significantly larger than 1 indicates that the measured object is an

outlier.

6.4 Adaptive Decision Boundary
ADB [21] is a two-step algorithm based on metric learning and creation of decision
boundaries specific to each class using a neural network.

First, Softmax Loss metric learning is used to adapt embeddings to the in-domain
intents.

Then, we create spherical boundaries around the centroid of each class. A spherical
boundary aims to contain all examples of an in-domain class. On the other hand,
if an example does not belong to the decision boundary of the closest centroid, it is
considered as out-of-domain.

The centroid 𝗰𝑘 ∈ ℝ𝐷, where 𝐷 is the embedding dimension, of class 𝑘 is defined as:

𝗰𝑘 =
∑𝘅∈𝗫𝑘

𝘅
|𝗫𝑘|

where 𝗫𝑘 contains all the training embeddings of class 𝑘.
Formally, an example 𝘅 belongs to class 𝑘 if the following constraint is satisfied:

‖𝘅 − 𝗰𝑘‖ ≤ 𝑟𝑘

where ‖𝘅 − 𝗰𝑘‖ denotes the Euclidean distance between 𝘅 and 𝗰𝑘, and 𝑟𝑘 is the class’s
radius.
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Based on the suggestion of [22], the Softplus activation function is used to map
between 𝑟𝑘 and the actual radius learned by the model ̂𝑟𝑘:

𝑟𝑘 = log(1 + 𝑒 ̂𝑟𝑘)

Although a spherical boundary aims to contain all the in-domain examples of a
certain class, this is not often feasible. Therefore, the proposed Boundary Loss is
minimized. Boundary Loss balances the radius of each boundary so that it contains
as many in-domain examples as possible, without sacrificing out-of-domain detection
performance:

𝐵𝐿 = 1
𝑁

𝑁
∑
𝑖=1

[𝛿𝑖(‖𝘅𝑖 − 𝗰𝑡𝑖
‖ − 𝑟𝑡𝑖

) + (1 − 𝛿𝑖)(𝑟𝑡𝑖
− ‖𝘅𝑖 − 𝗰𝑡𝑖

‖)]

where 𝑁 is the number of examples, 𝘅𝑖 is the embedding of the 𝑖𝑡ℎ example, 𝗰𝑡𝑖
is

the centroid of the example’s ground truth class and 𝛿𝑖 is defined as:

𝛿𝑖 = {
1 if ‖𝘅𝑖 − 𝗰𝑡𝑖

‖ > 𝑟𝑡𝑖
,

0 if ‖𝘅𝑖 − 𝗰𝑡𝑖
‖ ≤ 𝑟𝑡𝑖

As described earlier, examples whose embeddings do not belong to the spherical
boundary of the closest centroid are considered OOD, while the others are classified as
the centroid’s class 𝑘:

𝑦 = { 𝑘 if ‖𝘅 − 𝗰𝑘‖ ≤ 𝑟𝑘,
out-of-domain otherwise.

subject to:

𝑘 = arg min
𝑘∈𝐾

‖𝘅 − 𝗰𝑘‖

where 𝑦 is the resulting label and 𝐾 is the set of all in-domain intents.

6.5 Proposed Method
Our Proposed Method is inspired by ADB (6.4) – it is also a two-step algorithm based
on metric learning and creation of decision boundaries specific to each class. However,
we experiment with LMCL and Triplet Loss metric learning and we find the best radius,
in terms of compromise between the distances from the radius to either the ID or OOD
examples, using an iterative method with a stopping criterion.

After either LMCL or Triplet Loss metric learning, we work in the One-vs-Rest
setting [23] – we treat examples from one in-domain intent as positive, while other
intents with their respective examples are considered out-of-domain. This is another
difference from ADB, where the examples are regarded as OOD dynamically, based on
the current radius during training.

Thus, for every in-domain class 𝑘, we iteratively increase the possible value of radius
𝑟𝑘, evaluate our criterion and stop iterating when it returns a negative value.

The stopping criterion is defined as:

𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 =
∑𝘅∈𝑂𝑂𝐷(‖𝘅 − 𝗰𝑘‖ − 𝑟𝑘)

𝑁𝑂𝑂𝐷
−

∑𝘅∈𝐼𝐷(𝑟𝑘 − ‖𝘅 − 𝗰𝑘‖)
𝑁𝐼𝐷

𝑁𝑂𝑂𝐷
𝑁𝐼𝐷

1
𝛼

13



6. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure 6.1. Stopping criterion of Our Proposed Method. 𝐼𝐷 is an in-domain example,
𝑂𝑂𝐷 is an out-of-domain example, 𝑐 is the centroid, 𝑑 denotes the distance between two

objects and 𝑟 is the radius.

where 𝑁𝑂𝑂𝐷 (respectively 𝑁𝐼𝐷) is the number of out-of-domain (resp. in-domain)
examples, 𝘅 is the embedding of an example, 𝑘 is the current class, 𝗰𝑘 is the centroid
of class 𝑘 as described in ADB, 𝑟𝑘 is the current radius for class 𝑘 and 𝛼 is a hyperpa-
rameter. The stopping criterion is shown in Figure 6.1.

We can observe that the criterion returns a negative value when the in-domain ex-
amples outweigh the out-of-domain. Additionally, we multiply the weight of in-domain
examples by 𝑁𝑂𝑂𝐷

𝑁𝐼𝐷
in order to counter the imbalance between the number of OOD and

ID examples, and by the hyperparameter 𝛼 which normalizes the importance of OOD
detection in opposite to ID classification. We have empirically observed that lower
values of 𝛼 are better for lower numbers of in-domain classes.

Finally, classification is performed as in ADB – if constrained by its decision bound-
ary, the example is classified as the closest centroid’s class 𝑘, otherwise it is considered
out-of-domain:

𝑦 = { 𝑘 if ‖𝘅 − 𝗰𝑘‖ ≤ 𝑟𝑘,
out-of-domain otherwise.

subject to:

𝑘 = arg min
𝑘∈𝐾

‖𝘅 − 𝗰𝑘‖

where 𝑦 is the resulting label and 𝐾 is the set of all in-domain intents.
A visualization of our method on toy data is available in Figure 6.2.

Figure 6.2. Effect of metric learning and Our Proposed Method on toy data.
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Chapter 7
Experiments

This chapter includes the evaluations that were performed on the various datasets. We
also describe the used metrics and provide further details abour our experimental setup.

7.1 Metrics
We evaluate the results of the employed methods on several performance criteria –
accuracy over the predefined in-domain intents, recall on out-of-domain queries and
false rejection rate (FRR).

We also take into account the models’ time requirements for training and inference, as
well as their memory consumption. Both are very important, since large requirements
of either time or RAM would compromise the usability of the models in real-world
applications, where these parameters are essential.

7.1.1 Precision and Recall
For in-domain intents, we are interested in accuracy – the fraction of correct predictions
among all predictions that have an ID ground truth label. On the other hand, recall
– the fraction of relevant predictions – gives more weight to out-of-domain intents.
Measuring recall provides a needed additional insight on OOD intents, because if the
model misclassified an OOD user input, the system would give an unrelated response.

7.1.2 FRR
FRR is the ratio of falsely rejected in-domain sentences to all ID sentences. By mini-
mizing FRR, the error of considering ID sentences as OOD is reduced.

FRR minimization is critical to conversational AI. Since chatbots use the
conversational-centric style of dialogues, frequent in-domain misclassifications would
prevent the system from guiding the user through the predefined conversation flow.

7.1.3 Formulae
Recall and FRR can be expressed by the following formulae:

𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇 𝑃
𝑇 𝑃 + 𝐹𝑁

𝐹𝑅𝑅 = 𝐹𝑃
𝐹𝑃 + 𝑇 𝑁

where

. 𝑇 𝑃 – predicted as out-of-domain and true label is out-of-domain. 𝑇 𝑁 – predicted as in-domain and true label is in-domain. 𝐹𝑃 – predicted as out-of-domain and true label is in-domain. 𝐹𝑁 – predicted as in-domain and true label is out-of-domain
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7.2 Experimental Setup
The neural networks were implemented in TensorFlow 2 [24]. The classification models
were trained for 40 epochs and optimized using Adam [25], with its default learning
rate 1e-3. The NNs used for metric learning were trained for 20 epochs and Adam’s
learning rate was set to 1e-4.

LMCL’s two hyperparameters were set as suggested in the original paper: 𝑚 = 0.35
and 𝑠 = 64.

The default margin hyperparameter used in Triplet Loss’s TensorFlow implementa-
tion was left unchanged: 𝛼 = 1.

Local Outlier Factor was again used with its default scikit-learn [26] implementation.
In our proposed method, we used 3 different hyperparameter values, depending on

the dataset:

. CLINC150: 𝛼 = 1.45. ROSTD: 𝛼 = 0.2. Supervisor Dataset: 𝛼 = 1.0

Both training and inference times include creating sentence embeddings from the
respective training and test splits. Training time includes training the model. Inference
time includes prediction of all testing examples. Memory usage, calculated using the
Python library psutil1, includes the size of the model and of the training embeddings.

All the computations were executed on a dual-core Intel(R) Core(TM) i5-7267U
CPU @ 3.10GHz.

7.3 ADB Performance
When evaluating the performance of ADB on the CLINC150 dataset, we have found
significantly worse results (see Table 7.1) than claimed in the original paper.

Method Accuracy Recall FRR
ADB 38.4 / 38.7 / 37.0 99.5 / 99.8 / 99.4 60.8 / 60.9 / 62.2

Table 7.1. ADB results – USE-DAN / USE-TRAN / SBERT embeddings.

We suspect this might be caused by some differences in implementation, especially
in training, which were not mentioned in the paper.

However, we have found that we can boost ADB’s performance by replacing Softmax
Loss metric learning with LMCL or Triplet Loss, and by adding 3 hidden layers with the
ReLu activation function to the model. These layers perform further metric learning
based on the model’s Boundary Loss. The results (see Table 7.2) then improve.

Method Accuracy Recall FRR
ADBLMCL 92.9 / 95.4 / 89.9 75.4 / 75.2 / 75.8 3.9 / 2.1 / 5.9
ADBTriplet 91.2 / 95.0 / 89.1 77.2 / 74.3 / 73.8 4.6 / 2.1 / 5.8

Table 7.2. New ADB results – USE-DAN / USE-TRAN / SBERT embeddings.

Therefore, we will only use our new version of ADB in future evaluations.
1 https://github.com/giampaolo/psutil
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7.4 CLINC150
As we can observe in Table 7.3, the best results were achieved with USE-TRAN em-
beddings. As for accuracy, the best method was BaselineNN. On the other hand, even
though BaselineNN received out-of-domain training data, its recall is significantly lower
than the recall of ADB or Our Proposed Method.

Altogether, Our Proposed Method with LMCL metric learning achieves the best
results. It has a high accuracy, the best recall and FRR is reasonably low.

Method Accuracy Recall FRR
Cosine Similarity 87.7 / 92.1 / 83.3 12.8 / 14.6 / 6.1 0.0 / 0.0 / 0.1
BaselineNN 95.1 / 96.5 / 92.0 41.1 / 51.4 / 29.8 0.2 / 0.1 / 0.3
DeepUnk 90.3 / 92.7 / 85.9 39.6 / 38.4 / 54.3 4.5 / 4.3 / 8.5
ADBLMCL 92.9 / 95.4 / 89.9 75.4 / 75.2 / 75.8 3.9 / 2.1 / 5.9
ADBTriplet 91.2 / 95.0 / 89.1 77.2 / 74.3 / 73.8 4.6 / 2.1 / 5.8
OurLMCL 92.2 / 94.6 / 89.6 81.3 / 83.9 / 79.3 4.9 / 3.1 / 6.8
OurTriplet 92.5 / 94.8 / 89.6 72.5 / 78.6 / 69.7 2.6 / 2.1 / 4.8

Table 7.3. Results on CLINC150 – USE-DAN / USE-TRAN / SBERT embeddings.

As shown in Table 7.4, USE-DAN’s worse performance in comparison with USE-
TRAN is compensated by its speed and lower memory requirements. SBERT has,
considering its low accuracy and recall results, surprisingly high requirements. Com-
pared to other methods that rely on a neural network, Our Proposed Method’s training
is significantly faster.

Method Training (s) Inference (s) Memory (MB)
Cosine Similarity 0.9 / 65.4 / 473.1 2.2 / 23.9 / 160.6 979.7 / 1277.9 / 767.5
BaselineNN 23.6 / 94.9 / 503.2 1.5 / 21.9 / 146.3 917.1 / 1140.3 / 924.7
DeepUnk 70.2 / 141.8 / 614.4 16.5 / 40.4 / 178.4 738.1 / 440.8 / 948.3
ADBLMCL 64.1 / 134.0 / 643.7 10.6 / 30.1 / 224.4 664.4 / 1077.0 / 886.6
ADBTriplet 61.6 / 139.9 / 647.8 8.0 / 34.4 / 221.5 672.9 / 1081.2 / 894.0
OurLMCL 9.7 / 77.2 / 544.6 15.1 / 35.1 / 245.0 649.2 / 1056.8 / 850.5
OurTriplet 9.3 / 111.9 / 528.3 9.2 / 40.5 / 220.8 661.7 / 788.0 / 862.3

Table 7.4. Time and memory on CLINC150 – USE-DAN / USE-TRAN / SBERT embed-
dings.

In Table 7.5, we can see that LMCL metric learning is significantly faster than Triplet
Loss.

Type Metric learning (s)
LMCL 44.4 / 110.9 / 507.0
Triplet Loss 389.0 / 460.6 / 825.1

Table 7.5. Metric learning time on CLINC150 – USE-DAN / USE-TRAN / SBERT em-
beddings.
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7.5 ROSTD
ROSTD results (see Table 7.6) continue to demonstrate the strength of USE-TRAN over
USE-DAN. The metrics of all methods, excluding ADB with LMCL metric learning,
benefitted from using USE-TRAN. We are not able to explain the abnormal results of
ADB with LMCL metric learning.

As for accuracy, all methods gave excellent results. In comparison with CLINC150,
out-of-domain recall of all methods, except ADB, substantially improved. As shown
later in Section 7.7, ADB’s performance is penalized by ROSTD’s low number of classes.

Although BaselineNN has better overall results, we highlight Our Proposed Method
with LMCL metric learning, as it yields comparatively strong results in all metrics
without the need of OOD training data.

Method Accuracy Recall FRR
Cosine Similarity 97.9 / 98.1 / 96.9 62.6 / 69.4 / 58.7 0.0 / 0.0 / 0.1
BaselineNN 98.8 / 98.9 / 98.6 93.2 / 96.2 / 89.8 0.1 / 0.0 / 0.1
DeepUnk 90.9 / 89.2 / 83.9 80.7 / 81.1 / 78.3 8.4 / 10.2 / 15.4
ADBLMCL 98.6 / 98.8 / 98.3 30.7 / 22.7 / 17.8 0.5 / 0.4 / 0.6
ADBTriplet 96.1 / 97.1 / 97.2 39.5 / 52.2 / 27.5 2.1 / 1.2 / 1.1
OurLMCL 95.8 / 96.4 / 95.6 92.8 / 95.8 / 78.5 3.9 / 3.4 / 4.0
OurTriplet 92.8 / 94.1 / 91.9 93.8 / 98.0 / 84.6 6.8 / 5.5 / 7.6

Table 7.6. Results on ROSTD – USE-DAN / USE-TRAN / SBERT embeddings.

As we can observe in Table 7.7, the time requirements are consistent with the re-
sults on CLINC150. Conversely, USE-DAN is more memory demanding than USE-
TRAN. We believe this is caused by the fact that ROSTD contains shorter sentences
than CLINC150, penalizing USE-DAN’s constant memory usage and rewarding USE-
TRAN’s space complexity dependent on sentence length.

Method Training (s) Inference (s) Memory (MB)
Cosine Similarity 2.2 / 171.0 / 810.5 6.5 / 80.8 / 316.0 671.4 / 263.7 / 843.1
BaselineNN 34.8 / 253.9 / 966.8 3.1 / 88.1 / 315.1 694.5 / 230.6 / 861.3
DeepUnk 187.7 / 277.3 / 1220.6 53.1 / 114.5 / 404.9 886.9 / 859.9 / 1162.0
ADBLMCL 130.3 / 253.9 / 1230.2 4.3 / 51.7 / 410.4 765.1 / 597.6 / 976.5
ADBTriplet 133.9 / 248.5 / 1233.8 5.0 / 52.0 / 412.9 771.6 / 398.9 / 902.1
OurLMCL 5.6 / 112.7 / 1004.5 4.4 / 46.2 / 447.5 745.4 / 386.3 / 961.3
OurTriplet 5.6 / 116.5 / 1021.7 4.4 / 46.7 / 423.4 765.9 / 470.9 / 976.5

Table 7.7. Time and memory on ROSTD – USE-DAN / USE-TRAN / SBERT embeddings.

The results in Table 7.8 confirm the previous findings on LMCL’s efficiency.

Type Metric learning (s)
LMCL 78.8 / 206.5 / 925.2
Triplet Loss 756.0 / 831.3 / 1581.6

Table 7.8. Metric learning time on ROSTD – USE-DAN / USE-TRAN / SBERT embed-
dings.
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7.6 Supervisor Dataset
Considering the results on the two previous datasets, we have decided to not include
evaluations with SBERT embeddings or Triplet Loss metric learning.

On Supervisor Dataset, DeepUnk achieves the best accuracy at the expense of recall
results. Despite its simplicity, Cosine Similarity has surprisingly good results.

Overall, Our Proposed Method with LMCL metric learning achieves very high accu-
racy and the best recall. These outstanding results combined with the lack of need of
out-of-domain training data make of Our the best method.

Method Accuracy Recall FRR
Cosine Similarity 96.1 / 97.8 88.7 / 89.3 0.0 / 0.0
BaselineNN 93.2 / 95.6 93.1 / 94.7 0.2 / 0.3
DeepUnk 97.8 / 98.2 11.4 / 12.0 0.4 / 0.6
ADBLMCL 91.6 / 94.3 75.5 / 76.0 7.2 / 5.1
OurLMCL 94.8 / 96.2 97.8 / 98.1 4.3 / 3.3

Table 7.9. Results on Supervisor Dataset – USE-DAN / USE-TRAN embeddings.

As shown in Table 7.10 and Table 7.11, the time and memory requirements of the
employed methods are generally in agreement with previous measurements. We can
observe that due to their simplicity, the combination of Cosine Similarity with USE-
DAN embeddings is the most efficient method by a large margin, since it was not as
penalized as the other methods by the dialogue structure of Supervisor Dataset.

Method Training (s) Inference (s) Memory (MB)
Cosine Similarity 3.7 / 1849.9 36.9 / 627.5 590.5 / 1003.9
BaselineNN 2088.8 / 4396.5 146.5 / 707.2 1243.6 / 1190.4
DeepUnk 3456.5 / 4955.9 365.2 / 883.6 1505.6 / 1788.6
ADBLMCL 3539.4 / 6464.9 133.4 / 1072.8 2474.1 / 2555.9
OurLMCL 701.7 / 2947.3 142.0 / 911.4 764.6 / 1304.8

Table 7.10. Time and memory on Supervisor Dataset – USE-DAN / USE-TRAN embed-
dings.

Type Metric learning (s)
LMCL 2335.9 / 3720.4

Table 7.11. Metric learning time on Supervisor Dataset – USE-DAN / USE-TRAN em-
beddings.

7.7 Limited Sentences and Intents
In a real-world setting, conversational agents often use fewer intents with a limited
number of training sentences. Therefore, we compare the behaviour of Our Proposed
Method and ADB when there is a limited number of in-domain intents and training
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sentences. We have chosen these two methods because they both do not need out-of-
domain training data and because of their similar approach to the problem. USE-TRAN
embeddings with LMCL metric learning and the CLINC150 dataset are employed.

For each comparison, we select 10, 25 or 50 classes and limit the number of training
sentences to 4, 8, . . . , 100. The used classes and sentences are chosen randomly. The
results are then computed as the average over 5 runs.

As we can observe in Figure 7.1, Figure 7.2 and Figure 7.3, both methods achieve
very high accuracy rates. However, Our Proposed Method is more appropriate for a
setting with a low number of classes, as it needs less training sentences than ADB.

As for out-of-domain recall, the difference between the two methods is more signifi-
cant. Regardless of the number of intents, ADB is not able to achieve the same recall
as Our Proposed Method.

Figure 7.1. Comparison between Our Proposed Method and ADB on 10 intents.

Figure 7.2. Comparison between Our Proposed Method and ADB on 25 intents.
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Figure 7.3. Comparison between Our Proposed Method and ADB on 50 intents.
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Chapter 8
Conclusion

In this thesis, we have introduced the problem of out-of-domain anomaly detection and
reviewed the current methods employed for its solution. We have also explained the
core concepts behind neural networks and the role of loss functions in model training,
discussing the positive impact on embeddings brought by metric learning.

Subsequently, we have proposed a two-step algorithm based on the combination of
metric learning and creation of boundaries using a novel stopping criterion. Since out-
of-domain data are difficult to collect, one of the strong points of Our Proposed Method
is its lack of need of OOD training data.

Several experiments on a variety of datasets and embeddings were performed. These
evaluations have confirmed the strength of Our Proposed Method which has, with
feasible computational requirements, significantly outperformed the current state-of-
the-art.

We believe that the outcomes of this thesis will have positive implications for building
better conversational agents.
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