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Abstract 
 

Continuous monitoring of the fetal heart rate (FHR) signal has been widely used to allow               
obstetricians to obtain detailed physiological information about newborns. The objective of this            
thesis is to briefly study fetal heart characteristics and investigate machine learning and data              
mining techniques to gain vital information regarding the fetal health during labor and whether              
or not an intervention would be required. The thesis focuses on using machine learning              
techniques for FHR classification. A comprehensive set of 41 features is extracted from a large               
intrapartum CTG database, collected at Brno University Hospital (Czech Republic). The dataset            
contains 4462 subjects, from which 86 are positive cases with pH <= 7.05 and 4376 as negative                 
cases with pH > 7.05. First, we examine the importance of individual features and measure their                
area under the ROC curve (AUC). The most relevant feature is energy_tot which ranked at the                
top with an AUC score of 0.61, followed by energy_VLF and mad, both with an AUC score of                  
0.60. Due to the clear misproportion between the positive and negative classes, AUC metric was               
taken into consideration while assessing the model performance, while also carefully monitoring            
the sensitivity and specificity of the model. Three models are used to classify the data, logistic                
regression, SVM and kNN. Double-loop cross-validation is performed to provide unbiased           
performance estimation; the highest AUC was obtained using logistic regression with AUC of             
0.62. Further, we propose multiple hypotheses and discuss their contribution to the performance             
of the model (logistic regression) which include the use of feature extraction algorithm (PCA is               
used) to reduce the feature subspace, SMOTE analysis to oversample the minority class, as well               
as, measuring the performance after adding more features or more segments. 

 

 

Keywords 

Machine learning, Fetal heart rate, Correlation analysis, Statistical models, Evaluation metrics,           
Feature extraction, Over-sampling,  
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Machine learning 
 

I. Definition  
Machine learning is essentially a form of applied statistics with increased emphasis on the use of                
computers to statistically estimate complicated functions and a decreased emphasis on proving            
condence intervals around these functions. Most machine learning algorithms can be divided            
into two main categories: supervised learning and unsupervised learning techniques. In this            
thesis, we are only focusing on supervised learning. 
In supervised learning, the model is given the data with its labels and the model has to come up                   
with a learning function that best maps the input to its respective output, 
 

f (X)Y =   
 

The goal is to approximate the mapping function so when it is subjected to a new input vector       f            
X, it predicts its output label Y. This is achieved by feeding the model training labeled data and                  
then evaluating its approximation by testing it on a non labeled data. For instance, the problem                
we are discussing in this thesis falls under this category as we are given data of patients with an                   
indication of whether it is positive or negative, and one of the main goals is to find the mapping                   
function that can best predict the patients’ diagnosis. 
However, in unsupervised learning, the labels are unknown, so the model has to draw inferences               
from datasets consisting of input data without labeled responses, mainly used to find hidden              
patterns, the algorithm tries to separate the input data into clusters. 
 
 
 

 
Figure1: Dividing the data into 3 clusters  

 
 

 
A good example is collaborative filtering which was proposed by Dave Goldberg and later              
implemented by companies like Netflix, which is an algorithm based on supervised learning that              
helps divide the input data into clusters that behaves similarly, for instance, viewers with similar               
taste and likings are likely to fall under the same cluster, which facilitates the process of building                 
a recommendation systems or ad targeting. 
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II.  ​Contribution towards medicine  

Machine learning is swiftly infiltrating many areas within the healthcare industry, from diagnosis             
and prognosis to drug development and epidemiology, with significant potential to transform the             
medical landscape. The field of medicine has so far relied heavily on heuristic approaches,              
whereby knowledge is acquired through experience and self-learning, which is imperative in the             
highly variable healthcare environment[1]. Moreover, machine learning algorithms can crunch          
massive amount of data which helps the algorithm yields to better results and far more stable, it                 
is used in many diverse areas within the medical field, IBM Watson Genomics, for instance, is a                 
prime example of the usage of machine learning in the role of identifying the disease and                
diagnosing it, where the model extract massive amounts of unstructured data and output             
meaningful insights out of it, and with the help of statistics and data mining techniques, a                
successful machine learning model can do much more than predicting the outcome, for example,              
it can explain how the features of the problem contribute to the outcome, in the medical field,                 
scientists and doctors are not just interested in diagnosing the patient correctly but also what led                
to the diagnosis, so it is extremely vital to study the features and its relation with the outcome. 

 

Introduction 

I. Continuous fetal heart rate 
Continuous fetal heart rate (FHR) monitoring remains the mainstay of intrapartum fetal            
surveillance. One of the goals is to prevent adverse labor outcomes such as hypoxic-ischemic              
encephalopathy by identifying incipient hypoxia/ischemia in a previously healthy fetus, at a time             
when intervention can prevent or mitigate permanent injury. Its goal is not considered to be the                
identification of infection during labor or trauma related to the delivery. However, preexisting             
injury, anomaly, or antenatal hypoxia may be suspected based on a deviant FHR pattern [2].               
FHR is derived from the fetal heartbeat signals which are measured through the mother’s              
abdomen. Classically based on the visual evaluation of FIGO criteria, FHR characterization            
remains a challenging task that continuously receives intensive research efforts, as though those             
efforts, we can gain vital information on fetal status during both antepartum and intrapartum              
periods. 
 

II. Acidosis  
Acidosis means a high hydrogen ion concentration in the tissues. Acidaemia refers to a high               
hydrogen ion concentration in the blood and is the most easily measured indication of tissue               
acidosis. The unit most commonly used is pH, which is the log to base 10 of the reciprocal of the                    
hydrogen ion concentration[3]. The consequences of acidosis depend on its severity and duration             
and also the condition of the fetus before the insult, which if it continues for a long period, the                   
baby can suffer from lifelong disabilities, brain damage, or even death. Acidosis occurs as a               
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result of tissue hypoxia and it is unclear whether the consequences of this process are due                
primarily to acidosis or hypoxia. What has become clear over the past decade is that the                
consequences of hypoxia/acidosis are very different, depending on whether this is acute or             
chronic. The normal human fetus is adapted to survive labor and has compensatory mechanisms              
that allow it to withstand even very severe hypoxia and acidosis for short periods, cf. several                
studies that examined neurological outcomes of neonates subject to severe asphyxia during            
delivery [3]. 
 

III. Goals 
The advances in modern obstetric practice allowed many robust and reliable machine learning             
techniques to be utilized in classifying fetal heart rate signals. Not only machine learning              
provides us with multiple techniques that can help us identify hidden patterns, but also some               
other techniques are meant to investigate the features and explain the role it plays towards the                
target. In this thesis, we aim to analyse and further explore features contributing to fetal hypoxia                
and therefore acidosis, In addition to that, we fit multiple statistical models and study their               
behavior to point out their advantages and disadvantages. 
 

Materials: Database and Features Exploration 
 

I. Database 
FHR data were collected from Brno university hospital in the Czech republic. Data were              
recorded using STAN S21 or S23 devices via internal fetal scalp electrodes, which combines              
standard CTG monitoring with a concurrent assessment of the fetal ECG, providing multiple             
information regarding fetal health, in which pH is one of them and the one we are interested in.                  
The database consists of 4462 recordings, documented by obstetricians in charge of delivery.             
The FHR signals were obtained either directly using a Doppler ultrasound (US) probe placed on               
the mother’s abdomen, or from direct electrocardiogram (DECG) measured internally by a scalp             
electrode attached to the fetal scalp [4]. In our dataset, we have a total of 2125 positive samples                  
and 106506 negative samples. Among those positive records, 86 exists in the first stage while 65                
are in the second stage. For our model, we are going to use samples coming from the first stage                   
only, which is close to delivery. Previous contributions by the authors reported significant             
differences between the statistics of the temporal dynamics of the first (dilatation) and second              
stages of labor [5] so we chose only the first stage for our analysis which consisted of 4462                  
samples. 
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Figure 2:Typical FHR records for normal and abnormal cases [4] 

 
 
 
 
In this work, 41 features were extracted from the FHR signals, coming from different domains.               
Different feature domains represent different points of view of the CTG, ranging from             
FIGO-based features that try to emulate the information extractable by eye, to time-domain             
features that are very understandable to clinicians yet almost impossible to be estimated bya              
naked eye, to more complex feature domains, which quantify the signal using frequency and              
nonlinear analysis tools [4]. The comprehensive description and detailed computation of all            
features is described in [5, 7]. 
 

● FIGO-based features: baseline, number of acceleration/deceleration, and long term         
variability. In this work for the extraction of the FIGO-based features, which describe the              
macroscopic properties of the FHR [4]. 

● Time-domain features: quantifying Short Term Variability (STV) and Long Term          
Irregularity (LTI) [4]. 

● Frequency domain: energy in different frequency bands [4]. 
● Scale invariance features: Hurst exponent estimated on different scales, and multifractal           

coefficient c_1 to c_4, cf. [4] for computation and details. All these features try to               
quantify the scale invariance of the signal under investigation [4]. 
 

II. Features exploration 
We start by performing exploratory data analysis to find insights and summarize the main              
characteristics, it is a vital step that allows us to get the data prepared for further processing using                  
machine learning models. The data consist of 4462 subjects and 49 features(41 extracted from              
FHR signals) in which the pH level is among those features which serve as the target we try to                   
predict. Patients having their pH level below 7.05 are potentially at the risk of having their baby                 
diagnosed with acidosis, while the rest of the 49 features are also numerical continuous entities               
except for the categorical feature “segStage”. 
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Table1: List of features 

 
 

 
Figure3: Stage splitting Analyzed FHR data marked by the rectangular box [6] 

 
 
We firstly discuss the “segStage” feature, as it is the only categorical feature (aside from ‘year’),                
which has three values divided into two stages during pregnancy, the first stage describes the               
mother during dilatation, the second stage is during the labor, and thirdly the stage which is                
marked as “12” and occurs in between the stage 1 and stage 2. The data collected from the first                   
stage which was chosen for the analysis comes from continuous monitoring of the FHR signals,               
ending less than 20 minutes before delivery [7] as shown in Figure 3 above. 
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III. Target analysis and correlation 

 
Figure4: pH distribution for positive cases                                           Figure5: Positive cases (2010-2017) 

 
 
 

The recordings from the first stage are processed and pH is measured which leads to 4462                
samples which were divided into normal at which pH measurement is > 7.05 and pathological               
samples having pH <= 7.05. A good practice is to study the correlation between the features and                 
the target, also among the features. Features that are correlated with the pH are going to be                 
important for our model if a significant correlation occurs. Correlation analysis is used to              
investigate the dependence between multiple variables at the same time. Even though the             
correlation assesses linear dependence it is a useful method to discover redundancy in the feature               
set [5]. The Correlation coefficient is a value that lies between -1 and 1 and indicates how strong                  
the relationship is between variables. The interpretations of the values are; 
 

● -1: Perfect negative correlation, a relationship does exist between the variables and it is              
negative relation (i.e., variables tend to move in the opposite direction) 

● 0: No correlation, which indicates that there is no linear relation between the variables 
● 1: Perfect positive correlation, a relationship does exist between the variables and it is              

positive relation (i.e., variables tend to move in the same direction) 
 

The correlation coefficient could be calculated using multiple methods, we used the sklearn             
library in python to help us compute the coefficient, which measures the Pearson correlation              
coefficient using the following formula: 
 

ρ = cov(x , x )1 2

√var(x )var(x )1 2
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Where and are the two variables in which we want to calculate their correlation coefficient, x1  x2              

and are their means respectively and is the Pearson correlation coefficient we arex1  x2        ρ         
interested in.  

 
Figure6: Correlation matrix 

 
 

Some features obtained from the dataset showed a weak correlation with the target vector as seen                
in Figure 6. Lastly, we inspect the correlation matrix for the features, large values in this matrix                 
indicate serious collinearity between the variables involved, and such high values can make the              
predictions from a linear model slightly unreliable, we notice there are some slightly correlated              
features as expected as they come from the same domain. For Example, Figo-based features              
show some correlations among them similarly to frequency domain features. 
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IV. Feature importance and ranking 
In clinical practice, We are not only interested in classifying patients accurately but also              
investigate the features that lead to that prediction, as we wonder which factors affect the               
patient’s health the most and it helps us understand the dataset better by comparing features               
coming from different domains, this could be interpreted by a domain expert and could be used                
to lead the way of gathering more or different data, In addition to better understanding the                
dataset, it can help us understand the model better and can help with reducing the number of                 
input variable which can lead to a less complicated model that can be generalized and works well                 
for different datasets. In short, deciding on which features are important the most, we can               
improve the model by focusing on the important features, could be used in variable selection and                
finally the importance of the features could be intercepted and help us understand Acidosis              
better. In our case, two methods were used in determining the feature importance, firstly we               
measured the AUC score of each feature on its own, it is a simple yet effective technique in                  
evaluating individual features. Information gain is another technique that is used to determine the              
importance of a feature. Random forest algorithm is one of the easy to use and implement, which                 
is used for feature selection and classification problems providing two main methods, either Gini              
impurity or information gain entropy. The information gain evaluates an attribute by measuring             
the amount of information gain concerning a class. The mutual information, termed InfoGain, is              
computed using entropy H [5]: 
 
 

InfoGain(Class, Attribute) = H(Class) − H(Class∣Attribute) 
 
 
Therefore random forest algorithm is capable of computing how much each feature decreases the              
weighted impurity in a tree and then averaged among multiple trees in the forest, which helps us                 
rank the features according to this measure. The following, in Figure 7, are the results of fitting a                  
logistic regression model with a single feature at a time to determine the AUC score for every                 
feature and in Figure 8, we calculated the rank of each feature concerning its information gain                
entropy: 

 

Figure7: AUC ranking for features 
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Figure8: Feature ranking using RF 
 
 
 
 

As seen from the above results, both techniques lead to the same ranking, showing the top 10                 
ranked features, having the energy_tot feature at the top of rank with an AUC score of 0.61, also                  
it is noticeable that the top 10 ranked features are coming for multiple domain which might                
imply that depending on one domain for classification might not be sufficient.Lastly, we show              
the distribution of the continuous features that were ranked high as follows, to help us better                
visualise and understand the data, as seen from Figure 9 below: 
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Figure9: Distribution of highly ranked features 

Methods of classification  
 

I. Statistical models 
In this paper, we are going to discuss the performance of three popular algorithms used for                
classification problems which are: Logistic Regression, Support Vector Machine, and K-Nearest           
Neighbor. A subset of the dataset is used to train the data, only records of the first stage were                   
taken into account and we also dropped redundant features (correlated or irrelevant [7]) leaving              
only 26 features, taking into account only the last segment. 
 
Logistic Regression 
Logistic regression is used to obtain the odds ratio in the presence of more than one explanatory                 
variable. The procedure is quite similar to multiple linear regression, with the exception that the               
response variable is binomial. The result is the impact of each variable on the odds ratio of the                  
observed event of interest[8]. Which is computed as: 

ogit (p (Y |x)) w x x ... x  w x xl = 1 =  o o + w1 1 + . + wm m =  ∑
m

i=0
 i i = wT  

Where is the conditional probability of class variable ​Y ​for the feature ​x and the p (Y |x)  ( = 1               
linear combination of weights and sample features  is squished by the sigmoid functionx  wT  
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(Z)  ϑ = 1 + eZ

      1         
​Here, z is the linear combination of weights and features, and             w x x ... x  Z =  o o + w1 1 + . + wm m  

is called bais, which is an additional input we provide together with x0 that is a vector of wo                   
ones. Then, to fit the parameters to the model, we define the sum squared-error cost function as                 
follows: 

(w) (ϑ(z ) ) J =  ∑
 

i
2
1 (i)

 − y(i) 2   

We minimize the previous cost function by maximizing the natural log of the likelihood of the                
function, and rewriting it as follows:  

(w) [−J =  ∑
n

i=1
y log(ϑ(z )) 1 )log(1 (z ))](i) (i) − ( − y(i) − ϑ (i)   

The natural log is used to reduce the potential for numerical underflow and it is easier to                 
compute in practice, and now maximizing the likelihood using ​gradient descent ​will minimize             
the cost function .(w)  J  
 
Support Vector Machine 
The Support Vector Machine model is an algorithm used for analyzing data that is usually for                
regression analysis and classification. The model is also used to classify non-linear sets of data               
and relationships. This is usually done using kernel trick, whereby inputs are mapped into high               
dimensional spaces. The model further develops a hyperplane that helps separate the data in a               
higher dimension. Moreover, the element of separation is usually developed through the distance             
between the hyperplane and the training data points. This idea is derived from the concept that                
when the margin is large, the generalization error becomes lower. The model can also be used for                 
multidimensional classification of vectors. In this process, the first step is to develop the given               
into a vector. This further allows the operator to develop features that they can use for the                 
classification process. To find the optimal hyperplane we have to solve the primal optimization              
task by minimizing the following equation: 

 [5]w, ) ||w|| ( b =   2 
 1 2 + C ∑

N

i=1
ξi  

Subjected to 
.ϑ(x ) b 1 ,     y  < w i >  +  ≥  +  − ξ  i =  + 1  
.ϑ(x ) b 1 ,     y  < w i >  +  ≤  −  + ξ  i =  − 1  

where ξi are called slack variables that allow the margin constraints to be violated and (⋅) is a                ϑ    
kernel providing nonlinear feature mapping. Constant C is a trade-off between maximization of             
margin and minimization of error[9]. 

K-nearest Neighbour 
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Figure10: Classifying using kNN 

 

This is a model used to map inputs into outputs for regression and classification. The value K is a                   
constant, which represents the nearest training samples. On the same note, the output is usually               
dependent on the purpose of the model. The output for classification is a class membership. This                
means that objects are allocated classes that have the most common features. Sometimes, the              
model weighs the average of the nearest neighbors to K, by finding its inverse. However, one                
thing to note is that the KNN classification model uses mainly the distance between points which                
could be the Euclidean, Manhattan, or Minkowski distance. In short, the KNN algorithm doesn’t              
learn a discriminative function from the training data, but memorizes the training data instead              
and follows the following steps: 

I. Choosing the number of K and the distance metric 
II. Find the K-nearest neighbour for the sample we want to classify 

III. Assign the class label by majority of voting  

Evaluation metrics and performance estimation 

A successful classification model should be able to generalize its prediction and perform well on               
unseen data, for that purpose a proper evaluation metric should be implemented to help assess               
the model. There are multiple evaluation metrics, among the popular one is the accuracy of the                
model, which is simply the ratio between the correct classified samples over the total number of                
samples, although it might look intuitive the accuracy metric fails to give a proper assessment in                
some of the cases, including our problem. In case of highly imbalanced data, using the accuracy                
metric could be misleading as the model can successfully predict the majority class while failing               
at predicting most of the minority class, this can lead to high accuracy but low performing model                 
as in many cases, we are more interested in classifying the minority class correctly, and for that                 
reason, other evaluation metrics should be considered. 
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The Confusion matrix ​is another popular evaluation matrix, that is more reliable in our case,               
The confusion matrix provides a more insightful picture which is not only the performance of a                
predictive model but also which classes are being predicted correctly. 

 

 
Figure11: Confusion matrix 

 
Where: 

● True Positive (TP)​: The model correctly predicts the positive class 
● False Positive (FP)​: The model incorrectly predicts the positive class 
● True Negative (TN)​: The model correctly predicts the negative class 
● False Negative (FN)​: The model incorrectly predicts the negative class 

 

We can extract insights from the confusion matrix like the sensitivity (also called the true               
positive rate) which measures the proportion of positive cases that are correctly identified, as              
well as the specificity (also called true negative rate) which measures the proportion of negative               
cases that are correctly identified. which can be calculated as follows: 

ensitivity (SE)  T P /(T P N )  S =  + F  
pecif icity (SP ) T N /(T N P )  S =  + F  

mean       g =  √SE . SP  

The receiver operation characteristic ​is another classification metric that is widely used to             
assess the performance of the model, which helps show the tradeoff between the sensitivity and               
specificity as the model’s discrimination threshold is varied. 
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Figure12: ROC curve 

 
 

The ROC curve shown in Figure 12 is graphical plot of the true positive rate plotted as a                  
function of false positive rate, any successful model is placed above the diagonal line(random              
guess) and the area under the curve, referred as the AUC, which expresses probability that               
classifier rank randomly chosen positive instance higher than randomly chosen negative instance            
[5]. We chose the AUC metric to evaluate our models’ performance. 

 

As for the means of model validation, we used nested cross-validation with five folds for both                
the outer and inner layers. This choice was preferred over the train test split as in the latter option                   
a portion of the data is not used for training the model. Nested cross-validation was also                
preferred on the single-layer cross-validation, as it overcomes the problems that occur with             
single layer CV like data leakage as it estimates the error of the model with the same data used to                    
tune it in the first place which increases the bias of the model. It is implemented as follows: 
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For our logistic regression model, the inverse regularization parameter C is tuned from the range               
of to 1, as for the kNN model, two hyperparameter were tuned, firstly the number of 10−12                
neighbours K which was ranging from 200 to 400, secondly was the weight function which was                
either uniform(all points in each neighborhood are weighted equally) or distance weighted            
(weight points by the inverse of their distance. in this case, closer neighbors of a query point will                  
have a greater influence than neighbors which are further away). Lastly our SVM had only one                
hyperparameter to tune which was the kernel used, either linear or polynomial kernel.  

Models Results and hypotheses testing  

I. Results 

We fitted the previously mentioned models, a logistic regression, support vector machine, and             
k-nearest neighbor, using python 3.7 library sklearn version 0.22.2, while having the AUC as              
our performance metrics while documenting the confusion matrix results as well as the Gmean. 

 

the following are the results obtained from the three models : 

 

22 



Mohamed Safwat 
Classification of Intrapartum Fetal Heart Rate Signals 

Thesis  
Table 2: Results from fitting LR, kNN and SVM 

 

We notice that kNN performed appallingly, without predicting a single positive case. If we              
examine closely, it appears as kNN outputs the negative class only. The existing kNN algorithm               
is equivalent to using only local prior probabilities to predict instance labels, and hence it does                
not take into account the class distribution around the neighborhood of the query instance, which               
results in undesirable performance on imbalanced data [10]. Logistic regression outperforms           
SVM with an AUC of 0.62 with much higher sensitivity. 

 

II. Proposed hypotheses 

In this thesis, we examine several hypotheses and investigate whether it improves the             
performance of a statistical model. The experiments that test those hypotheses are done             
independently and compared to a baseline estimate, in our case, this estimate is the results from                
the previous logistic regression mentioned in Table2. All hypotheses are tested using a logistic              
regression model. 

Addition of the year Feature 

The dataset collected by Brno university hospital over the span of multiple years, from 2010 until                
2017. Our first proposition is including the year feature into the model and checking whether it                
helps the model, as seen from the following: 

 

Table3: Results from fitting LR with the feature ‘year’ included, and compared with our base estimation 

 

the year feature, although it didn’t change the AUC score, but made a noticeable trade-off by                
increasing the model’s specificity for decreasing its sensitivity. This could be undesirable as we              
care more for classifying the minority class correctly as well as the decrease of the gmean which                 
indicates that the year feature doesn’t contribute to the classification. 
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Features included in the model 

As mentioned before, only 26 features out of 49 were used to train the model, and highly                 
correlated features were dropped. However, our second proposition is to investigate the            
performance of a model trained on all features . 

 

Table4: Results from fitting LR with all features included, and compared with our base estimation 

 

The above table shows that including all features highly benefits the model increasing its              
performance by 5% and was able to correctly classify 51 positive cases, which is a huge                
improvement to the model. We decided to measure the weights of the all the features (including                
the ones that were recommended to be dropped) and compare the highly ranked features to the                
one obtained before previously in Figure 7 and the weights obtained from fighting the logistic               
regression to the recommended subset of features, the following are the results: 

 

       Recommended Subset of Features 

 

Figure 13: Features weights(LR is fitted for the recommended subset) Weights are multiplied by  1010  
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All Features 

 

Figure 14: Features weights(LR is fitted for the all features) Weights are multiplied by  1010  

 

SegIndex which was initially dropped has the highest weight as shown in Figure 14 , followed by                 
the energy_VLF and energy_tot (similarly to the results in Figure 13). Both Figures show              
similar results but some dropped features, segIndex and decDtrdMAD had high weights, which             
might indicate that increasing the features space and including more features can help with the               
performance. 

 

Number of segments  

We mentioned that we are taking into account only the first stage and the last segment of each                  
patient, so thirdly we investigate the model’s behavior if trained on multiple segments. We              
included data computed from more segments 2, 4, 6, and 8 to the dataset and trained the model                  
again. Note that when using more segments, we did not separate test subjects in cross-validation.               
It can happen that segments from the same subject are in the training set and in the testing set.                   
This leads to an optimistic bias in performance estimation. However, for the sake of simplicity,               
we decided not to neglect that in the current analysis. 
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Table 5: Results from fitting LR with multiple number of segments, and compared with our base estimation 

 

In Table 5 we can see an increase in AUC value and G-mean when more segments are included.                  
For the four segments, the AUC is reaching the highest value. However, we would expect that                
increasing the number of segments would lead to significant improvement in performance,            
considering that more data are used for learning and, even more, that we are neglecting the                
optimistic bias introduced in evaluation. 

 

Principal Component Analysis 

Feature extraction methods are algorithms that help reduce the feature space while keeping             
relevant and non-redundant information. Unlike feature selection which keeps original features,           
feature extraction algorithms are used to project the data into new feature space.PCA is one of                
the most popular feature extraction algorithms, mentioned excessively in the literature. 

 

Figure 15: Example of Principal Component Analysis 

 

The covariance between two features is defined by the following: 
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(x )(x )σjk = n
 1 ∑

n

i=1 j
(i) − μj k

(i) − μk  

 

Where and are sample means of feature j and k respectively, then we form the covariance μj  μk                
matrix of the features and obtain the eigenpairs of the matrix as the eigenvectors of the                
covariance matrix represent the principle component  in which  

 v  vΣ = λ  

Where is the covariance matrix, and v represent the eigenvector with an eigenvalue, we then can                
reduce the dimension of the feature space by choosing only a subset of the eigenvector that                
contains most information(i.e., high variance, large eigenvalue). 

Our fourth proposition is implementing PCA into our model, which can help reduce the feature               
space and get rid of the problem accompanied by having high dimensions(the curse of              
dimensionality). 

 

 

Table 6: Results from fitting LR with PCA applied,  and compared with our baseline performance. 

 

As seen from the results of fitting PCA, the model’s performance got worse, it appears that(also                
from our second experiment) the model behaves better while having more features. There are              
multiple reasons why PCA might decrease the performance of a classifier. PCA is agnostic to the                
target Y, this means that even while extracting a new axis that explains most of the Variance                 
from two given features, we could be getting rid of vital information for our target, and since we                  
can not include the target in the PCA analysis(due to data leakage), it might happen that PCA                 
decreases the model’s performance. In other words, the first principal component is the direction              
in space along which projections have the largest variance, but that doesn’t mean it is optimal for                 
classifying our target, as the direction for instance could be horizontal but classes are separable               
vertically. 

Synthetic Minority Oversampling Technique 

(SMOTE) is a popular technique to compensate for an imbalance in data. It operates on the                
minority class creating artificial data. SMOTE is based on real data belonging to the minority               
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class and it operates in the feature space rather than the data space [5]. The minority class is                  
over-sampled by creating “synthetic” examples rather than by over-sampling with replacement.           
This approach is inspired by a technique that proved to be successful [6, 10]The minority class is                 
over-sampled by taking each minority class sample and introducing synthetic examples along the             
line segments joining any/all of the k minority class nearest neighbors [6, 10]. As it is clear, our                  
data sufferers from high imbalance rate between the two target classes, so our final proposal is                
applying SMOTE and compares the results as follows: 

 

Table 7: Results from fitting LR with SMOTE analysis applied, and compared with our base estimation 

 

However, in our case, the application of SMOTE didn’t improve the results of the model. This                
might happen due to the fact that the logistic regression already had weights associated with               
classes and automatically adjusts the weights inversely proportional to class frequencies in the             
input data, so even if previously(before applying SMOTE) the majority class was dominating,             
the model was still heavily penalized for every wrong classification it makes for the minority               
class.  

 

 

Conclusion and discussion 

 
In the thesis we discussed the process of classifying intrapartum fetal heart rate to successfully               
detect fetal acidosis, using features obtained from FHR signals. We discussed the importance of              
machine learning in the medical field and discussed arguments for its use for fetal heart rate                
classification. We explored the intrapartum CTG dataset provided by the university hospital            
Brno and briefly described the process behind collecting the data using STAN devices and              
features extracted from the FHR signals. We used features from multiple domains ranging from              
typical clinical features to features based on scale invariance measures. We analyzed the features              
obtained, and showed their importance toward the target (pH value obtained after delivery) and              
concluded that energy_tot is the most relevant feature with AUC score of 0.61 (estimated by               
logistic regression) followed by energy_VLF and maximum absolute deviation MAD, both           
scoring 0.60. Also, we plotted the distribution of the highly ranked (AUC wise) features for               
further analysis. Further, we investigated the feature correlation matrix. We showed the high             
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imbalance found in the data as only 86 samples were positive (only 0.02%) which was one of the                  
reasons that made us discard the accuracy as an evaluation matrix. As a result, we specified                
another evaluation matrix(AUC) and explained why we think it is better suited for classification,              
(beside that SE, SP, and G-mean were also reported as complementary measures ). We then               
proceeded by explaining the workflow behind the nested cross-validation which was used to             
assess our models and explained why we favored it over the single loop cross-validation. We               
described three popular classification algorithms, logistic regression, SVM and kNN. We trained            
them on the data and showed the obtained results and analyzed the results (the three models                
scored 0.62, 0.57 and 0.58, respectively) and interpreted the models. We proposed multiple             
hypotheses and further investigated their effect on the performance of our model. We             
implemented PCA to our model and documented the results (the AUC decreased to 0.56). In               
addition to that, we tried oversampling the minority class using SMOTE, and finally added extra               
features to check the relevance and concluded that the year feature might not be relevant but                
including more features might be beneficial as it increased the AUC score to 0.68, which made                
us investigate other features that were dropped by measuring their AUC and found that some of                
them might be beneficial for our model, as three initially dropped features which are segIndex,               
decDtrdPlus and bslnAllBeta1 scored relatively high AUC scores of 0.63, 0.60 and 0.58             
respectively. 
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