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Abstract

The rise of computing and sensing power
has allowed us to implement various appli-
cations based on the ability to gather and
analyse data in order to make our lives
easier and smarter. For instance, apply-
ing Human Activity Recognition (HAR)
serves such a purpose. An application
based on HAR enables the recognition of
a particular activity performed by a user.
Building a HAR system is a complex task.
A mistake in its fundamentals, like us-
ing an unreliable data source or utilising
an incorrect technique, can result in in-
accuracies within the classification of the
performed activities. In this study, we
examined five supervised machine learn-
ing algorithms to confirm whether they
can predict the set of predefined physical
activities with a desirable accuracy on a
chosen pre-processed dataset. Based on
that, a hypothesis was set. We evaluated
the performance of the implemented algo-
rithms. The result was that the Support
Vector Classifier renders the most accu-
rate classification results, reaching 91.24
%. Random Forest Classifier, Multinomial
Logistic Regression, K-nearest Neighbors
provided results with approximately 90
% of classification accuracy. The weakest
results were obtained by Decision Tree
Classifier. The hypothesis was proven.

Keywords: HAR, accelerometer,
Machine Learning, Classification
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Abstrakt

Narast vypoctovej a snimacej sily nam
umoznuje implementovat rézne aplikacie
zalozené na schopnosti zhromazdovat a
analyzovat data, aby sa nas zivot stal Ta-
hsim a inteligentnejsim. Pre tento tcel
slizia aplikdcie na béaze rozpoznavania
Tudskej aktivity (HAR). Aplikacia zalo-
zend HAR umoznuje rozpoznat konkrétnu
vykonanu ¢innost uzivatelom. Vybudova-
nie systému HAR je komplexna tloha.
Chyba pri budovani jeho zakladocv, ako
napriklad pouzitie nespolahlivého zdroja
dat alebo pouzitie nespravnej techniky,
moze viest k nepresnosti klasifikacie vy-
konanych ¢innosti. V tejto studii sme ski-
mali pat algoritmov supervizovaného stro-
jového ucenia, aby sme potvrdili, ¢i mézu
s pozadovanou presnostou predpovedat
mnozinu preddefinovanych fyzickych akti-
vit na vopred vybratom predspracovanom
subore dat. Na zéklade toho bola stano-
vena hypotéza. Hodnotili sme vykon im-
plementovanych algoritmov. Vysledkom
bolo, zZe klasifikator podpornych vektorov
vykonava najpresnejsie vysledky klasifi-
kécie a dosahuje 91,24 % uspesnosti. Na-
hodny les, multinomicka logisticka regre-
sia a algoritmus k-najblizsich susedov dosi-
ahli 90 % presnost klasifikdcie. Najslabsie
vysledky boli ziskané pomocou klasifika-
tora rozhodovacich stromov s presnostou
83 %. Hypotéza bola potvrden4.

Klicova slova: HAR, Akcelerometer,
Strojové Ucenie, Klasifikacia
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Introduction

. Motivation

The last decade has brought a significant improvement in smartphone
technologies. The massive computing and sensing power have allowed us to
implement numerous applications based on the ability to acquire and analyse
data. Thanks to these technological innovations, various opportunities ap-
peared in the research. One of them is Human Activity Recognition .
The aim of the system is the recognition of human activity patterns
from a dataset using |Machine Learning| techniques. Various approaches exist
to tackle a problem. As the data source, some of them use video or
static images, and others use sensors.[CS]

In this thesis, we focus on a dataset gathered from the accelerometer
embedded in the smartphone. The sensor itself is characterised by low power
consumption and high accuracy. It is considered as one of the most suitable
electronic devices for HARL[SS17]

The accelerometer provides motion recognition for a wide range of daily
activities such as standing, walking, sitting, laying. Being able to identify the
pattern can be priceless information. is transforming the landscape of
people’s daily habits by contributing to a wide range of applications as health
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and fitness tracking, elder care and automated monitoring. For instance, in a
health care based application, it is possible to use the outcome as the core to
build an overview of the patient movements. In 2015, a life insurance company
created a program based on the activity tracking to motivate its patients to
live a healthier way. The company logs the activity from wearable devices
and provides statistics to its users. Depending on the client’s achievement, it
offers different benefits. [Bai]

We can claim, that HAR) has become a relevant field which nowadays
serves a wide range of applications.

During my bachelor studies, I had an opportunity to do an exchange
program at the University of Buenos Aires. There happened to be my first
encounter with the Artificial Intelligence (AI) field. Later, I became curious in
data processing and data mining using different Machine Learning| techniques.
I attended several extra courses connected to the field.

While I was doing the research for the Semestral Project, I was in-
troduced to the [HAR] field, in which I subsequently became interested in.
I considered it as an important current topic for its possible applications,
especially in the healthcare. I decided to do my Bachelor Thesis based on
this relevant research area. Thanks to applications based on human activity
identification, we will be able to help to prevent, treat and manage different
diseases and provide for the physical and mental well-being of our citizens.

B Research Challenges and Hypothesis

There are several challenges, and difficulties found even in a simple way
of constructing a [HAR] system.

Firstly, selecting the right sensor or combination of sensors or picking
the attributes and metrics to be measured can bring us several problems.

Secondly, choosing suitable tools and techniques to capture the differ-
ences between a set of daily activities is also challenging.

As the implementation of a complete [HAR] system is a complex task,
there a pre-processed HAR) dataset was chosen.

In this thesis, with the supervisor, we decided to focus more on the
analysis and implementation part of the HAR/system.
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In order to confirm that the chosen accelerometer generated dataset
could be used for classification of predefined physical activities, we will apply
five different supervised Machine Learning| techniques. According to several
scientific papers, the prediction accuracy is on avarage 90 %, depending
on the applied algorithm. [LL13] [BAQO9] Therefore, we state the following
hypothesis:

® H1 - At least one of the applied supervised Machine Learning| algorithms,
modelled on the chosen HAR]dataset is capable of classifying a predefined
set of daily activities with more than 90% of accuracy.

[ Objective and Milestones

The main objective of this work is to prove or disprove the above stated
hypothesis based on our analysis and implementation of the HAR system.
From the principal objective, the following milestones are determined:

® Analysis of opportunities for creating a human activity recognition
classifier

® Assessment of the classifier Machine Learning| algorithms

B Selection of suitable algorithms to accomplish the main objective of the
work

® Implementation of physical activity recognition from a static dataset
gathered by a triaxial accelerometer embedded into a smartphone

® Validation and evaluation of the results

® Finding usage and practical application based on results



[ Methodology

In order to accomplish the objective and milestones, the methodology
follows these steps:

B Step 1 - Literature review and related work - This step involves
information gathering from different works related to [HAR!

® Step 2 - Analysis of the collected information - The set of infor-
mation collected in Step 1 is analysed in order to be able to design a
HAR) system.

® Step 3 - Development of the method - The third step contains
problem identification with a suitable design and model implementation
based on the dataset.

B Step 4 - Result analysis - Here, the method’s results are evaluated,
and conclusions are drawn. By step 4, the hypothesis is proven or
disproven.

® Step 5 - Discussion and limitation - We discuss the opportunities
and possible applications of the system. Also, we describe the limitations
of our implementation.

. Structure

The thesis consists of two main parts, structured as follows:

B Theoretical Part

Introduction presents a brief introduction to the [Human Activity
Recognition| (HAR)) concept and its application; it sets the hypoth-
esis and main objective of the work with its milestones; it shortly
describes the followed methodology during this work.
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Chapter 1 describes the general overview of HAR| including ac-
celerometer. Afterwards, it explains the concept of [Machine Learn-
ing, including suitable algorithms candidates to build a system
recognising daily activity patterns. In the end of Chapter 1, the
utilised evaluation techniques are presented.

® Practical Part

Chapter 2 introduces the dataset with a preprocessing procedure.
Then, it demonstrates exploratory data analysis and the implemen-
tation of classification methods.

Chapter 3 evaluates the obtained results with a performance
measure. Based on results the hypothesis of the thesis is proven or
disproven.

Chapter 4 summarises the results and draws possible applications
and the future opportunities.

Conclusion summarizes the study by reiterating the problem defi-
nition and our results.






Chapter 1

Chapter 1 provides a complete review of the literature about human
activity recognition and the state-of-the-art technique. We followed databases
such as ResearchGate, ACM Digital Library and IEEE Xplore. These sites
provide a wide range of high-quality published scientific papers written by
experts in the research field.

The first part of this chapter gives the groundwork for setting all the
conditions for HAR. It begins with an introduction to the human activity
recognition research area. HAR problem is defined, thereafter typical workflow
to solve it is presented. Next, design issues are detailed. Lastly, the utilized
sensor, accelerometer, is introduced. For a better understanding, a graphical
layout of the first part of Chapter 1 is provided in Figure

9
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Human Activity
Recognition (HAR)

Figure 1.1: Chapter 1 - graphical layout of the first part

The second part presents a general overview of the state-of-the-art
technology used for recognising physical activity. Firstly, there is a short
introduction to data mining. Then, the theory of the Machine Learning| area
in the HAR context is discussed, including both supervised and unsupervised
learning methods along with its applications. Futhermore, each
method used in the practical part will be introduced.

ETERL T

Machine Learning

Introduction

Figure 1.2: Chapter 1 - graphical layout of the second part
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1.1. Human Activity Recognition

The third part of the first chapter describes the model evaluation
metrics, which will help us to evaluate the success of the implemented

earning techniques.

Model Evaluation

Metrics

N

Figure 1.3: Chapter 1 - graphical layout of the third part

B 1.1 Human Activity Recognition

In the past decades, there has been an outstanding development of mi-
croelectronics and computer systems. Nowadays, thanks to these innovations
sensors and mobile phones have high computational power, a small size, and
low costs. The impact of such devices has become significant in people’s daily
life.

That was the beginning of Ubiquitous Sensing, a research area with
the main objective of mining knowledge from the device-generated data. No-
tably, identification of human activities has become a key task in research,
particularly in medicine, army, and health.[PLB10]

For instance, medical background examples could be patients with obe-
sity, diabetes, or heart disease, who are usually required to follow a defined
exercise routine as part of the treatment. Consequently, identifying activities
such as walking or jogging contributes to building a general overview of the
patient’s activities for the caregiver. Similarly, patients with mental patholo-
gies like dementia can be monitored to detect irregularities in behaviour
patterns with the purpose to avoid unwanted consequences.
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B 1.1.1 Human Activity Recognition Problem

After the short introduction in the [HAR] topic, we continue with a
definition of the HAR problem.

Based on the paper [SS17], we are motivated to use wearable sensors
in [ HAR| The measured attributes are usually related to the user’s movement
(e.g., accelerometers), physiological signals (e.g., heart rate) or environmental
variables (e.g., temperature). These data are indexed over the time dimension.
The following definition of the har problem is cited from the paper written
by Lara and Labrador:

Definition 1.1. "Given a set W = {W), ..., W,,,_1} of m equally sized time
windows, totally or partially labeled, and such that each W; contains a set of
time series S; = {S; 0, ..., Si k—1} from each of the k measured attributes, and
a set A = {ayp,...,an—1} of activity labels (e.g., sitting, walking, etc.). The
goal is to find a mapping function f : S; — A that can be evaluated for all
possible values of S;, such that f(.S;) is as similar as possible to the actual
activity performed during W;."

According to the definition the time series are divided into fixed-length
time windows. The goal of the HAR| problem is to find a function which
assigns the correct activity to each time window Wj.

[LLI13]

B 1.1.2 Solution to the HAR Problem

To solve the human activity recognition problem, we need to follow
several steps. By accomplishing these steps we build a [HAR] system.

First, we need to gather the data from the perfomed activities, then
pre-process it. Afterwards, we can use the data to implement a predictive
model for identifying the activities.

Bulling et al. [BBS14] describes the typical workflow of creating a

12



1.1. Human Activity Recognition

human activity recognition system as follows:

® Data Collection - The data is acquired from a wearable sensor or an
external device like cameras during the performed activity.

8 Data Pre-Processing - To assign to each data point a corresponding
activity, the data needs to be labelled. The data pre-processing also
includes noise removal, resampling.

8 Data Segmentation - The data set is divided into smaller segments,
called windows. Each window corresponds to a particular activity.

8 Feature Generation - and Selection: Here, new features are derived
from each window, which reflects the characteristics of the data.

® Classification - To train a classification algorithm features are used. It
enables us to distinguish between different activities.

Subjects % -

Raw Data '::> = | '::> ':>
Q7

Sensors

Figure 1.4: The process of creating a system [HTT16]

After introducing the process of creating a system, we can
claim, that it is a complicated set of tasks. Furthermore, according to various
papers, to achieve high predictive accuracy results for systems, we need
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to use a well-preprocessed dataset. [SS17] [GDI14] As we mentioned in the
Introduction, in this thesis, we focus more on the analysis and implementation
part of the HAR]system. For these reasons, we will utilize a pre-processed
dataset.

B 12 Design Issues

The recognition of human activities is a classification problem. To be
able to construct a classifier model, first we need to clarify several factors,
which have a significant impact on the outcome’s success. [Khall

In the following part, the main problems and challenges concerning
human activities, sensors, data and approach to create a har system, which
are stated.

B 1.2.1 Activity

B 1.2.1.1 Number of Activities

The HAR system is capable of recognising a wide range of activities.
It’s less challenging to to identify a small number of activity patterns than
a larger one. The reason is that the classifier has to differentiate among a
broader range of activities as the number of activities increases. [Khall

B 1.2.1.2 Types of Activities

As mentioned in the paper written by Khan et al. [Khall], the set of
postures and activities can be divided into static and dynamic.
Activities such as sitting, standing, laying belong to static ones and walking,

14



1.2. Design Issues

running to the dynamic ones. These basic human activities were chosen based
on the utilised dataset and possible applications of our work.

Some static and dynamic activities are more difficult to discriminate because
their patterns can overlap in the feature space. For instance, postures, like
sitting and standing or walking upstairs and walking downstairs, are more
challenging to distinguish owing their possible overlapping pattern.[Khall]

B 1.2.1.3 Conditions During the Performed Activity

Data can be collected in the laboratory or under free-living conditions.
The dataset generated in the laboratory usually follows some protocol, which
forces the participating subject to accomplish the activity at the constant
speed and duration. In real conditions, people may act differently and in less
restricted ways, which can affect accuracy in a negative way. [Khali]

B 1.2.2 Data

B 1.2.2.1 Data Quantity

Data collected from a small number of people might not be sufficient
to provide flexible activity patterns recognition of a new user. Lara et al.
shows there should be collected data from people with different age,
gender, height, physical conditions, to be able to provide high accuracy.

B 1.2.3 Approach to Build

All human beings have different characters, because of age, gender,
weight, height, lifestyle or physical abilities. For this reason, each individual

15



has a unique moving pattern, which implies that the same activity possesses
various representations. An independent subject activity recognition
with a high-accuracy is hard to achieve because each set of activities has
a high variability of performance. Papers suggest that recognition models
should be able to generalise as much as possible concerning the final user
and the execution context. According to the previous works, there are
three approaches, which help to achieve generalisable activity recognition:
subject-independent, subject-dependent, and hybrid. Chen et al. [CS]
called these approaches rest-to-one, one-to-one, and all-to-one. The graphical
representation of these HAR approaches is in Figure [1.5]

B 1.23.1 Subject-independent(Impersonal)

The subject-indepedent approach does not use the end-user data to
develop the activity recognition model. It creates a flexible single activity
recognition model that generalises the diversity between users and provides
high-accurate results once a new user is classified.

B 1.23.2 Subject-dependent (Personal)

The subject-depedent approach does use the end-user data to develop
the activity recognition model. The model generalises the real context well,
and can also capture peculiarities. The disadvantage is that it must be
implemented for each end-user.

B 1.2.3.3 Hybrid

The hybrid approach uses the end-user data and the data of the other
users for recognition model development. The motivation behind this approach
is to easily recognise the performed activity with a higher-accuracy. [BBSB10)]

16



1.2. Design Issues

Al Bast Fart of Resy af All but part of Reat af

o

Train Test Train Test Train Test

subject-independent subbject-che pendent hybrid

Figure 1.5: Three different approaches to achieve activity recognition [BBSB10]

B 1.2.4 Sensor Technology

B 1.2.4.1 Type of Sensors

There are various ways to gather data for a single user activity recogni-
tion. A popular method to collect data from an activity can be implemented
by using sensors. Mobile phones and other wearable devices incorporate
different types of sensors which include accelerometer, GPS, Gyroscope, tem-
perature and blood pressure sensors.[KWMTI]

Some process information about the environment, others about the
user’s locomotion. Every sensor does not provide sufficient information for
identification of a set of activities. The most used sensor, which provides
sufficient information to be able to recognise basic activity patterns (walking,
lying, jogging) is the accelerometer.

Accelerometers do not require high power, and they are an integral part
of today’s phones and other wearable devices; also, they are cheap. Multiple
studies used the accelerometer as a motion sensor, achieving excellent results.
Under different evaluation methodologies, the human recognition accuracy of
the primary activities with an accelerometer can be up to 98%.

17
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B 1.2.4.2 Sensor Location

There are two ways to collect data for a|HAR] classifier model, depending
on the sensor location:

® Data Collection External sensors - these tools are placed at fixed posi-
tions in the environment (cameras, household appliances, environmental
sensors)

® Body-worn sensors - the sensor is attached to the user or embedded in a
device such as a mobile phone or wearable device like smartwatch, fitness
tracker.

[Khall]

Ear
Necklace
Upper Arm Chest

Lower Arm

Wrist

Thigh ————

Knee

Lower Thigh

Figure 1.6: Tllustration of body-worn sensors placement [Vell7]

To choose body-worn sensor, like accelerometer has several benefits:

18



1.3. Accelerometer

the activity is continually measured, and it is independent of the environmental
conditions (e.g., light, sound) and geographic location. The dataset used for
the thesis, contains data gathered by smartphone’s accelerometer.

B 1.2.4.3 Sensor Location on the Body

The position of a smartphone or other wearable devices affects the
sensor-generated data. For instance, reading data differs when the user is
walking, wearing the phone in the pocket or holding it in hands. [STJ14]
Gupta & Dallas (2014) created a [HAR| system using a single sensor placed at
the waist. They received a classification accuracy of 98%. [GD14] Bonomi
et al. [GD14] have received an accuracy of 93% while detecting for similar
activities and sensor placement. Consequently, according to the papers,
placing the the sensor on the waist can be an ideal position. In Figure 1.6
the possible sensor locations can be seen.

B 1.2.4.4 Number of Sensors

Using data from multiple sensors at the same time, for instance, an
Accelerometer with Gyroscope or Magnetic field sensor provides an absolute
orientation in space. However, using multiple sensors can challenge the battery
capacity of the electronic device. For example, real-time |HAR] systems require
continuous sensing. In order to reduce battery usage, activity recognition
with high accuracy can be done using a single triaxial accelerometer sensor
in a smartphone. [LZYG13]

. 1.3 Accelerometer

As we mentioned earlier, today, accelerometers are among the most
used sensors that are capable of identifying daily activities.
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We examined studies, where the accelerometer was used in combination
with another sensor achieving excellent results at [HAR There were
also studies, in which the accelemetor was the only sensor used for [HAR.
Those studies confirmed that it is sufficient to use only accelerometer gathered
data to achieve a accurate classification results.[HT16] [Khall] Hence,
for the purpose of the thesis the used data will come from an accelerometer
sensor embedded in a smartphone.[STJ14] We can find it in almost every
smartphone or other wearable smart devices (e.g., smartwatch).

Figure 1.7: Illustration - three-axis of accelerometer embedded in a smartphone

[Mat]

Next, we detail how this electronic device works. An accelerometer
is an electromechanical device that meaures static and dynamic acceleration
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1.3. Accelerometer

forces. When it is embedded in a smartphone or other wearable devices,
it measures the acceleration of the object, shown in Figure Triaxial
accelerometers are perhaps the most broadly used sensors, which extract
3-axis data (X, Y, and Z). These axes relative to the device remain constant.
The phone’s lateral movement is described by the X-axis and the perpendicular
one by the Y-axis. The Z-axis represents the movement in and out of the
plane defined by the X and Y axes. For example, if we put the device face-up
on the floor, the Z-axis measures the acceleration of Earth gravity. It will
output 9.81 in m/s2. The X and Y axes are vertical to the acceleration of
Earth gravity. They will both output 0.00 in m/s2. [Mat]

B 1.3.1 Description of Performed Activities

In our thesis, the utilised dataset contains six activities: walking, sitting,
lying, standing, walking upstairs and walking downstairs. Most people in
daily life perform them. Thus, it is essential to differ the acceleration pattern
and angular velocity for these activities.
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Figure 1.8: Acceleration of 3 activities [KKB14
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Figure [1.8| describes the acceleration of all three axes. Walking
X, Y, and Z values vary significantly, because of the dynamic nature of
the movement, whereas, values for static activities, like sitting, lying and
standing, are almost constant. An interesting fact: the Y values for walking
and standing have the lowest accelerations, and for sitting and lying, the
7 values have the most significant accelerations. The reason behind this is
that the force of gravity plays its role in influencing the entire acceleration
in the direction of the centre of the Earth. The direction of gravity mainly
corresponds to the Y axis for walking and standing. On the other hand, for
sitting and lying, it mainly corresponds to the Z axis. [KKB14]
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Figure 1.9: Angular velocity signals of 3 performed activities [KKB14]

Figure [1.9) describes the acceleration of all three axes. Each axis value
markedly changes for walking. Differently, for sitting, standing and lying,
the axis values are minor. However, values for standing change significantly,
because it is a relatively unstable activity compared to the other static
activities. As the angular velocity pattern show similarities within all the static
activities and their magnitudes are small, it is not suitable for distinguishing
them.[KKB14]
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1.4. Data Mining

Figure shows, how the triaxial acceleration signals look during the
two performed activities. Red colour reflects the X-axis, blue the Y-axis and
Z-axis. We can see, that walking and walking upstairs differ in the X-axis
pattern.

(b)

Figure 1.10: Acceleration of 3 activities [KKB14]

X Y Z activity
0.2571 | -0.0232 | 0.0146 | standing
0.3424 | -0.0419 | -0.1229 | walking
0.2820 | -0.0579 | -0.1198 | sitting

Table 1.1: A simplified sample of the 3 axial accelerometer generated data

B 1.4 Data Mining

Data mining is a process involving the collection and selection of data,
the pre-processing of data, data analysis, modelling including the visualisation
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of results, interpretation of findings, and the application of knowledge.

Data mining involves tasks of descriptive and predictive nature.
The descriptive ones generate a knowledge base in the form of models that
identify patterns or relationships and correlations in data. Descriptive data
mining tasks are often exploratory. The objective of the predictive data mining
task is to predict the value of a particular attribute based on the values of
other attributes. The predicted attribute is known as target (dependent
variable), while the attributes used for making the predictions known as
independent variables.

To be able to prove or disprove the given hypothesis, we build models
for classification. It is considered as a predictive data mining task. To realise a
predictive data mining task for HAR), we will apply data modelling techniques
based on Machine Learning| algorithms.

B 1.4.1 Introduction to Machine Learning

With the rapid growth of information technologies, a massive amount
of data is generated from different sensors, devices or IoT technologies. The
collected data provides a rich user context. The current computational power
of machines allows generating that knowledge from the massive amount of
data. Here Machine Learning (ML|) comes into play. We can think
about ML as a set of algorithms that finds patterns and relationships in the
dataset. In this thesis, the dataset is a collection of sensor readings
provided by an accelerometer, and the generated knowledge comes from the
relationships between sensor readings.

ML|is a subfield of Artificial Intelligence. It has significant applications
in medicine, economics, finance, natural and technical sciences, ecology and
many others. Methods like data analysis, data mining, text classification and
text mining, recognition of speech, handwriting, images, etc., are all using
ML. [cit07]

Tom Mitchell defines MLl as follows:

Definition 1.2. "A computer program is said to learn from experience E with
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1.4. Data Mining

respect to some task T and some performance measure P, if its performance
on T, as measured by P, improves with experience E.” [GerlT]

A shorter definition of machine learning is written by Kelleher et al. (2015):

Definition 1.3. "It’s an automated process that extracts patterns from the
data". [Kell5]

The ML| algorithm infers the properties on a given dataset. That
information makes it possible to identify or make predictions from a dataset
that the algorithm has never seen before. It is achievable because almost
all nonrandom data contains patterns which allow a machine to generalise
them. For instance, a machine learning algorithm can classify future data
points into walking and standing groups after being trained on a collection of
sample accelerometer data marked as walking or standing.

ML can be divided into three groups depending on the type of learning:

® Supervised Learning
8 Unsupervised Learning

® Reinforcement Learning

In the theoretical part, we are going to introduce the Supervised and
Unsupervised learning. Here, reinforcement learning is not detailed. In the
implementation part, we will apply only Supervised Learning techniques.

B 1.4.2 Basic Concepts

Before we go deeper into supervised and unsupervised learning, let’s
define some terminology.
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B 1.4.2.1 |Instance (feature vector), Attributes (features)

We have a set of activities defined in Table 1.1. Each row represents an
instance, the table represents a set of instances. Instance, also called a feature
vector holds the information about each activity. It is characterized by a
predetermined set of features or attributes (table’s columns). An attribute or
feature is a property or characteristic of an instance.

B 1.4.2.2 Nominal and Numerical Attributes (features)

Attributes can have numerical or nominal values. Numerical attributes
can take integer or real numbers. Nominal, also, called categorical attributes,
can take a collection of information that is divided into a group. In the table
X,Y,Z are numerical attributes, and activity is a nominal (categorical)
attribute. In this thesis, we will work with numerical features and one
categorical feature, the activity, which describes the target.

B 1.4.2.3 Learning Algorithm, Execution Algorithm, the
Classification Model

The learning algorithm generates new knowledge from the set of input
data. The execution algorithm uses the generated knowledge for solving
new problems. The generated knowledge is known as the model. Since the

models describe categorical labels (daily activities), it can be called a
classification model or classifier.
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1.4. Data Mining

B 1.4.3 Supervised Learning

Supervised learning algorithms work with a labelled training dataset,
including the desired output. The learning algorithm constructs the model
representing the input, output and function parameter relationships. With
other words, we try to find out how the labelled variable Y is affected by the
features xg, 21, ..., zp—1. Hence, we are looking for a functional relationship

Y =~ f(zo,x1, ..., xp—1).

B 1.4.3.1 Training and Testing Dataset

It is common practice to divide the dataset into two sets. The training
set serves to build the model, and the testing set helps to check the success
of the model. The success of the model is measured by testing the generated
model with an independent set of data; in our case, it is the testing dataset.
During this process, the correct classifications are known but are hidden to
the classifier. The model’s accuracy is calculated as the number correctly
classified cases divided by the total number of cases.

B 1.4.3.2 Classification and Regression

Supervised learning methods can be divided into classification and
regression problems. If the attribute to be predicted is nominal, it is called
classification. In the other case, it is called regression. Human activity
recognition is considered a classification problem.
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1.4.3.3 Supervised Learning Algorithms

There are several algorithms, which can be a suitable candidate to solve

the classification problem:

Decision Tree Classifier
Random Forest Classifier
Logistic regression
Support Vector Classifier
Neural networks

Bayesian networks

According to different surveys, supervised learning is suitable to solve

the classification problems in the HAR| context:

Another example was presented by Bourobou et al. [BS|] using artificial
neural networks and K-pattern clustering to identify and predict user
activities in smart environments.

In the survey by Lara et |[LL13] human activity recognition activity
is mainly carried out with the support of ML| techniques, k- Nearest
Neighbor, and Decision Tree.

Chawla and Wagner argued that due to the high performance of classifier
algorithms Decision Tree, Support Vector Machine, Artificial Neural
Network, K-Nearest Neighbour could be used for real-time human activity
recognition. [OL18]

Fleury et al. [FVNI10] proposed a smart home system on health care
using the SVM algorithm. The system classifies daily living activities
based on the data from different sensors.
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Figure

1.4. Data Mining

demonstrates different Supervised Learning algorithms,

including their pros and cons and possible application. It helps us to justify
the choice to select the right algorithm for the right problems to be able to
prove the hypothesis.

Category Type Algorithms Pros Cons Applicability in SBs
Requires little statistical train computational burden; Prone to
Requires o Overfitting; Picking the correct Used for classification, control and
Neural ing; Can detect complex non- A - .
. . . topology is difficult; Training can automated home appliances, next
Classifi- networks linear relationships L Lo R P,
. take a long time and a lot of data step/action prediction.
cation
. Can avoid overfitting using the Computationally expensive; Classification and regression prob-
SUPCF}“SCC‘ SVM regularization; expert knowl- Slow; Choice of kernel models lems in SBs such as activity recog-
Learning edge using appropriate kernels | and parameters sensitive to | nitions, human tracking, energy effi-
overfitting ciency services
Very simple representation
Bayesian net- does not allow for rich You should train a large training Energy management system and hu-
works hypotheses set to use it well. man activity recognition.
. R Patient monitoring, healthcare ser-
Non-parametric algorithm that N o e
.. . . . . vices, awareness and notification ser-
Decision trees is easy to interpret and explain. Can easily overfit vices
. Flexible generalization of se- Requires training using annotated . . L L
Hidden 8 q 8 s Daily living activities recognition
quence profiles; Can handle data; Many unstructured parame- P
Markov o classification
variations in record structure ters
. R modeling occupant’s behavior, an
Enables learning of features Requires a very large amount . odeling occupant bel avior, & d
. . in human voice recognition and
Deep rather than hand tuning; Re- of labeled data, computationally - et ares
. c e . monitoring systems; Context-aware
Learning duce the need for feature en- really expensive, and extremely .
. N SB services.
gineering hard to tune.
. Orthogonal Can go seriously wrong if there For regression problem such as en-
Regression matching Fast are severe outliers or influential gression prob em §
. . ergy efficiency services in SBs.
pursuit cases
Straightforward to understand . .
clustered- gato! i Itis not flexible enough to capture .
and explain, and can be regu- Gesture recognition.
based X X - complex patterns
larized to avoid overfitting.
Tncreased  model accuracy Difficulties in interpreting deci- .. .
Ensemble . P . Human activity recognition and En-
N/A through averaging as the sions; Large computational re- eray efficiency services
methods number of models increases. quirements. i Y )
Can model temporal . . L
. . P Model identification is difficult;
relationships; Applicable . X
. P Traditional measures may be in- .
Time to settings where traditional e L Occupant comfort services and en-
N/A X . appropriate for TS designs; Gen- gy -
series between-subject designs are ergy efficiency services in SBs.

impossible or difficult to
implement

eralizability cannot be inferred
from a single study.

Figure 1.11: Supervised learning algorithms with its pros, cons and application

context

Based on our study, five ML algorithms were chosen suitable for

the classification problem, which will be used to train the models in the
implementation part. Next, these algorithms are described from the high-

level perspective.
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B 1.4.3.4 Decision Tree Classifier (DTC)

A decision tree is an arrangement of data located in a tree structure.
It represents several possible decision paths and an outcome for each path.
Depending on whether the output produces categorical or numerical values,
classification and regression trees are distinguished. In the following part, the
classification trees are discussed. The classification decision tree consists of
decision nodes and leaf nodes, which return the classification result.

Entropy and the information are two essential components, which help
to build the decision tree. There is a set S of data. Each data is labelled
with one of a finite number of classes cq, ..., ¢,. Entropy measures how the
set of attributes are ordered. If most of the data points belong to a single
class, the level of uncertainty is low, which means the entropy is low. On
the other hand, there would be a higher entropy. Information gain is
the second principal component. It helps to select which feature to choose
to reduce the uncertainty of the set. Information gain is defined by entropy
minus the weighted sum of entropies. The tree for learning from a
set of labelled data uses the ID3 algorithm, which operates in the following
manner: Let us be given some labelled data, and a list of attributes Fi, ..., F},
to consider branching on. The algorithm uses the information gain to split
the set, starting first building the root of the tree with the attribute, by the
highest information gain. After, it goes all the way down splitting the data
up into different groups based on the information gain of attributes. The
algorithm finishes in 2 cases: or it runs out of attributes or the data at the
node have the same class of our interest. A constructed tree can classify new
entries.

The main benefit of the decision trees is that they do not require data
preprocessing and normalization. It has however a weakness. It is inclined to
overfitting a model when the depth of the tree is not limited to a particular
level.

B 1.4.3.5 Random Forest Classifier (RFC)

Random Forest Classifier is an ensemble learning method that combines
several weak learners in order to produce a more robust classification model.
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1.4. Data Mining

It is created by combining the output of different decision trees that have
already been trained using the bootstrap method (bagging process). The
general idea behind the bootstrap that we first create from the input training
dataset D, n different datasets D1, ..., D,. They have the same size as D
dataset. We use repetitive selection. We will teach the decision tree on a
Di dataset usually with the depth two or three. Let us denote these trees
T1,...,T,. Through each data point, we run all the trees T, ...,T;, and from
each of them we save the decision (output). The final decision to determine
the output depends on the sum of the output tested by all the trees.

Random forests can be used for both classification and regression
problems. One of the advantages is that random forests are fast to train but
are relatively slower when making predictions. The main disadvantage of the
random forests is that a large number of trees makes the model slow.

B 1.4.3.6 Multinomial Logistic Regression (MLR)

Multinomial logistic regression is used for predicting nominal dependent
variables based on using the linear combination of multiple independent
variables. It allows us to predict more than two categories of the dependent
variable. The algorithm uses the maximum likelihood estimation to evaluate
the probability of categorical membership.

B 1.4.3.7 Support Vector Classifier (SVC)

Support Vector Classifier or SVC is a ML algorithm whereby a model
categorises data around a hyperplane. Intuitively, a hyperplane can be a “line”
that separates and classifies a set of data. If the data point lies further from
the hyperplane, the confidence of the correctly classified data point is rising.
Support Vector Classifier is used for both classification problems.[KDN]
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B 1.43.8 K-nearest Neighbors (KNN)

According to the literature, k-nearest neighbour is one of the easiest
supervised learning algorithms. [K.17] Let us be given a scatter plot and
distance function. The distance function allows us to compute the distance
between two random points on the plot. To be able to train the model, it
is required to have already classified data. If there is a new data point to
classify, the algorithm looks at k nearest points on a scatter plot and decides
which class it belongs to. It is important to choose an appropriate k value.
For this purpose is recommended to run tests for different k values. It needs
to be small enough not to gather insignificant neighbours, but large enough to
provide enough data points for a valid sample to be taken. KNN is a simple
concept, but it can be extremely powerful. Despite its simplicity, it has its
drawbacks: the curse of dimensionality. [K.17]

Bl 1.4.4 Unsupervised Learning

HAR has proceeded through the use of supervised learning techniques
in recent decades. However, there are some cases when unsupervised learning
method could be utilised. Unsupervised learning algorithms do not work with
a labelled training dataset. Compared with the supervised learning, there is
no training set with labels compared to the instances. [GerlT]

From the unsupervised learning types, clustering is the most popular.
Here, the algorithm analyses the similarities between the input samples and
classifies them into different clusters. [cit07] In the HAR context, unsupervised
learning algorithms can be used to recognise various activities, when it’s
challenging to have labels (output) for input data, for instance:

® The paper [AGO™13] presents an unsupervised learning method approach
to recognise the number of perfomed activities.

In the practical part, we work with a labelled dataset. The Unsupervised
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1.5. Model Evaluation Metrics

Learning technique for building a HAR] will not be used.

. 1.5 Model Evaluation Metrics

B 1.5.1 Performance Measures

Performance measure includes the last steps in a ML project. When we
train the model, there are different methods to learn performance measures,
which evaluate how effectively a particular classifier operates. They help
us to evaluate the correctness, efficiency and usefulness of the design and
the modelling process. The following two methods are going to be used to
measure the performance of the model: Classification accuracy and Confusion
matrix.

B 1.5.1.1 Classification Accuracy

Classification accuracy compares the ratio of the number of correct
predictions to the total number of input samples:

NumberofCorrect Predictions
Totalnumbero f Predictions

Accuracy =

The main disadvantage of the method is that it is working well only
when we have the same or almost the same number of samples belonging
to each class. So, the misclassification of minor class samples is high. For
instance, consider 80% of samples from class A and 20% from a different class
B. We can easily reach high accuracy by simply predicting all samples to be

of the class A. [MIS]
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M 1.5.1.2 Confusion Matrix (CM)

Confusion matrix, as the name says, returns the output in the form of
a matrix, which describes the complete performance of the classifier. The
main idea is to count the number of times instances of class A classified as
class B. In a confusion matrix, each row describes an actual class, while each
column represents a predicted class. [Ger17] For instance, to know how many
times the classifier confused STANDING with SITTING, we take a look at
the STANDING row and SITTING column.

Predicted: SITTING | Predicted: STANDING
Actual: SITTING 34 (TP) 10 (FN)
Actual: STANDING | 6 (FP) 56 (TN)

Table 1.2: Example of a Confusion Matrix

Let us assume we have samples belonging to two classes: SITTING
and STANDING. Furthermore, we have a model which classifies the data point
to one of the classes. An activity, for instance, SITTING can be classified

SITTING or STANDING. To understand from the matrix how the model has
performed, we define four terms:

® True Positives (TP): The case in which we predict SITTING and the
actual value is also SITTING. It is the number of positive records
correctly predicted as positive by the model.

® True Negatives (TN): The case in which we predict STANDING and
the actual value is STANDING. It is the number of negative records
correctly predicted as negative by the model.

® False Positives (FP): The case in which we predict SITTING and the ac-
tual value is STANDING. It is the number of negative records incorrectly
predicted as positive by the model.

® False Negatives (FN): The case in which we predict STANDING and the
actual value is SITTING. It is the number of positive records incorrectly
predicted as negative by the model.
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1.5. Model Evaluation Metrics

Accuracy is meant as the total number of correct predictions proposed
by the model which includes the positive and negative predictions.

It is calculated as:
_ TruePositives+TrueNegatives
Accuracy - Total NumberO fSamples

[ Summary

Chapter 1 pointed out that thanks to today’s technological development,
HAR has become one of the essential studies with an increasing number of
practical applications.

Thanks to the theory, we analysed the opportunities for creating a
human activity recognition classifier including supervised Machine Learn{
algoirthms. Based on that we selected five algorithms to confirm the
hypothesis of the thesis.
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Chapter 2

In the previous part, we got familiar with the theoretical background of
the thesis. Chapter 2 describes the methodology for building human activity
recognition classifiers, which will help us to evaluate the hypothesis set in the
Introduction.

The methodology is a sequence of events, described as separate sections
within this chapter. It begins with the description of the dataset. According
to this dataset, the HAR]system will be designed. Further, we perform an
exploratory data analysis, where the utilised data is inspected and visualised.
Then comes the preprocessing step, where we prepare the dataset for the
classification algorithms. The last step includes modelling. In it, we will
demonstrate how classification algorithms are used to build models from the
preprocessed data.

The evaluation of the constructed models will be discussed in Chapter 3.
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. 2.1 The Utilised Dataset

In this section, the dataset used in this work is detailed. We begin with
the basic description of the dataset. Next, we shortly introduce how the data
preprocessing and feature extraction were done.

B 2.1.1 Data Source

A dataset called "A Public Domain Dataset or Human Activity Recogni-
tion Using Smartphones" is used to accomplish the objective of the thesis. The
experiment has been carried out with a group of 30 volunteers between the
age of 19-48 years. Each person followed a protocol to perform six activities
(walking, walking upstairs, walking downstairs, sitting, standing and laying)
wearing a smartphone on the waist.

During the experiment, the data was simultaneously gathered from
2 sensors, an accelerometer and a gyroscope embedded in a smartphone.
There were captured 3-axial linear acceleration and 3-axial angular velocity
at a constant rate of 50Hz. Although the dataset contains data both from
accelerometer and gyroscope gathered data, for the purpose of this thesis,
we’ll use only data coming from the accelerometer. [DARO13]

B 2.1.2 Data Preprocessing and Feature Extraction

As a first step, the collected signals went through noise reduction
with a median filter and a 3rd order low-pass Butterworth filter with a 20
Hz cutoff frequency. Next, the time signals were sampled in fixed sliding
windows of 2.56 second with 50%.(128 readings/window) After was used
another Butterworth low-pass filter was used to separate gravitational and
body motion components. Then, from each window, a vector of features
was calculated by the time and frequency domain variables. In the end, the
authors split the dataset into training and testing sets with the distribution
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of 70:30. [DAROI3]

2.1. The Utilised Dataset

Raw Signal

Definition

tBodyAcc-XYZ

Body acceleration in time

tGravityAce-XYZ

Gravity acceleration in time

tBodyAccJerk-XY7Z

Jerk in body acceleration in time

tBodyAccMag Magnitude of body acceleration in time
tGravityAccMag Magnitude of gravity acceleration in time
tBodyAccJerkMag | Magnitude of jerk in body acceleration in time

fBodyAcc-XYZ

Body acceleration in frequency

fBodyAccJerk-XYZ

Jerk in body acceleration in frequency

fBodyAccMag

Magnitude of body acceleration in frequency

fBodyAccJerkMag

Magnitude of jerk in body acceleration in frequency

Table 2.1: Description of raw signals from HAR| experiment [DARO13]

The "XYZ’ denotes the three-axis directions X, Y, Z for each of
the tri-axial signals; t indicates time-domain variables; f denotes frequency
domain variables. [DARO13]
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Descriptive Definition

mean() Average value

std() Standard deviation

mad() Median absolute deviation

max() Maximum value

min() Minimum value

smal() Signal magnitude area

energy() Energy value

iqr() Interquartile range

entropy/() Signal entropy value

arCoeff() Autoregression coefficient

correlation() Correlation coefficient

maxInds() Index of the largest magnitude frequency component
meanFreq() Weighted average of the frequency component
skewness() Skewness of the frequency domain signal

kurtosis() Kurtosis of the frequency domain signal
bandsEnergy() | Energy of the frequency within the FFT of each window
angle() The angle between the vectors

Table 2.2: Description of derived variables from raw signals [DARO13]

Feature extraction helps to achieve a better quality of the dataset
which raises the performance of the classifier models. During this process,
new features have been derived from the initial obtained tri-axial signals from
the accelerometer.

First, the total acceleration signals were split into tBodyAcc-XYZ and
tGravityAce-XYZ.

Next, the Jerk signals tBodyAccJerk-XYZ were derived from the raw
signals. Jerk signals reflect the rate of change in acceleration over time.

Then, Euclidean norm is used to calculate the magnitude of each
of the signals. It results in features as tBodyAccMag, tGravityAccMag,
tBodyAccJerkMag.
Additionally, a Fast Fourier Transform was applied to produce the features
as fBodyAcc-XYZ, fBodyAccJerk-XYZ, fBodyAccJerkMag.[DARO13]

42



2.2. Design of the[HAR system based on the dataset

B 22 Design of the HAR| system based on the
dataset

B 2.2.1 The Problem Setting

The main tasks of the practical part are doing an exploratory data
analysis and developing models that are capable of recognising multiple
daily activities. After evaluating the success of the developed models, the
hypothesis will be proven or disproven.

In order to build a generalisable activity recognition classifier, a subject-
independent (impersonal) approach is selected. It means, that we try to
create a model based on the training dataset that generalises the diversity
between users. Thanks to this ability, the model is able to classify the
predefined six daily activities of a new user. During the implementation,
five supervised Machine Learning| techniques are applied on the dataset to
solve the classification problem. Our utilised dataset went through data-
prepocessing and feature extraction. Therefore, they’re partially prepared for
the implementation. The realisation of the practical part will be detailed in
the following sections.

B 2.2.2 Set of Activities

Activity name ID | Type
WALKING 1 | dynamic
WALKING_UPSTAIRS 2 | dynamic
WALKING DOWNSTAIRS | 3 dynamic
SITTING 4 | static
STANDING 5 | static
LAYING 6 | static

Table 2.3: Table of the perfomed activities
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Bl 2.2.3 Technology

To handle the practical part of the thesis Python 3.7.6 was used. The
experimentation and data visualisation happened in Jupyter notebooks.
The written program has dependencies to some standard packages.

To collect and transform data efficiently, we use the Pandas package.
It offers the DataFrame structure for storing heterogeneous tabular data and
also provides an efficient operations with the data.

Further, we utilise numpy 1.18.1 and scipy 1.4.1 packages to perform
statistical computations. For applying ML algorithms, we use implementa-
tions provided by the scikit-learn version.

Finally, all the plots presented in this thesis are generated using mat-
plotlib 3.1.3 and seaborn 0.10.0.

The experiment was done on a Macbook Pro 2010 with a processor 2,4
GHz Intel Core 2 Duo and RAM 8 GB 1067 MHz DDR3. We present the
technical configuration, as the training and testing time of the models will be
given in the appendix.

BN 23 Exploratory Data Analysis

Exploratory data analysis is a method to analyse and investigate a
set of data with the purpose to summarise its main characteristics, discover
patterns or anomalies with the help of statistics and graphical representation.
[Patl

In order to achieve the exploratory data analysis, first, the data is
collected and placed into an appropriate format using the Pandas package.
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2.3. Exploratory Data Analysis

B 2.3.1 Data Characteristics

The first element of the performed data investigation is the number of
the instances and its dimension. The training and testing dataset contains
10299 instances and 561 features.

Here, we discover, that the dataset contains features coming from
accelerometer and gyroscope sensors, too. Since we defined data genereted
only by the accelerometer, we drop all the features coming from the gyroscope.
After the elimination of unneed features, the dataset contains 10299 instances
and 351 features. In table 2.4 we can a see 10 features out of 351 used for
building the model.

Feature ID | Feature

tBodyAcc-mean()-X
tBodyAcc-mean()-Y
tBodyAcc-mean()-Z
tBodyAcc-std()-X

tBodyAcc-std()-Y

tBodyAcc-std()-Z

tBodyAcc-mad
tBodyAcc-mad
tBodyAcc-mad
tBodyAcc-max

OO0 || U = | W[N]+~

0-
0-
0-
0-

—
o

X

Table 2.4: Part of the features used for training the model

Now, histograms from the training and testing dataset are created to
understand the data distribution of the activity and the subject. In figures
2.1 - 2.4 it is observed, that in the training and testing datasets, each activity
is represented by sufficient data points. Although, there are fluctuations in
the activity counts, they are almost equally distributed.
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Figure 2.1: Histogram - count of the target variable (training set)
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Figure 2.2: Histogram - count of the target variable (testing set)
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Figure 2.4: Histogram - Particular activities performed by subjects
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B 2.3.2 Pattern Discovery (Activity Exploration)

The dataset is geared towards classifying six activities performed by
30 participants. In the following part, we investigate whether data points
corresponding to the activities are separable.
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-50
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Figure 2.5: Visualisation of particular activities in a two dimensional space

B 23.2.1 t-distributed Stochastic Neighbor Embedding

Since the training and testing datasets have a high-dimension (contain
several features), we need to find an appropriate tool to be able to visualise
the diversity of the data points in a low-dimensional space. t-distributed
Stochastic Neighbor Embedding (t-SNE) is a machine-learning algorithm that
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2.3. Exploratory Data Analysis

is capable of visualising high-dimensional data. Shortly, in the first step, the
algorithm creates a probability distribution that represents the relationships
between various neighbouring points. In the second step, it tries to recreate a
lower-dimensional space that follows the probability distribution in the best
way. [sld]

After reducing the high-dimensional data-points, we visualise the results
in the two-dimensional graph, represented in Figure [2.5. We see, that most
of the activities represented by data points create clusters. We can claim,
that they are mostly separable. Exceptions are the activities STANDING
and SITTING. We see that the data points of these activities lie very close
to each other, often overlap in the reduced two-dimensional space.

B 2.3.2.2 Differentiating Static and Dynamic Activities

For differentiating static and dynamic activities we will use the feature
BodyAccMag-mean. Probability density function (PDF) helps us to set a
condition to separate static and dynamic activities. The rendered graph,
located in Figure 2.6 shows that the static activities are situated below the
value - 0.5 and the dynamic activities above -0.5.
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Figure 2.6: Analysis of the tBodyAccMag-mean feature
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Boxplots can also be used to differentiate static and dynamic activities
using the Body Acceleration Magnitude feature. In Figure the rendered
graph is located. We see, that static activities are situated below the value -
0.8 and the dynamic activities above -0.6.
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Figure 2.7: Boxplots - tBodyAccMag-mean feature
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2.4. Preprocessing Step

B 2a Preprocessing Step

B 2.4.1 Dimension Reduction

The dataset contains 351 features. To work with a high dimensional
dataset brings difficulties not just at visualizing, but it can be computationally
expensive and complicated at model training, too.

There are different techniques to reduce a large number of attributes.
During the implementation process we tried out one of them, Principal
Component Analysis (PCA). Looking at the technique on high-level, it takes
a higher dimensional data space and transforms the data points to a lower-
dimensional space.

After applying PCA in our datasets with variance 0.9, we discover, that
62 principal components should be sufficient to train the model with a similar
accuracy level. We train the Logistic Regression model with a reduced feature
number. In the implementation, we observe that the required modelling time
is decreasing because we work with fewer features. On the other hand, the
model’s accuracy is not improving because there is some information loss that
harms the model’s performance. We stop examining PCA on other models.

It follows that in our case, it is better to avoid dimension reduction and
work with the original dataset containing 348 features. The reasons are the
following: we receive a higher accuracy with the original amount of features
and the dataset contains only 10299 data points, which doesn’t yet require
high computational power.

B 2.4.2 Modelling

B 24.2.1 Hyperparameters

To train a model requires finding its optimal parameters in order to gain
the highest possible accuracy. These parameters are called hyperparameters.
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They are important, because they control the behaviour of the training
algorithm and have a significant impact on the performance of the model. To
set the right parameters for the training process, we use the cross-validation
technique combining with the GridSearchCV methodology. Thanks to this
technique, multiple values are tried out with the purpose to find out the
optimal hyper-parameter space depending on the cross-validation score.

The process consists of 2 main parts:

® Step 1 - Modelling - Here, the model is trained using cross-validation
using the traiing dataset (70% of the total records).

® Step 2 - Performance measure - Here, the model is evaluated using the
trained model created in Step 1. The model uses the testing dataset,
which consists of the remaining 30% of the total records.

The following ML algorithms were implemented:

Decision tree

Random forests

B Logistic regression

Support Vector Classifier
= KNN
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Chapter 3

Evaluation

This chapter contains the evaluation of the implementation results
obtained the different generated models listed in the second chapter. The
outcomes are examined individually, containing the classification accuracy
and an analysis confusion matrix. As we mentioned earlier, the models were
trained using 70% of the data set. The rest of the data was used for
testing the performance of each model.
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3. Evaluation

. 3.1 Evaluation of the Models

B 3.1.1 Decision Tree
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Figure 3.1: Confusion Matrix For Decision tree

The first implemented model is the decision tree. After evaluating
the classification accuracy using the testing dataset, we reached 83.33% ac-
curacy. When we look at the results summarised by confusion matrix, it
can be observed in Figure that the following model suffered the most in
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3.1. Evaluation of the Models

differentiating the following activities: SITTING AND STANDING WALK-
ING _UPSTAIRS and WALKING DOWNSTAIRS One of the reasons that
the decision tree fails at predicting the above-mentioned activities stems from
the section design issues in Chapter 1. We mentioned, that some tasks such
as sitting and standing or walking upstairs and walking downstairs could be
more challenging for ML techniques because their pattern can easily overlap.

B 3.1.2 Random Forests
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Non-normalized confusion matrix
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Figure 3.2: Confusion Matrix For Random Forests
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3. Evaluation

The next implemented model is the random forests classifier. As
we mentioned in the theoretical part, the algorithm is based on a set of
decision trees with depth two or three, which work together to bring a better
performance. Comparing random forests classifier to the decision tree, we
can claim that this model has brought a higher accuracy. The classification
accuracy of the random forests classifier is 88.05%, and thus 5% higher than
the result from the model based on decision trees. However, the training
time for this model required more time than the decision model. It took
approximately 20 minutes to build up the model. When we analyse the
confusion matrix, we see above that random forests classifier has brought a
better performance in each classified activity. The model is failing at most
at activities SITTING AND STANDING and WALKING UPSTAIRS and
WALKING _DOWNSTAIRS.
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3.1. Evaluation of the Models

B 3.1.3 Multinomial Logistic Regression

500
MNon-normalized confusion matrix
WRLKING 479 14 3 0 0
400
WIBLKING_UPSTAIRS 1
_ WALKING_DOWNSTAIRS 300
=
m
£
SITTING
- 200
STANDING -
LAYING -
100

Predicted label

Figure 3.3: Confusion Matrix For Logistic Regression

The multinomial logistic regression model is one of the best performing
models. When we compare the logistic regression model to the previously
built models, we conclude that the model outperforms the previously ob-
tained accuracy results. The model reached 90.56% in classification accuracy.
After examining the confusion matrix, we observed that there is low cluster
misclassification by the model but some amount of misclassification occurred
for the stationary activities, concretely, for SITTING and STANDING.
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3. Evaluation

B 3.1.4 svC
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Figure 3.4: Confusion Matrix For SVC

Among the performed models, Support Vector Classifier has provided
the best scores. This model has reached 91,24% in classification accuracy
in total. However, the training time required approximately 20 minutes,
similarly to the Random Forests Classifier. Figure presents the confusion
matrix of the SVC model. It can be seen that most of the activities have
been classified with high accuracy. On top of that, the model classifies laying
activity with 100% accuracy. However, standing and sitting activities were
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3.1. Evaluation of the Models

still slightly misclassified.

B 3.1.5 KNN
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Figure 3.5: Confusion Matrix For KNN

The final individual algorithm was the K nearest neighbors algorithm.
KNN reached 87.38% classification accuracy. The algorithm has lower misclas-
sifications levels, mostly failing at static activities SITTING and STANDING.
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3. Evaluation

B 3.2 Evaluation of the Hypothesis

The hypothesis set in the Introduction is the following:

®m H1- At least one of the applied supervised [Machine Learning| algorithm,
modelled on the chosen HAR|dataset is capable of classifying a predefined
set of daily activities with more than 90% of the accuracy.

The previous sections demonstrated the evaluation of each
method, including classification accuracy and confusion matrix. The
research hypothesis requires at least one ML method to achieve more than
90 % accuracy. To be able to prove or disprove the hypothesis, we use the

results of the classification accuracy for each implemented method tabulated
in table 3.1.

Model Classification accuracy
Decision Tree 83.33%
Random Forests 88.05%
Logistic Regression 90.56%
Support Vector Classifier | 91,24%
KNN 87.38%

Table 3.1: Classification accuracy of each implemented algorithm

Table shows, that two Machine Learning| methods, Logistic Re-
gression and Support Vector Classifier outperform the predefined 90% of
accuracy. These 2 models meet the hypothesis statement. Logistic Regression
achieved 90.56% and Support Vector Classifier 91.24% of accuracy. Thus, our
hypothesis is proven.
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3.3. Strengths and Limitations of the Models

B 33 Strengths and Limitations of the Models

B 3.3.1 Strengths

B 3.3.1.1 Capable of differentiating static and dynamic activities

According to results obtained from the confusion matrix, we found
out that all created models are capable of differentiating static and dynamic
activities with negligible number of mistakes.

Decision tree and random forests regression work with 100% of accuracy at
differentiating static and dynamic activities.

LR and SVC make 2 mistakes at classifying walking upstairs instead of
standing and KNN 4.

B 3.3.1.2 High Classification Accuracy

One of the strengths of the implementation is the high accuracy perfor-
mance achieved by LR and SVC models. The evaluation part indicated that
those models resulted in a high precision classification of the activity patterns,
and it signifies that these obtained results could be further replicated.

B 3.3.2 Limitations

B 3.3.2.1 Classification Problems

The first limitation of the implementation part is that most of the
models classify certain activity patterns with low accuracy. As we presented
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3. Evaluation

the confusion matrix of each model, we observed that some models failed
in differentiating WALKING _DOWNSTAIRS and WALKING__UPSTARIS
activities. Furthermore, we observed that every implemented model fails at
predicting SITTING and STANDING activities. According to the theory,
these activities have similar pattern representation. Thereby, they can overlap
easily in the feature space.

B 3.3.2.2 Number of utilized ML techniques

The second limitation is connected to the number of utilized ML tech-
niques. For the thesis purpose, five ML models were implemented. Two of
them fulfilled the hypothesis statement. Therefore, we succeeded in verifying
the hypothesis. On the other hand, in the theoretical part, we mentioned
other methods, which are also convenient for our classification problem, but
we did not implement them. If the obtained results are used in further work
(i.e. in an application), we cannot be sure that we would choose an optimal
model (the one with the highest accuracy). In order to claim that we have
found the optimal model, we should implement every recommended method.
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Chapter 4

In the previous chapter, we evaluated the results. We proved that there
is a supervised [Machine Learning| algorithm, modelled on the dataset,
that is capable of classifying the predefined six daily activities with more
than 90% of accuracy. The beginning of the fourth chapter demonstrates
the opportunities and possible applications, where the system could be
used. Afterwards, a review of the current study is summarized. It iterates the
objective of the research with all the important steps and makes conclusions.

B a1 Application

The implementation part of the thesis has shown, that a well-preprocessed
dataset brings us promising results in classification of daily activities even
using a single sensor. Now, we will discuss practical applications of the HAR
system.
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Bl 4.1.1 Medical Application

A well-functioning healthcare system is required to maintain the health
and prevent sickness of citizens. The motivation behind such a system is to
prevent, treat and manage diseases and provide the physical and mental well-

being of a person. There exist lifestyle-diseases, which can lead to certain
chronic diseases such as diabetes, stroke, high blood cholesterol, hypertension
or cardiac failure. JoMUCoQoHCiA01] One of the lifestyle-diseases,

which has seen a rapid increase in the Czech Republic over the past decades,
is obesity. According to the statistics made in 2018, in the Czech Republic,
47% of men and 33% of women are slightly overweight. Obesity affects almost
20% of men and 18% of women. If we compare the results to previous years,
obesity has an increasing tendency among individuals. [CZS] To treat or
prevent lifestyle-disease, a combination of a healthy exercise routine and a
balanced diet is recommended. In the current circumstances, our health
care system needs innovations. The paper [Bra] suggests to not only focus on
treating people but also advising and guiding them about how to deal with
and prevent chronic medical conditions. One of the possible solutions
is telemonitoring, which involves monitoring the patients. A device used
for telemonitoring, for instance, a smartwatch not just tracks the patient’s
mobility, but can also record heart rate and blood pressure. The core
of mobility detection is based on the HAR|system. It details the amount of
time spent in dynamic activities or static activities. The obtained data can
help healthcare workers monitor the patient physical condition, make better
decisions for recommendation or allocation of a particular treatment.[CNSL]

B 4.1.2 Personal Lifelog

Another possible application of the [HAR] system is personal lifelog.
Personal lifelog is a set of data containing an individual’s daily activities. The
data helps to understand the user’s life interactions. By mining the logged
data, the application can offer a detailed lifestyle summary or report about
the sleeping habits. Most of the recognized activities provide users with
medically useful information, such as step counts for walking, jogging, going
up-stairs/down-stairs, or data on walking distance and duration. [CNSL]
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4.2. Limitations of Results for the Real-life Scenario

. 4.2 Limitations of Results for the Real-life
Scenario

As we described in the third chapter, in the utilised HAR dataset, each
person had to follow a protocol to perform six activities wearing a smartphone
on the waist. In a real-life scenario, it could be challenging to achieve similar
results with our generated models as actions can draw different patterns in
the feature space, and the smart device location also can be different.

Here, we discuss which limitations we need to face at real-life scenario imple-
mentation and which suggestions we would have.

B 4.2.1 Generated Dataset From Real-life Scenario

The dataset is a model dataset. It contains data coming from
performing six activities under laboratory conditions. However, training
models which use such dataset for practice are not sufficient. Models should
be built upon a datasets, where data is also collected from a real-life scenario.

B 4.2.2 Flexible Sensor Location

The generated dataset used for the thesis’ purpose was acquired from
a mobile phone’s accelerometer located in the waist. The sensor location
can vary from user to user. Hence, the location of the sensor embedded in
a smartphone or other smart device needs to be more flexible for a real-life
scenario.
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B 4.2.2.1 Multiple sensors, better accuracy

In the implementation, only the accelerometer’s generated data and
their derivation were used for building classifying models. As shown in work
[KDN], accelerometer combined with gyroscope can bring us more accurate
results. Therefore, it’s another opportunity to use data from 2 sensors to
carry out more reliable models for a real-life application.

B 4.2.2.2 Real-time Data Processing

In this thesis, we showed that a dataset generated from the accelerometer
can be used for creating a system. For this purpose, using a static
dataset was sufficient. However, for a real-life scenario, we need to process
the data in real-time, which requires us to create a more complex system.
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Conclusion

The aim of this thesis was to confirm or disprove the stated hypothesis
through an experiment, which assumes, that at least one of the applied
supervised Machine Learning|algorithms, modelled on the accelerometer based
HAR)] dataset is capable of classifying a predefined set of daily activities with
more than 90 percent of accuracy. The work focuses on the study of
techniques in the HAR research area. We picked 5 supervised
[Machine Learning| algorithms for our experiment. In the implementation
part we focused on exploratory data analysis, modelling and evaluating
the learning methods. In the exploratory data analysis we supposed, that
the selected dataset is most likely suitable for modelling. We observed,
that each activity is represented by sufficient data points and that they are
almost equally distributed. Next, using t-SNE technique on the dataset, we
noticed, that in the two-dimensional space most of the activities are separable
from each other. Additionally, visualisation of the feature representing the
body acceleration magnitude showed us clearly, that the static and dynamic
activities are differentiable. We built our models from the training dataset
using k-fold cross-validation technique for hyperparameters tuning. After
evaluating the success of these models, we noticed, that 2 of the 5 models,
Logistic Regression and Support Vector Classifier at classifying outperform
the set accuracy at classifying. Logistic Regression achieved 90.65 % and
SVC 91.24% of accuracy. By this step the hypothesis of the thesis was proven.
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The study proved, that the data coming from the accelerometer embedded in
a smartphone can be used for differentiating the predefined 6 activities with
more than 90% of accuracy. Thanks to that, we can monitor the movement
of the individuals. An application based on this feature can be used mostly
for personal life logging or by healthcare providers for therapeutical and
prophylactic purposes.

Thanks to the study, I got familiar with designing a HAR, system. Fur-
thermore, I learnt to use several libraries connected to Data Processing and
Machine Learning.
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Appendix A

Acronyms

HAR Human Activity Recognition. X, 15]
126, [28, (32, 133, 139, |41} |43} [53} (60} (63167

ML Machine Learning. 313, 31, 63,
67
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