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The year is 2020. I can say with confidence, that the last decade belonged to AI. Modern hardware finally allowed for solving tasks deemed too computationally demanding before. Machine learning algorithms are already present in our daily activities, even if we do not know about them. They are responsible for solving numerous tasks: predictions, recommendations, object detection and recognition and many more.

I have always wanted to connect my field (computer science) with natural sciences. Medical industry offers various applications of machine learning, one of which is image analysis. Medical images have become an integral part of diagnosis and treatment of patients. It comes just natural to try to automate the process of their analysis and diagnosis.

The focus of my thesis is detection of organs in CT images using modern approaches, such as neural nets. This covers researching the medical imaging field, state-of-the-art methods for image analysis and also implementing my own prototype for organs detection with the data set of my choice.

In the first chapter of my thesis I will talk about how the field of medical imaging developed throughout the history, starting with X-Rays. I will focus on classical methods used for medical image processing, which proved to be efficient, but are being replaced by machine learning algorithms. The following chapter introduces CT as a technology and some important characteristics of the CT scans. The third chapter is a review of convolutional neural networks and their variations proposed for different scenarios and uses in image processing. And last, but not least, I will describe the work I have done implementing a neural networks model for detection of organs in CT images. My task is segmentation of a spine and specific vertebrae.
The aim of this thesis is to research techniques used in the medical imaging domain and implement my own model for segmentation of organs using neural nets.

In the literature review I will look at the historical milestones that shaped the medical imaging domain. I will introduce techniques for image analysis in medicine popular in the past, as well as those used nowadays. Furthermore I will focus on CT images and the technology behind them. The approach of my choice is convolutional neural networks and their variations that have recently gained popularity.

The practical part of my work will cover implementing my own prototype model for segmentation tasks over medical images. The data set I will work with consists of CT images of human spines. I will try to segment spine and also specific vertebrae from these images. I will compare my results with results of already existing models, discuss them. My prototype code has to be published and be reproducible.
In the first chapter of my thesis I am going to talk about Medical Image Analysis. I will briefly describe discoveries and milestones in medical imaging that led to the origin of the field. I will continue with introducing techniques and approaches used at its beginnings and are still relevant to this day.

1.1 Medical Imaging

Medical imaging is an integral part of the modern medicine. It refers to the techniques that produce visualisations of various parts of the human body. These images are usually used for diagnoses and treatment of patients. Its use became widespread in the 20th century, as many of the devices used for medical imaging were invented in the past hundred years.

It all started in 1895 with X-Rays. Wilhelm Conrad Röntgen was experimenting with a cathode-ray tube (vacuum tube with electron beams that strikes a phosphorescent screen) \[1\]. He noticed the tube was emitting a fluorescent glow. This ray could pass through various substances and human tissues, except for bones and metal objects, casting shadows. One of his first experiments was an image of his wife’s hand \[1.1\]. The news about X-Ray spread quickly and left the scientific community amazed. X-Ray started to be heavily used in medicine and physics very soon after its invention. However, unwanted side-effects were observed. X-Rays have a very short wavelength (1 angstrom). Therefore, they can penetrate materials visible light (6000 angstroms) cannot. This can cause serious damage to human bodies like skin burns or even loss of limbs from early exposures.

Another important milestone in the medical field was ultrasound. Unlike X-Ray, ultrasound had been already used in other areas (localisation of submarines, detection of flaws in metals) before its introduction into medical diagnosis. Ultrasound is a high-frequency sound. So high, a human ear cannot detect it. A probe is used to transmit these waves into patient’s body. The
sound-waves echo from internal tissues and are reflected back to the probe. Then, an image representation is computed from the reflections. In 1958, Ian Donald and his team published the first paper about the use of ultrasound in obstetrics and gynaecology. They managed to get the first image of a fetus. Ultrasound gained popularity also due to its non-invasiveness and harmlessness (in comparison to X-Rays). By 2000, modern real-time scanning machines with 3D/4D options were already available on the market.

After 60 years from the invention of X-Rays, a biomedical engineer Godfrey Hounsfield came up with an idea to create three-dimensional scans of the human body. K. B. Bhattacharyya summarised Hounsfield’s journey in his article. He wanted to develop a software that would compile X-Ray images from various angles into a 3D one. He succeeded and constructed the first CAT (computed axial tomography) scanner. In 1971, CAT scanners began to be used in hospitals. They could produce scans of brains, which was very helpful in diagnosing brain lesions. Hounsfield worked very hard to improve his inventions, so other parts of the body could be imaged as well. He was awarded a Nobel Prize for Medicine in 1979. I will talk more about C(A)T scans in the later chapters.

In 1973 we could witness another breakthrough in the medical imaging domain - MRI (magnetic resonance imaging). First, we need to go back to its roots in the 1930s. Austrian scientist Isidor Isaac Rabi discovered, that molecules passing through a magnetic field emit specific radio waves and change their spins. Each atom or molecule resonates with different frequencies that can be used to identify them and distinguish between types. This
phenomenon is known as nuclear magnetic resonance (NMR). Paul Lauterbur found a way for NMR to produce images. He used the signals from different atoms to build the pictures. In contrast to X-Rays or CT, MRI does not emit radiation and is generally safer. MRI works well with soft tissues, for example brain.

Nowadays, all these imaging techniques (and others) are widely used and are a crucial part of the process of diagnosis and treatment. All the devices have been keeping up with the latest technology and are able to produce better results leading to more accurate diagnosis. Additionally, potential health risks from their use have been more thoroughly researched and reduced.

According to data from Eurostat, the number of examinations by medical imaging techniques is still on a rise worldwide, as the technology is becoming more available. In Slovakia, there were 42,468 examinations performed using MRI in 1996. 20 years later it was 333,599. Similarly, the number of CT scans has grown 6-times in the same time period. Naturally, there was a need for image processing techniques that would either enhance some features of these images, make them more easily interpretable for doctors or even detect specific objects. Furthermore, we wanted to automatise these processes.

1.2 Classic methods

The field of Medical Image Analysis originated from Computer Vision in the early 1990s. Researchers with CV background started applying already established mathematical methods to medical images. In 1996 this newly emerging field got its own archival journal Medical Image Analysis. To this day, it is a leading medium that publishes new research results from this area.

In this section I would like to focus on fundamental approaches for image segmentation used at the beginnings. Segmentation is a process of separating objects from the background or from other objects. We can do this by identifying every pixel that belongs to this object or finding its boundaries. In the medical field, segmentation can be used for automated classification of blood cells, detection of tumors, measuring tumor volume and its response to therapy and many more.

1.2.1 Thresholding

Thresholding is a technique based on finding a grey level – threshold T. Every pixel value is compared to this threshold and then assigned to either object or background. Suppose we have an image or its part f(x,y). The thresholded image g(x,y) is defined as:

\[
g(x, y) = \begin{cases} 
1 & \text{if } f(x, y) > T \\
0 & \text{if } f(x, y) \leq T
\end{cases}
\]  (1.1)
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If the histogram of our image is bimodal (a histogram with two separated peaks), we can assume its peaks represent an object and a background. In this case, we can use one threshold for the whole image. This is called global thresholding.

The global threshold can be chosen manually – by looking at the histogram and choosing the grey level value at the bottom of the valley separating the peaks. There are also methods to automatise this process. Otsu’s method finds the threshold that minimizes intra-class variance, which he shows is the same as maximizing inter-class variance.

Global thresholding does not always provide sufficient results. If the object has various intensity values, isn’t on a contrasting background or is noisy, a different method has to be used. One of the solutions is local (adaptive) thresholding. The image is divided into overlapping rectangular regions. A histogram is computed for each of these subimages and then the threshold for this region is chosen. This method is computationally more demanding than finding a global threshold.

Medical images are often blurry, noisy, with low contrast. Histograms of such images are not bimodal, which causes problems with finding the right threshold. Some pre-processing techniques can help in such situations. We can try to smooth out the edges using various filters. Filters usually have a NxN shape, where N = 3, 5, 7, etc.

One of the filters is mean filter. For every pixel in the picture we find the average of the pixels in its local neighbourhood and that is its new value. Another common filter is median filter, which computes the median value for the neighbouring region. These filters change the histogram in a way that makes it possible to select the threshold.

1.2.2 Region Growing

The region growing method, as opposed to thresholding, is based on finding connected regions of pixels with similar values. The first step of the algorithm is to select one or more seeds – pixels that belong to the object.

The next step is checking all neighbouring pixels, whether they are similar enough to be added to the growing region. The similarity criterion is called uniformity test. This algorithm continues until there are no more pixels that can be added to the region. All the pixels that have been added to the region represent the object.

The choice of the uniformity test is crucial, the result of region growing is heavily dependant on it. One of the tests can be to compare a pixel value to the mean of the already found region. A threshold for accepting pixels needs to be set. If the difference between the value and the mean is smaller than the threshold, the pixel is added to the region.

Region growing is a very simple technique. It can segment objects with predefined properties. It is computationally not demanding, as it visits every
1.2. Classic methods

pixel a limited amount of times. On the other hand, it is very sensitive to noise.

1.2.3 Watershed Algorithm

Another region-based method is watershed algorithm \cite{7}. This process can be viewed as filling valleys with water.

First, seeds for the algorithm need to be chosen. Every object in the image, including the background, needs to be marked by a seed. These can be chosen by an expert or by some automated algorithm specific for the given domain.

We can look at the image as if it were a topographic map. Dark pixels represent valleys, bright ones represent mountaintops. The seeds represent holes in the valleys. Through these holes, water is flowing into their respecting valleys. At one point, waters from two different ‘lakes’ meet. This is where we build a dam – a border between two objects in the picture.

1.2.4 Edge-based Segmentation Techniques

Locating edges of objects is another way to segment images \cite{7}. Edges in a picture \( f(x,y) \) are defined by the local intensity gradient. Gradients approximate the first-order derivative of the image-function. The magnitude of a gradient can be calculated as

\[
|G| = \sqrt{G_x^2 + G_y^2} = \sqrt{\left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2}
\] (1.2)

where \( G_x \) is a gradient in the \( x \) direction and \( G_y \) is a gradient in the \( y \) direction. We can look at them as gradients in the horizontal and vertical directions. Magnitude can be displayed as an image, where it is proportionally represented by grey level values.

There are a lot of popular gradient operators to compute approximations of derivatives. They are usually filters that use convolution. Convolution is an operation, that computes weighted summations of values in local neighbourhoods.

The filters have usually two kernels, so both horizontal and vertical changes can be detected. These gradients are then combined using \cite{7} creating the gradient magnitude image. Some of the filters are:

\textit{Sobel edge operator}

\[
\begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{bmatrix}
\quad
\begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix}
\]
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**Prewitt operator**

\[
\begin{bmatrix}
1 & 1 & 1 \\
0 & 0 & 0 \\
-1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & -1 \\
1 & 0 & -1 \\
1 & 0 & -1
\end{bmatrix}
\]

**Roberts Cross operator**

\[
\begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix}
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}
\]

Gradient operators are often followed by a thresholding operation. In this step it is decided, whether an edge has been found or not. The result of this operation is a binary image containing the detected edges.

Apart from the first-order derivatives, also the second-order derivatives can be used to detect boundaries of objects. Peaks in the first-order correspond to zeros in the second-order derivatives. Laplacian operator is able to approximate them. The operator $\nabla^2$ of an image function $f(x,y)$ is defined as:

\[
\nabla^2 f(x,y) = \frac{\partial^2 f(x,y)}{\partial x^2} + \frac{\partial^2 f(x,y)}{\partial y^2}
\]  

(1.3)

Convolutional masks that approximate Laplacian operator can be:

\[
\begin{bmatrix}
0 & -1 & 0 \\
-1 & 4 & -1 \\
0 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
1 & -2 & 1 \\
2 & 4 & -2 \\
1 & -2 & 1
\end{bmatrix}
\]

After applying Laplacian operator, edges need to be located. Those are pixels where Laplacian passes through zero (pixels, where the operator changes signs). This occurs when the pixel intensity changes rapidly.

1.2.5 K-Means Clustering

Clustering in general is a term which describes a problem of finding groups among a set of objects. These groups are called clusters. Clustering works with unlabeled objects and the goal is to find some categories data is organised into.

There are many ways for describing a cluster: The easiest way to understand what a cluster is, is to look at it as a group of objects, where all the objects are similar to each other. Moreover, objects in two different clusters should be different. From a more analytical point of view, objects can be seen as points in a space where we can measure distance between them. Any two points in one cluster should be closer to each other than two points from different clusters. Furthermore, clusters should be regions with high-density of points, separated by regions of low-density.
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Clustering is used in machine learning as a means to find unknown patterns in n-dimensional data. It is considered unsupervised learning, since it takes unlabeled data as its input, and outputs data separated into categories.

One of the most popular algorithms for solving the clustering problem is K-Means proposed in 1967 [10]. The idea is to find $k$ clusters and their centroids in a way, that the distance between data points and their assigned cluster centroid is minimised. The $k$ is defined by user. In general, the goal is to minimise the objective function:

$$ J = \sum_{j=1}^{k} \sum_{i=1}^{n} \left\| x_i^{(j)} - c_j \right\|^2 $$  \hspace{1cm} (1.4)

where $J$ is the objective function, $k$ is the number of clusters and $n$ is the number of points within the cluster $j$. $\left\| x_i^{(j)} - c_j \right\|$ is the distance between a point $x$ and a centroid $c$ of the cluster $j$.

The way centroids are computed and distances between points are defined, depends on the metric space and operations available. In the Euclidean space the centroid corresponds to the mean of all points in the cluster (as in KMeans). The distance can be Euclidean distance.

K-Means is an iterative algorithm and consists of the following steps:

1. Choose $k$ initial cluster centroids
2. Assign every point in the space to the nearest centroid
3. Recompute cluster centroids
4. Repeat steps 2. and 3. until cluster assignments are not changed in comparison to the previous iterations

K-Means is not guaranteed to find the optimal partition, but is widely used for its simplicity. However, the clusters found heavily depend on the initial centroid values. In the original proposal of the algorithm, centroids are initialised randomly.

This algorithm is used in computer vision and medical imaging for image segmentation as well. Finding clusters in an image is equivalent to assigning a label to every pixel. Resulting segments (clusters) are discrete regions in the image. In case of images, the data points correspond to pixel values $p(x,y)$. In grey-scale images, we have a one-dimensional Euclidean space and for RGB images it is a three-dimensional space. Therefore, clusters contain pixels with similar pixel values, potentially revealing and recognising similar objects in the picture.

Sometimes it is difficult to see beforehand how many clusters there are in an image. However, for medical images, it is usually known how many clusters some parts consist of. In [1.2] there are 4 clusters in MRI head image: bone, soft tissue, fat and background [11].
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1.2.6 Fuzzy C-Means clustering

Fuzzy C-Means clustering is another algorithm which aims to solve the clustering problem. It is similar to K-Means as in the number of clusters is set by the user, and it is an iterative algorithm, which loops until some condition is met.

However, Fuzzy C-Means is based on fuzzy logic. While in K-Means every data point belongs to exactly one cluster, in Fuzzy C-Means points can belong to numerous clusters to a certain degree. The membership grade for how strongly they belong to the cluster is between 0 and 1. It is important to point out that these values are not probabilities and do not need to add up to 1.

Fuzziness allows to incorporate uncertainty into our models. To understand what membership means, an example with temperatures is often used. Suppose we want to classify temperatures into groups of cold, warm and hot. It is difficult to determine the threshold between cold and warm or warm and hot, because people perceive these things differently.

In the x-axis represents temperature and y-axis membership value. The vertical line is temperature t. The membership value for t in cold is 0.8 which is “fairly cold”. It is also 0.2 for warm which might be interpreted as “slightly warm”. The membership value for hot is equal to 0, so t can be considered “not hot”.

![Figure 1.2: Original MRI head image (A) and the image after applying K-Means clustering (B) [11]](image)

![Figure 1.3: Fuzzy logic temperature sets](image)
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Similarly to K-Means, C-Means also aims to minimise an objective function:

$$J_m = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m \|x_i - c_j\|^2, \quad 1 \leq m \leq \infty \quad (1.5)$$

where $J_m$ is the objective function and $m$ is a real number which defines how fuzzy the clustering should be. $n$ is the number of data points and $c$ is the number of fuzzy clusters. $u_{ij}^m$ is a membership value for point $x_i$ in the cluster $j$. $\|x_i - c_j\|$ is a distance between a point and the cluster $j$ centroid.

The steps for this clustering algorithms are as follows:

1. Assign random membership values to all data points for every cluster
2. Compute the centroid for each cluster:

$$c_j = \frac{\sum_{i=1}^{n} u_{ij}^m x^i}{\sum_{i=1}^{n} u_{ij}^m} \quad (1.6)$$

3. For each data point, recompute their membership values in the clusters:

$$u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{\|x_i - c_j\|}{\|x_i - c_k\|} \right)^{\frac{2}{m-1}}} \quad (1.7)$$

4. Repeat steps 2 and 3 until the membership values do not change by more than $\epsilon$, which is a pre-set value between 0 and 1

The output of Fuzzy C-Means Clustering is a list of centroids and a partition matrix $w_{ij}$, where each element is the membership value of the data point $x_i$ in the cluster $c_j$. Finally, every point is assigned to the cluster for which it has the highest membership value.

FCM can be used for image segmentation in a similar manner as K-Means.
Computed tomography was briefly mentioned in the previous chapter. Its invention had a huge impact on the field of diagnosis and rapidly increased in popularity over a few years. Compared to other techniques used in the 1970s, CT scans provided 3D visualisations with high detail.

In my thesis I am working with CT images, so in this chapter I am going to talk about the technology behind producing CT scans and the scans themselves.

2.1 Technology

Technology behind CT scanning is based on X-Ray. X-Ray uses a tube in a fixed position which sends x-rays. In comparison to CT, where the tube moves around the patient in a so called translate-rotate motion.

CT consists of an x-ray tube, which emits x-ray beams and an x-ray detector, which measures the x-ray transmission. The detector is located on the other side of the patient’s body, just across from the tube.

Patient’s body can be divided into slices. You can imagine them as slices of bread. Thickness of these slices is determined by the thickness of the beam used for scanning. CT scanner performs the following steps on every slice.

Both the tube and the detector move along the slice in one direction, performing a certain number of measurements. This phase is called translation. All the measurements collected during one translation phase are called a view.

The rotation phase comes after every translation phase. The tube (together with the detector) rotates by 1°, so a view from a different angle can be obtained in the next translation phase. Hence, the name translate-rotate motion. After views for all the angles have been collected, the whole translate-rotate procedure is repeated on the next slice.

This is a basic principle of CT initially proposed by Haunsfield. His prototype called Mark I was able to collect 180 views over 180° (one view per
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1° increment) and 160 measurements per view, which totalled in 28,800 measurements per whole scanning procedure.

2.2 Scans

CT scans are a reconstruction of the measurements collected during the scanning process. With their help, we can ‘slice up the body’ and look at what is inside in a non-invasive way. Slices are represented as a matrix called reconstruction matrix. These matrices consist of voxels - three-dimensional boxes.

In 2.1 you can see a number of axial (in the direction parallel to the body) slices of the human brain:

\[ \text{CTnumber} = \frac{K \times (u_{\text{voxel}} - u_{\text{water}})}{u_{\text{water}}} \] (2.1)

\( K \) is a constant nowadays set for 1000. \( u_{\text{voxel}} \) and \( u_{\text{water}} \) correspond to selected voxel’s attenuation and water’s attenuation respectively. This formula implies attenuation of water is 0 and the range of CT number is between -1000 and 1000. However, when it comes to images, we usually work with 256 greyscale values and the CT numbers need to be normalised.
2.2. Scans

2.2.1 Artifacts

CT scans are prone to artifacts. The reason for this is that a CT scan is computed from thousands of measurements. Any error in a measurement or computation of the voxel attenuation can be propagated to the image as an artifact. Basically, artifacts are attenuation values which do not correspond to the attenuation of the original tissue.

There are many ways in which an artifact can occur. Some of them stem from an incorrect position of the patient’s body, physical processes occurring during data gathering or errors from reconstructing CT data. Artifacts can manifest themselves as streaks, shading, rings or distortion. They can be suppressed either on the side of CT manufacturers or by the operator [13].

2.2.2 Formats

There are two popular formats for storing CT and other medical images - DICOM and NIfTI. DICOM is a standard format scanners usually export the data in, whereas NIfTI is a more light-weighted format DICOM is typically converted to.

DICOM is very complex and robust. With the introduction of CT, there was a need for “a standard method for transferring images and associated information between devices manufactured by various vendors” [16]. Every object in the file is encapsulated in a tag. Objects store various types of information, for example data about the patient or the actual image data. Objects contain a tag (a two-number code, which defines the purpose of the object), VR (information about the data type), length of the data and in the end, the data itself [15].

NIfTI was firstly developed for use in neuroscience and with fMRI images specifically. The goal was to create a tool, that would be available for the whole research community, easy to use and suitable for a wide range of applications. NIfTI format is able to store not only data sets, but also for example statistical data. NIfTI files consist of a header and the actual data, either together in one .nii file, or separately as .hdr and .img (header and image respectively) files. The header is 348 bytes long and its fields contain information about dimensionality, data type or data scaling. [17]

2.2.3 Orientation

When talking about medical images, it is important to know vocabulary related to directions. There are three axis describing 6 directions (Fig. 2.2). Right and Left on the right-left axis correspond to the right and left directions. Anterior means towards front, posterior towards back. Inferior means below, towards the feet and superior means towards the head.
Two popular coordinate systems are RAS and LAS. That means the first axis points to right (or left respectively), the second to anterior and the third to superior. RAS is a system used by neurologists and LAS by radiologists.

We usually work with two spaces: scanner (world) space and voxel space. For the scanner space, the origin of the coordinate system is at the magnet isocentre. For voxel space, the origin is in the centre of the first voxel in the array. For example, if voxels are organised as RAS, it means voxels in rows are stored from left to right. Rows are stored from posterior to anterior to create a slice. And slices are ordered from inferior to superior to produce the whole image volume. It is possible to “switch” between these spaces using affine transformation.
**Convolutional Neural Networks**

Convolutional Neural Networks have been around for some time, but gained popularity mostly in the recent years, since better hardware was available. It is a deep learning algorithm, mostly used on images. The tasks CNNs can solve include image classification or image segmentation and many others. Nowadays they are widely used for medical imaging problems.

They were first introduced by Yann LeCun et al. in 1999 [20]. They used CNN for recognising handwritten numbers. This classic dataset is known as MNIST. Underlying principles of convolutional neural networks are inspired by the visual system of cats - discovery of neurons responsive to different stimuli in different regions (receptive fields), which are then put together.

CNN is able to detect low-level features (for example edges) to high-level features (whole objects) in images. They are detected by applying appropriate filters. These filters are not pre-defined, but rather gained from training the network. To understand how this works, we need to introduce two important operations: convolution and pooling.

**Convolution** can be described as multiplication followed by summation. This operation is explained by the image 3.1. Input for convolution is an image $I$. Then we take a filter (or kernel) $K$ - which is a matrix of weights - and slide it through the image, computing convolutions for every position of the filter. Result $I * K$ is called a feature map. You can see the resulting feature map has smaller resolution than the original image. If we want to keep the original resolution, we can pad the original image around its edges. These filters are responsible for detecting features in images. CNNs usually do not consist of only one convolutional layer, so it is possible to detect high-level features.

Another matrix operation is **pooling** (in [20] originally referred to as sub-sampling). It is applied to feature maps from the previous convolutional layer. They down-sample (lower resolution of) feature maps, in order to reduce computation time, but also to allow for extracting more high-level features. There are two types of pooling, max and average pooling. Again, a filter passes
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through a feature map and returns the maximum and average respectively from its receptive field. This operation is visualised in 3.2. In this image, stride of 2 was used. It means the filter did not pass the image pixel by pixel, but in “steps” of two.

To see and understand how these layers work together, we can look at popular AlexNet [21] and its architecture 3.3. AlexNet won ImageNet classification competition in 2012, introducing an architecture which achieved a top-5 error of 15.3%, which was 10% lower than the second place.

Alex Krizhevsky used images of the volume of 224 x 224 x 3 (channels for RGB). These are fed to the first convolutional layer with 96 kernels of size 11 x 11 x 3. Every kernel produces one feature map, so the result is 55 x 55 x 96, which is then max-pooled and fed to the second convolutional layer. The second convolutional layer consists of 256 kernels of size 5 x 5 x 96, producing volume of 27 x 27 x 256, which is max-pooled again. The third layer contains 384 kernels of 3 x 3 x 256. Outputs (without max pooling) are sent to the fourth layer with 384 kernels of 3 x 3 x 384 and then to the fifth layer with 256 kernels of 3 x 3 x 384. Then two fully connected layers follow.
Since 2012, CNNs have become very popular. There have been many extensions made to either solve problems occurring with CNNs or expand their use. I will talk about some of them next.

### 3.1 UNet

The typical use of CNNs was mainly classification. The original architectures would usually just recognise what is on the image, but not where - which is the point of segmentation. In 2015, a new type of network for segmentation of biomedical images UNet was introduced.

It is a FCV - fully convolutional network. That means there are no dense layers, only convolutions. This architecture consists of two parts or paths - **encoder** and **decoder**, which resembles the letter U. Hence, the name U-Net. Encoder serves for down sampling the high-resolution input image to a low-resolution output to find out what is in the image. Decoder up samples the low-resolution image back to the original resolution, retrieving locations of the features.

Encoder is a typical CNN, consisting of 3 blocks containing 2 convolutional layers followed by a max-pooling layer.

Decoder is more interesting. It is symmetrical to the encoder - 3 block consisting of up-convolution (transposed convolution) and 2 convolutions. The output is a predicted segmentation mask. Transposed convolution can be viewed as an operation opposite to convolution (but it is not the most precise definition). It creates a higher-resolution image from a low-resolution image. Furthermore, every result of up-convolution is concatenated with the feature map from the corresponding level in the encoder through skip connections. UNet has proven to perform very well on biomedical images.
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3.2 ResNet

Another expansion built on CNNs is ResNet (Residual Network), which succeeded in tackling issues with very deep networks. The general consensus was, the deeper the network is, the better performance it gives. However, it was observed, that training error for deeper networks gets higher than for their less deep counterparts.

The degradation problem is caused by vanishing/exploding gradients. During backpropagation, multiplication of small (<1) and big (>1) numbers occurs. In deep networks, the multiplication takes place many times, causing it to get smaller and smaller until it vanishes or bigger and bigger until it blows up.

This problem can be solved by introducing residual blocks. A skip connection is used to allow x to be added to the output of later layers. This means, if vanishing gradient occurs, the network can be saved by “going back” to the previous layers. Figure 3.5 shows a plain network and its counterpart (ResNet) with skip connections.

Figure 3.4: Architecture of UNet

Figure 3.5: Residual block
3.3 DenseNet

DenseNet [24] was introduced in 2017. In an architecture of this type, each layer receives outputs from all the previous layers and then passes its input to all subsequent layers, to ensure maximum information flow. In contrast to ResNet, where outputs are combined through summation, DenseNet uses concatenation.

Its name comes from the dense connectivity between layers. Suppose we have $L$ layers in the architecture. $l^{th}$ layer takes $l^{th}$ inputs (feature maps from previous layers) and its output goes to $L - l^{th}$ following layers. This is illustrated in Figure 3.7.

One of the improvements DenseNet brought, was a smaller amount of parameters to train, compared to traditional architectures or even ResNet. This feature makes it more computationally efficient. Dense layers have a few filters, which means, that the “total” number of feature maps passed through the network is rather small. The network then makes a decision based on all feature maps that appeared in it. Other advantages of DenseNets include memory efficiency. Furthermore, dense connections were observed to help with overfitting on small data sets.

Figure 3.6: 34 layer ResNet (top), 34 layer plain network (middle), 19 layer VGG-19 (bottom) [23]
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3.4 R-CNN, Fast R-CNN, Faster R-CNN

Previous architectures I was talking about served for solving classification (AlexNet, DenseNet, ResNet) or segmentation tasks (UNet). Another computer vision problem is object detection - finding instances of objects of classes in an image. That means localizing several objects of several classes within one image.

R-CNN \[25\] (R stands for regions) proposed a method which combines region proposals and CNNs. Region proposals are a set of “sub-images” for classification. These regions are chosen by selective search. R-CNN architecture consists of 3 modules \[3.8\]:

1. First module takes the input image and generates around 2000 region proposals. These are then fed to a CNN which computes feature maps for them.
2. The last module is a linear SVM, which classifies the regions.

The problem with R-CNN is that it is slow. This problem stems from the use of selective search to produce proposals, which are processed by CNN one by one. Therefore, its author came up with another method to speed up the process, Fast R-CNN \[26\]. Input for this network is the whole image and a set of proposals. Generated convolutional maps are passed to the ROI (region of interest) pooling layer. This layer resizes them to a fixed size, so they can be fed into a fully connected layer. Squeezing an image and its proposals together reduces the number of convolutional passes and makes the
3.5 Capsule Network

CNNs classify objects based on features they find in the image. When it spots a head, arms, legs and a body, it will classify the image as a person. However, spatial relationship between the features or their rotation is not considered.

CapsNet [28] was developed to address this problem. A new neuron organisation called capsule is proposed. Capsules are groups of neurons within one layer. Capsules output vectors (not scalars!), because they can encode more information. The size of the vector indicates the probability of the feature to even exist and its orientation describes various properties, like size, rotation, position, texture, etc.

The proposed architecture (Fig 3.9) is quite simple. The first layer is convolutional and extracts features for capsules. The second layer is Primary Capsule layer. Consists of 32 capsules of 8 kernels and outputs 8D vectors. Those go to Digit Capsule Layer. This layer consists of 10 capsules (one capsule per class, in this case digits). All the capsules from the lower (primary) layer send their output to all the capsules in the higher (digit) level. The higher level outputs 16D vectors, which are fed to 3 fully connected layers.

Dynamic routing is a process between two capsule layers. Its job is to replace max-pooling, during which spatial information is lost. Thanks to dynamic routing, output of one capsule gets send to the most appropriate parent capsule in the higher level.

The model achieves very good results on classifying digits from MNIST and can also recognise overlapped digits in the MultiMNIST dataset. The way Capsule Networks work resembles human brain more than conventional CNNs. Even though they proved themselves successful on simple tasks like...
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digit recognition, CapsuleNetworks are still a subject of research and need to improve their performance on more complex tasks.
In this chapter I will describe the work I have done implementing neural nets for organs localisation in CT images. My task was to segment spine itself (binary segmentation task) and also specific vertebrae (multi-class segmentation task) from CT scans.

4.1 Keras

The framework I used is called Keras \[29\]. It is a deep learning high-level API in python, which is built on top of either Theano or TensorFlow. It was built with the intent to provide a tool for quick prototyping and experimenting.

I used the TensorFlow \[30\] backend. TensorFlow is an open-source machine learning platform. Its abilities include: executing low level tensor operations on CPU, GPU and TPU, scaling computations to many devices or exporting to external runtimes.

4.2 Data

The data I used for this task was provided by the VerSe’19: Large Scale Vertebrae Segmentation Challenge \[31, 32\]. The dataset consists of 80 CT scans of human spines, together with a vertebrae segmentation mask for every scan, both in the NIfTI format. The original dataset also includes .png overview of the segmentation and vertebrae centroid annotations (for another task of the challenge, which is out of the scope of this thesis). There are also additional 40 scans without annotations. For loading and working with NIfTI files, I used library NiBabel \[33\].
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The voxel-level vertebral annotations were created manually by two neurologists. The spine segmentation masks were derived by me from the vertebral masks.

Figure 4.1: Sagittal (side), coronal (frontal) and axial (horizontal) slices of a sample of the data

Figure 4.2: Vertebral segmentation mask of

4.2.1 Spine

Human spine consists of 24 vertebrae: C1-C7 (cervical spine), T1-T12 thoracic spine, L1-L5 lumbar spine. In very rare cases, an extra vertebra L6 is present. Therefore, there are 26 classes in the data: background class [0] and vertebrae [C1-L6] which correspond to values [1-25] in the mask. Figure 4.3 shows annotations for [T2-L5].

4.2.2 Data characteristics

One of the most important things about images when using neural networks is their size. In this dataset, images have various sizes in all dimensions, various ratios. The sizes range from as small as (57, 175, 175) to as big as (121, 915, 1189). Voxels do not store values typical for images (0-255), but attenuation values for the specific voxels. These vary all around the data set from -2290
(air) to 4106 (bones or metals). Voxels of the CT scans are also stored in various orientations: LAS, PIR, LPS and PSR.

Not all images contain the whole spine, usually it is some subset of vertebrae. This means, some of the vertebrae occur throughout the data set more often than others. [C1-C7] are underrepresented with less than 20 occurrences, [T1-T12] occur on average 35 times and the third group of vertebrae [L1-L5] is represented with more than 60 instances per vertebrae. The special L6 appears only in 2 scans from the whole dataset.

The dataset is imbalanced not only because of that, but also because different vertebrae cover different volumes. To put it easily, the background class is voxel-wise the most common class among the data. It accounts for more than 97% of all voxels, the remaining 3% is the spine. Also each vertebrae type accounts for less than 0.5%.

4.3 Preprocessing

Since the data contains attenuation values, initially I normalised it to (0,255), the common grey scale value range, so it could be easier to work with. Neural nets usually accept inputs of the same dimensions, so I resized my samples to dimensions of (96, 96, 128). The dataset consists of only 80 scans in different orientations, so it was important to put them into a common orientation. I chose RAS, as it is widely used around the community. For the reorienting, I used library called Nipype[34]. Apart from resizing, I also implemented cropping and padding with zeros for 3D images, which I did not use in the end.

All the preprocessing took place prior to training and the data was saved to the disc in the .npy format. This way a lot of time during the training was saved.
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### 4.4 3D UNet

My architecture is based on the original architecture of UNet and Ultrasound Nerve Competition Tutorial. It is an encoder-decoder with skip connections between the same levels of the contracting and the expansive path. The major difference is that my network accepts 3D images and also produces 3D outputs. Furthermore, all the operations: convolution, maxpooling and up-convolution are changed to work in the three-dimensional space. 3D filters used are: (3,3,3) for convolution, (2,2,2) for maxpooling and (2,2,2) for up-convolution. These filters “slide” through the image in all three dimensions, meaning they are capable of taking the third dimension into account and recognising features in the 3D context. Overview for the number of filters in each layer is in Table.

Input to my network is of the size 96x96x128. There are 5 levels in the architecture. Starting with the contracting path, the first level consists of 2 3D convolutions, 32 filters each, followed by ReLU. The output is then downsampled by 3D maxpooling, reducing its size by half. The number of convolutional filters doubles with each level, also doubling the number of 3D feature vectors.

The expanding path starts by a 3D up-convolution from the bottom level. This operation doubles the output resolution and also reduces the number of feature maps. These are then concatenated with its counterpart feature maps from the contracting path. Then, again, 2 3D convolutions follow. The number of convolutional filters reduces by half on the way up.

On the top of the expanding path, we are back to the original resolution of the input image. The very last convolutional layer depends on the task. For binary segmentation, the last layer consists of 1 (1,1,1) filter and sigmoid.
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<table>
<thead>
<tr>
<th>Encoder layers</th>
<th>Decoder layers</th>
<th>Neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2</td>
<td>17, 18</td>
<td>32</td>
</tr>
<tr>
<td>3, 4</td>
<td>15, 16</td>
<td>64</td>
</tr>
<tr>
<td>5, 6</td>
<td>13, 14</td>
<td>128</td>
</tr>
<tr>
<td>7, 8</td>
<td>11, 12</td>
<td>256</td>
</tr>
<tr>
<td>9, 10</td>
<td>512</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Number of neurons in 3D Convolutional layers. Layers 9 and 10 represent the bottom of the network. Numbering starts at with the first convolutional layer of the network and ends with the last layer before the output layer.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Filter size</th>
<th>Strides</th>
<th>Padding</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Convolution</td>
<td>3, 3, 3</td>
<td>1, 1, 1</td>
<td>same</td>
<td>ReLu</td>
</tr>
<tr>
<td>3D Convolution</td>
<td>3, 3, 3</td>
<td>1, 1, 1</td>
<td>same</td>
<td>ReLu</td>
</tr>
<tr>
<td>3D MaxPooling</td>
<td>2, 2, 2</td>
<td>2, 2, 2</td>
<td>same</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Encoder block

<table>
<thead>
<tr>
<th>Layer</th>
<th>Filter size</th>
<th>Strides</th>
<th>Padding</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Transposed Convolution</td>
<td>2, 2, 2</td>
<td>2, 2, 2</td>
<td>same</td>
<td></td>
</tr>
<tr>
<td>3D Convolution</td>
<td>3, 3, 3</td>
<td>1, 1, 1</td>
<td>same</td>
<td>ReLu</td>
</tr>
<tr>
<td>3D Convolution</td>
<td>3, 3, 3</td>
<td>1, 1, 1</td>
<td>same</td>
<td>ReLu</td>
</tr>
</tbody>
</table>

Table 4.3: Decoder block

activation, outputting a volume of 96x96x128 with probabilities for whether the voxel belongs to the foreground class.

For multiclass segmentation, the last convolutional layer consists of 26 (1,1,1) filters (one for each class), with softmax as the activation function. The size of the output is 96x96x128x26, where probabilities for every voxel for belonging to each class are stored.

4.5 Spine segmentation

4.5.1 Loss functions

One of the most important things to get good results with neural networks is to choose a suitable loss function. Loss function measures how well the network’s predictions are during training. The goal of the network is to minimise its value. Some of them lead to convergence of the network, some of them do not.
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There are numerous loss functions used for image segmentation. Since my data is very unbalanced, some losses were more suitable than the others. Badly chosen loss with unbalanced data can lead to predicting only zeros (only background). I chose 2 and compared their performance.

One of the losses that perform well on unbalanced data is Dice loss. It is an overlap measure. Instead of evaluating every pixel (voxel) independently, Dice looks at how well the ground truth and the prediction overlap. This means that if half of a small object and half of a large object are detected, the loss will be the same.

Another loss function I used is binary crossentropy. To put it simply, a negative logarithm for every prediction is computed. This means that if the prediction for the object pixel is 1, loss will be also 1. And similarly, for very low predictions logarithm gets bigger and bigger. This loss on itself does not deal with class imbalance. For this reason I computed class weights and multiplied the crossentropy results by them, making the spine object “more important” than the background. By using this loss I tried to solve the gradient exploding and instability issues I encountered with Dice loss - I can say they did not occur with binary crossentropy.

4.5.2 Training

The size of the dataset is 80 scans. The data was split in the ratio of 80/10/10, which means 64 scans were used for training, 8 for validation and 8 for testing. The data was sorted in the same order as it was originally in the dataset, no special selection of the split. I chose this ratio, as the dataset is rather small and I wanted to reserve as many examples for training as I could. The algorithm ran on a Cloud TPU with 35GB RAM offered by Google Colab. Models were trained for 40 epochs, which took approximately 10 hours.

I will be comparing 2 models, one trained with binary crossentropy loss (Model 1) and Dice loss (Model 2). Both were trained with stochastic gradient descent - this means the batch size was 1 and weights were updated for each example of the training set. This approach proved to be considerably faster than the mini-batch approach (8 batches). Input images were normalised to the range (0,1).

Model 1 was trained with Adam optimizer, learning_rate=0.0001, beta_1 = 0.9, beta_2 = 0.999. Choosing parameters for Model 2 with Dice loss was more difficult, exploding gradients occurred frequently. Learning rates for Adam optimizer I tried include: 0.001, 0.00015, 0.0001, 0.000015, 0.00001 and 0.000001. I settled for learning_rate = 0.00001 together with clip_norm = 1. and clip_value = 0.5 (to prevent exploding/vanishing gradients) as it was one of the few settings to yield reasonable results. beta_1 = 0.9 and beta_2 = 0.999 are the same as with Model 1.
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4.5.3 Metrics

Often it is difficult to choose the metric that best represents how good our results are. Therefore I chose 4 different metrics, where each of them takes into account different things. In the following equations, $TP$ stands for true positive, $TN$ for true negative, $FP$ for false positive and $FN$ for false negatives.

Pixel wise accuracy (Eq. 4.1) is a metric that simply measures the percentage of correctly classed pixels. However, this metric gives good results also for images with very small objects, even though they are not classified properly.

$$\text{pixel wise accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad \text{(4.1)}$$

Dice coefficient (Eq. 4.2) was explained before. It measures overlap between the ground truth and predicted object.

$$\text{dice coefficient} = \frac{2TP}{2TP + FP + FN} = \frac{2|X \cap Y|}{|X| + |Y|} \quad \text{(4.2)}$$

Intersection over Union (IoU) (Eq. 4.3) is very similar to Dice. It measures overlap as well, but penalizes wrong predictions more than Dice.

$$\text{IoU} = \frac{TP}{TP + FP + FN} = \frac{2|X \cap Y|}{|X| + |Y| - |X \cap Y|} \quad \text{(4.3)}$$

The last metric AUC-ROC Curve (Area under Curve - Receiver Operating Characteristics curve) is a metric that measures how well the model can separate classes. Value 0.5 means it cannot distinguish between classes at all.

4.5.4 Results

Results for all 4 metrics for Model 1 and Model 2 are in Table 4.4. Predictions were thresholded at 0.9. Model 2 performed significantly better in all metrics except for AUC-ROC, which means it is worse at separating classes.

Sample predictions and segmentations are in Fig. 4.6 and more in the appendix. We can see that predictions with Model 2 (with Dice loss) are very tightly around the spine, have smooth edges. There are a lot of false negatives, as the model seems to be trying to not class background as foreground. Model 1 (with weighted binary crossentropy), on the other hand, is able to spot more details and irregularities. However, for the price of false positives, when it often detects areas outside of the object. The weighted binary crossentropy ensured that pixels are not easily classed as the background.

For cross validation and comparison with another architecture, I chose Model 2 (or rather its hyper-parameters and validation loss), as it outperformed Model 1 in almost all metrics. Furthermore, as you can see in Fig. 4.5, performance of Model 2 was consistently getting better, while Model 1
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Figure 4.5: Validation and training loss over 40 epochs for Model 1 and 2. X axis represents number of epochs, Y axis is loss.

seemed to have reached its best at around the 20th epoch, with validation loss not getting much better since. It was only train loss which was decreasing, meaning the model was overfit.

To ensure generalisation, I performed 3-fold cross validation on 72 samples. Since training the network is very time consuming, I decided to cross validate the network only on 20 epochs. The folds were chosen randomly. Results, again for all four metrics, are in Fig. 4.6. Even after only 20 epochs, the results are generally better than for Model 1 after 40 epochs. Small standard deviations also suggest, that accuracy did not change much across the folds.

The idea behind my architecture is that 3D convolutions should be better at extracting features from 3D volumes, because they can “capture” the third dimension. Therefore, I compared my model with the corresponding 2D one. The input were 96x96 axial slices of the spine. Hyper-parameters and validation loss for training were the same as for Model 2, except for the batch size, which I set to 32, which is a widely used value. The number of epochs was 40 and the training took only 3.5 hours. Results are in Table 4.4. Both the models yielded similar results, with UNet 2D being slightly better, but not significantly. Comparison of segmentations is in Fig. 4.7. UNet 2D was able to capture more details and edges than UNet 3D.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel wise accuracy</td>
<td>0.90773034</td>
<td>0.9738508</td>
</tr>
<tr>
<td>Dice coefficient</td>
<td>0.36018768</td>
<td>0.6070875</td>
</tr>
<tr>
<td>Intersection over union</td>
<td>0.21965213</td>
<td>0.435841</td>
</tr>
<tr>
<td>Area under ROC</td>
<td>0.9219055</td>
<td>0.8547937</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of Model 1 and Model 2. Metrics used: pixel wise accuracy, Dice coefficient, intersection over union and area under ROC
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### Loss functions

For multi-class segmentation tasks, different losses are needed. In the case of segmenting specific vertebrae, the class imbalance is even worse than with the whole spine.

There is a special type of Dice loss - soft Dice loss, which computes loss for every class separately and then computes the mean. This should work well with small object, as Dice loss does.

Another loss I was considering was categorical crossentropy loss, which is a generalised version of binary crossentropy for more than 2 classes. I was planning on applying class weights to this loss as well, but unfortunately, Keras...
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does not provide this feature for 2D and 3D volumes. Therefore I focused on
the soft Dice loss.

4.6.2 Training
Very similarly to the spine segmentation, I used data split 80/10/10 resulting
in 64 training examples, 8 for validation and 8 for testing. It ran on the Google
Colab’s TPU for 10 hours for 40 epochs.

The model was trained with soft Dice loss and Adam optimizer, with
\texttt{learning\_rate}=0.00001, \texttt{beta\_1}=0.9, \texttt{beta\_2}=0.999 were set by default by
the optimizer. The batch size was set to 1 to speed up the training.

In contrast to spine segmentation, the input masks were one-hot-encoded
and had dimensions of 96x96x128x26 (26 is the number of classes), where each
of the 26 channels represents a segmentation mask for one class. The network
outputs a volume of the same dimensions, with probabilities of the pixels to
belonging to each of the classes. Probabilities across all classes for one pixel
sum to 1. This output is then sent through the argmax function to determine
the class (channel) with the highest probability. The result is a segmentation
mask of 96x96x128x1, where each element contains the class number.

4.6.3 Results
The network seemed to be unable to train properly for this task and chosen
parameters. The loss would be decreasing for a few epochs, but then got
stuck and stayed the same till the rest of the training. I tried overfitting the
network only on one image, changing learning rates in the range from 0.001
to 0.000001, with not much success. The losses are in Fig. 4.8. Output of the
network was almost all zeros, with a few pixels classified as a vertebrae class.

I tried running 2D UNet with the same parameters (only batch size set to
32) to see, if the network is able to learn something, but the results were the
same. Loss was decreasing at the beginning, but later stayed the same until
the last 40th epoch.

4.6.4 Summary
My network could not be trained for multi-class segmentation problems in
either 3D and 2D version. I suspect the problem lays in the choice of the
loss function, as it did not work for either of the architectures and the same
problem occured for different learning rates. To improve the performance, I
could try the before mentioned categorical crossentropy, even though it does
not take into account class imbalance. Another approach that could be used
is extracting single vertebrae from the images for training.
4.6. Vertebrae segmentation

Figure 4.6: Original and segmented CT image of a spine using Model 1 and Model 2.
4. Spine and vertebrae segmentation

(a) Original image

(b) Segmented image with 3D UNet

(c) Segmented image with 2D UNet

Figure 4.7: Original and segmented CT image of a spine using Model 1 and Model 2. Threshold for predictions is 0.9.

Figure 4.8: Validation and train loss across 40 epochs. X axis is number of epochs, Y axis is loss.
I started my thesis with the literature review, where I covered the history of medical imaging and classical methods for image analysis, which were popular in the pre-ML era. I focused on CT images, the technology and other specifics of this medium. I researched convolutional neural networks and their extensions for different purposes.

The practical part covered implementing a CNN model for segmentation of a spine and specific vertebrae. The CT data underwent preprocessing to make it suitable for this task. My architecture was based on UNet, but modified to handle CT images (3D volume). I compared the performance of my 3D model with the original 2D model on 3D images. I managed to segment the spine with satisfactory results. However, for specific vertebrae I could not make the network perform well. The results show, the derived architecture did not achieve better performance on the chosen dataset. In fact, it was slightly outperformed.

I am satisfied with my results, as this is the first time I worked with CNNs. However, there are still many ways on how to improve/change the architecture or other tasks that can be done with this data. Automatic segmentation of the spine or vertebrae can be used by doctors to give better diagnosis to their patients.
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Segmentations
A. Segmentations

Figure A.1: Original and segmented CT image of a spine using Model 1 and Model 2.
Figure A.2: Segmented images with Model 2
Appendix B

Acronyms

AI  Artificial Intelligence
CNN  Convolutional Neural Network
CT  Computed Tomography
ML  Machine Learning
Appendix C

Contents of enclosed SD card

- README.md ......................... the file with SD card contents description
- src ........................................ the directory of source codes
  - segmentation .......................... implementation sources
  - thesis ................................. the directory of LaTeX source codes of the thesis
- text ....................................... the thesis text directory
  - thesis.pdf .............................. the thesis text in PDF format