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Abstract
In this work, we present a method for
exploiting weakly annotated images to
improve text extraction pipelines. The
weak annotation of an image is a list of
texts that are likely to appear in the im-
age without any information about the
location. An arbitrary existing end-to-
end text recognition system is used to
obtain text region proposals and their,
possibly erroneous, transcriptions. A pro-
cess that includes imprecise transcription
to annotation matching and edit distance
guided neighbourhood search produces
nearly error-free, localised instances of
scene text, which we treat as �pseudo
ground truth� used for training.

We apply the method to two weakly-
annotated datasets and use the obtained
pseudo ground truth to re-train the end-
to-end system. The process consistently
improves the accuracy of a state of the art
recognition model across di�erent bench-
mark datasets (image domains) as well as
providing a signi�cant performance boost
on the same dataset, further improving
when applied iteratively.

Keywords: text detection and
recognition, weakly-supervised learning
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Ph.D.

Abstrakt
V této práci p°edstavujeme metodu vyu-
ºívající slab¥ anotované obrázky pro vy-
lep²ení systém· pro extrakci textu. Slabá
antoace spo£ívá v seznamu text·, které
se v daném obrázku mohou vyskytovat,
ale nevíme kde. Metoda pouºívá libovolný
existující systém pro rozpoznávání textu
k získání oblastí, kde se pravd¥podobn¥
vyskytuje text, spolu s ne nutn¥ správ-
ným p°episem. Výsledkem procesu zahr-
nujícího párování nep°esných p°epis· se
slabými anotacemi a prohledávání okolí
vedené Levenshtein vzdáleností jsou skoro
bezchybn¥ lokalizované texty, se kterými
dále zacházíme jako s pseudo-anotacemi
vyuºívanými k u£ení.

Aplikování metody na dva slab¥ ano-
tované datasety a dou£ení pouºitého sys-
tému pomocí získaných pseudo-anotací
ukazuje, ºe námi navrºený proces kon-
zistentn¥ zlep²uje p°esnost rozpoznávání
na r·zných datasetech (jiných doménách)
b¥ºn¥ vyuºívaných k testování a velmi
výrazn¥ zvy²uje p°esnost na stejném da-
tasetu. Metodu lze pouºít iterativn¥.

Klí£ová slova: detetkce a rozpoznávání
textu, u£ení s neúplnou informací

P°eklad názvu: U£ení s neúplnou
informací pro detekci a rozpoznávání
textu v obrazech

vi



Contents
1 Introduction 1

2 Related work 5

2.1 Text Detection and Recognition . 5

2.2 Synthetic Data for Text Detection
and Recognition . . . . . . . . . . . . . . . . . 6

2.3 Weakly and Semi-Supervised
Learning . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3.1 Weakly and Semi-Supervised
Learning for Text Detection and
Recognition . . . . . . . . . . . . . . . . . . . . 6

3 Fully Annotated Datasets 9

4 Weakly Annotated Datasets 13

4.1 Weak Labels from Mapping
Systems . . . . . . . . . . . . . . . . . . . . . . . 13

4.2 Weak Labels from Product
Databases . . . . . . . . . . . . . . . . . . . . . 15

4.3 Other sources . . . . . . . . . . . . . . . . 16

5 Method for Weakly Annotated
Data Exploitation 17

5.1 PGT-GEN algorithm . . . . . . . . . . 18

5.1.1 Bounding box transformations 20

6 End-to-End Reading System 23

6.1 Detection . . . . . . . . . . . . . . . . . . . . 23

6.1.1 Least squares �tting based text
instance reconstruction . . . . . . . . . 24

6.2 Recognition . . . . . . . . . . . . . . . . . . 25

6.2.1 Transformation . . . . . . . . . . . . 25

6.2.2 Feature Extraction . . . . . . . . . 28

6.2.3 Sequence modeling . . . . . . . . . 28

6.2.4 Prediction . . . . . . . . . . . . . . . . 29

7 Experiments 31

7.1 Evaluation metrics . . . . . . . . . . . . 31

7.1.1 Evaluation protocols
drawbacks . . . . . . . . . . . . . . . . . . . . 32

7.2 Pretraining E2E . . . . . . . . . . . . . . 33

7.3 PGT from the Uber-Text Dataset 34

7.4 PGT from Book Covers . . . . . . . 37

7.5 Recognition results on Benchmark
Datasets . . . . . . . . . . . . . . . . . . . . . . . 37

7.6 Detection training with PGT . . . 39

8 Conclusions and future work 45

8.1 Limitations and future work. . . . 45

A Bibliography 47

vii



Figures
1.1 An example source of weakly

annotated data - the ABC Dataset
images . . . . . . . . . . . . . . . . . . . . . . . . . 2

3.1 Synthetic (left) and real world
(right) datasets for text detection. . 10

3.2 Examples from real-world and
synthetic datasets . . . . . . . . . . . . . . . 11

4.1 Localising weak annotations from a
mapping system. . . . . . . . . . . . . . . . . 14

4.2 The Uber-Text [41] training
dataset. . . . . . . . . . . . . . . . . . . . . . . . 15

4.3 Weak annotations from the
Amazon Music product database. . 16

4.4 Searching for `Cafe London' photos
with the `Modi�cations allowed'
license in the �ickr application. . . 16

5.1 Localization of weak labels via
neighbourhood search. . . . . . . . . . . . 20

6.1 The architecture of TextSnake,
reprinted from [25, Figure 4]. . . . . 24

6.2 Text instance representation and
the detection pipeline od TextSnake,
reprinted from [25, Figure 2, 3] . . . 24

6.3 LSQ bounding box calculation . . 25

6.4 Transformation network output
(left) and the original input image
(right). . . . . . . . . . . . . . . . . . . . . . . . . 27

7.1 Problematic ground truth polygons
in [17]. . . . . . . . . . . . . . . . . . . . . . . . . 42

7.2 Failure cases of our PGT method. 43

7.3 Images where the edit distance
between the prediction and the
ground truth decreased after training
with PGT. . . . . . . . . . . . . . . . . . . . . . 43

7.4 Images where the edit distance
between the prediction and the
ground truth increased after training
with PGT. . . . . . . . . . . . . . . . . . . . . . 44

7.5 Detection training with PGT . . . 44

viii



Tables
6.1 The architecture of the localization

network from [1]. . . . . . . . . . . . . . . . 26

6.2 The architecture of the 32-layer
ResNet based model from [1, 5]. . . 28

7.1 The results of six iterations of the
PGT generation method on
Uber-Text dataset with simulated
weak labels. . . . . . . . . . . . . . . . . . . . . 35

7.2 Recognition rates (acc.) on the
Uber-Text test set. . . . . . . . . . . . . . . 36

7.3 Pseudo-ground truth (PGT)
generation performance on the ABC
dataset. The number of boxes with
text generated: in total, without and
with the neighbourhood search. . . . 36

7.4 Recognition models and their
training datasets . . . . . . . . . . . . . . . . 38

7.5 Recognition results on standard
benchmarks, non-alphanumeric
characters included. . . . . . . . . . . . . . 38

7.6 ecognition results on standard
benchmarks excluding images
containing non-alphanumeric
characters. . . . . . . . . . . . . . . . . . . . . . 39

7.7 Detection evaluated on the
ICDAR2015 [17] test set. . . . . . . . . 40

7.8 Evaluation on a 5000 image subset
of the Uber-Text [41] test set. . . . . 41

ix





Chapter 1

Introduction

Written text is an important source of information for humans. It comes
in many forms. Books and text documents are likely to come to mind as
the �rst thing but it is also frequently a part of outdoor environments. The
moment we leave our home, we are surrounded by text - a sign in front of the
bakery tells us we can get a free croissant with a co�ee, but we do not have
the time because we can recognize the number of the bus we need to catch in
the distance. In the bus, we subconsciously skim through the advertisments
and the moment we get out, we encounter a sign telling us we have to take a
di�erent path then usually because of construction work in one of the streets.
If we capture some of those texts by a camera, we refer to them as scene text
or text in the wild images.

Knowing the text which appears in images can be bene�cial to many
applications. In order for the text to be usable by the computers, it needs to
be converted to a machine-readable format. This task can be seen as a special
case of object detection and recognition, text is actually a frequent class in
the Common Objects in Context [38] dataset - a large-scale object detection,
segmentation, and captioning dataset. Text detection and recognition are two
closely related tasks, jointly referred to as end-to-end recognition, end-to-end
text spotting or simply end-to-end reading. The goal of text detection is to
localize all the text present in an image. The localization usually takes the
form of enclosing polygons and can be done at di�erent degrees of granularity
- characters, words, lines or larger text regions. Text recognition follows text
detection, its goal is to convert the image capturing a text into a sequence of
characters. Scene text detection and recognition, unlike for example optical
character recognition in documents, brings challenges in form of imperfect
imaging conditions (perspective, blur), font variety, complex backgrounds
and occlusion. It is a very active research �eld attracting the attention of
both researchers and companies. It is an essential part of many applications
ranging from translation systems and autonomous driving to image retrieval
or visual question answering.

In the recent years, all state of the art methods have been based on deep
neural networks. Deep neural networks require large-scale annotated data

1



1. Introduction .....................................

(a) (b) (c) (d) (e)

Figure 1.1: An example source of weakly annotated data - images of book
covers with the author and the title of the book as weak annotations. The
ABC Dataset images, collected from Amazon books, are diverse, some have (a)
both a simple layout and font, (b) a very artistic, almost illegible font and (c) a
font that resembles handwriting. Others have (d) both dense background and
hand-written text or (e) the background varies signi�cantly even at the word
level.

for training and in order to generalize well, such data should be rich in
geometry, style and content. Ground truth data is typically de�ned at the
granularity of words and consists of polygonal regions in the image along with
the corresponding text transcriptions. The acquisition of such data requires
substantial human e�ort and is very costly.

The lack of human-annotated data is usually mitigated in two di�erent
ways, either by generating synthetic data as in [4, 8, 40, 12, 21, 26] or with
di�erent forms of weakly, semi or unsupervised learning on real data as in
[2, 36, 32].

There is also a large volume of weakly annotated data, i.e. images with
a set of words likely to appear in them. This kind of weak annotations,
obtained automatically, have not been exploited so far for text detection
and recognition. An example source of such weakly annotated data are
product databases where we can readily obtain the name of the product
and other meta-data. Images from mapping services like Google Maps are
another potential source where street names and numbers or business names
are words very likely to appear in an image and easily obtainable through
location-based search. For example, given images from the location where a
restaurant is supposed to be, it is expected that the name of the restaurant
will be visible in some of them. Illustration of one such source of weakly
annotated data, book covers from Amazon Books used in our experiments,
is shown in Figure 1.1.

This work presents a method that uses an existing end-to-end reading
system (E2E), pretrained on fully-annotated data, to localize and recognize
the text that potentially overlaps with text from the weak labels. The core
idea behind our method is that the output of the recognition model can be
used to identify the most probable text match from the weak annotations by
�nding the one with the lowest edit distance. The detections that produce
an exact match with the weak label are assumed correct. Furthermore, the
recognition output can be used to �nd the modi�cations of the detected region
that minimize the edit distance to the matched text. For example, if we
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...................................... 1. Introduction

have predicted the word 'car' and the best match was 'cartoon', running the
recognition again on the detected region extended to the right may decrease
the distance between the matched and predicted text, possibly leading to the
prediction of the matched word 'cartoon'. The probability of the recognition
model giving the same output as the weak label for a wrong text region is very
low, thus it is safe to use such regions as ground truth for recognition training.
Therefore, we will refer to it as pseudo ground truth (PGT). Furthermore,
it may be possible to use the PGT to improve the detector as well. To our
knowledge, previous methods for weakly supervised learning used weak labels
which alleviate but do not eliminate human participation, such as annotating
only the areas of interest or localizing words instead of characters.

In summary, given an image and a dictionary of words as an input, the
method outputs a subset of the dictionary words with their corresponding
text regions in the image. The method is independent of the underlying
implementation of the models used and it is able to handle incomplete (not
all the text in the image is in the dictionary) and noisy labels (the dictionary
contains words that are not present in the image).

Possible applications of our method are improving the performance of an
existing E2E system and domain adaptation, where the source domain has
full ground truth data available whereas only weak labels are available for
the target domain.

We apply the method to data from two di�erent sources - a database of
images of book covers downloaded from Amazon books, using the title and
the author of the book as weak annotations, and the Uber-Text dataset [42],
which is very similar to the kind of data that could be obtained using a
mapping system. We train a recognition model with the PGT generated from
both sources on various benchmarks, showing that it consistently improves
the recognition accuracy across a wide range of datasets. While the images
from the Uber-Text dataset are annotated and applying our method to them
does not produce additional value in terms of generated PGT, working with
a large-scale annotated dataset allows us to compare the performance of our
method to fully supervised training, showing its applicability for domain
adaptation. An estimate of the upper bound of the false positive rate of the
method is estimated - less than 2 % of the generated PGT is incorrect.

The contributions of the work are:

. A new method for automatically generating pseudo ground truth data
from images with weak annotations.. We show that models trained with the PGT generated from two di�erent
sources perform well on a wide range of benchmarks datasets, consistently
boosting the accuracy, even when the PGT data originates from a very
di�erent distribution.. Training with PGT improves the recognition performance signi�cantly
in weakly-supervised domain adaptation.

3



1. Introduction .....................................
. We show that it is possible to reach on-par performance with state of the

art methods with no architecture changes and no human-annotated data
for recognition training. The model can recognize very di�cult texts
which are, without context, challenging even for humans.. The localization of the PGT texts in the Amazon Book Covers dataset,
as well as the pretrained models, will be made public at
https://github.com/klarajanouskova/text-detection-recognition-PGT .
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Chapter 2

Related work

Following a short introduction of scene text detection and recognition methods
and an overview of methods for generating synthetic data, we focus on weakly-
supervised and semi-supervised learning, specially in the �eld of text detection
and recognition.

2.1 Text Detection and Recognition

Before the deep learning era, methods based on SWT or MSERs were used
for text detection, for example [7, 30]. These methods are not being applied
anymore with the exception of scenarios with hardware constraints and
scenarios where the methods perform well. Subsequent models were mostly
based on region proposal approaches like [15]. Recently, methods have rather
turned to segmentation-based approaches like [20] and focused on representing
arbitrarily shaped text, for example [2, 25].

Recent approaches for text recognition also rely on deep learning. Most
methods can be described by 4 stages - transformation, feature extraction,
sequence modelling and prediction. In the transformation stage, a Spatial
Transformer Network [16] is used to normalize the input image. For feature
extraction, a CNN such as VGG [35] or ResNet [13] maps the input image
to feature maps. In the sequence modelling stage, BiLSTMs [10] are used to
provide contextual information to the feature maps. The last stage employs
either CTC [11] or attention-based prediction [5] to convert the encoded
features into a character sequence.

Some methods treat the two tasks jointly, sharing features for both detection
and recognition, for example [24, 3, 31]. Such end-to-end models have shown
superior performance to treating the tasks separately.

All recent state of the art methods have relied on deep learning approaches,
both in detection and recognition. The method for generating PGT proposed
in this work does not make any assumptions about the implementation of
the models and thus, any of the methods could be used. The methods used
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2. Related work.....................................
in our experiments are explained in detail in Chapter 6.

2.2 Synthetic Data for Text Detection and
Recognition

The work of [12] and [15] had a great in�uence on the performance of text
detection and recognition systems. Synthetic data have proven to be very
e�ective for training generic text localisation systems. Still, the lack of realism
(both in terms of positioning, and blending with the scene), diversity (in
terms of text styles and scene backgrounds) and contextualisation of the text
in the scene, have been limiting factors. More recent work aims to improve
some of these aspects [4, 40, 21, 26] or exploit real scene text data to do
augmentation [8] but in our experience, still does not replicate the quality of
real-world data.

2.3 Weakly and Semi-Supervised Learning

Both weakly and semi-supervised learning tackle the lack of annotated data.
Semi-supervised learning refers to learning with both annotated and unanno-
tated data. Usually, there is only a small amount of annotated data available
and training with unannotated data can signi�cantly improve performance.

In weakly supervised learning, the annotations are known to have some
limitations and are usually inexpensive, often obtained automatically or from
another task. The limitations may be due to noise, lack of accuracy or
precision. Our method combines both approaches, building on top of the
pseudo-labelling technique �rst introduced in [19]. It is a simple strategy
for semi-supervised learning where part of the data is fully labelled and
Pseudo-Labelsare created for unlabelled data as the class with the maximum
predicted probability and further treated as true labels. This is equivalent to
entropy regularization [9], favoring low-density separation between classes.

2.3.1 Weakly and Semi-Supervised Learning for Text
Detection and Recognition

In [37], focused on Chinese street view images, weak annotations are used
where only the text-of-interest region is annotated. They suggest an online
proposal matching module incorporated in the whole model. The main
di�erence from our method is that they do not do any modi�cation of the
proposed regions.

In [31], an existing OCR engine di�erent from the one being trained
is used to provide partial labels for one million unlabelled images. The
partially labelled data is then used to train the recognition part of an E2E
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.......................... 2.3. Weakly and Semi-Supervised Learning

model, improving the results signi�cantly. The method relies on a con�dence
threshold to �lter out noisy labels while our method relies on weak annotations
to minimize the risk of incorrect labelling.

Focusing on text detection, [32] propose multiple approaches for unsuper-
vised and weakly supervised learning. Their unsupervised approach simply
relies on �ltering out predictions with low con�dence score. An improved
approach requires weak annotations, where regions containing text are anno-
tated and it is known that regions distant from the annotated ones do not
contain any text, allowing for more accurate false positives �ltering. Their
last approach relies on rectangular bounding boxes as weak labels.

7
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Chapter 3

Fully Annotated Datasets

In this section, we present the existing fully annotated datasets that were
used in the experiments for PGT generation, training and evaluation.

MJSynth (MJ) contains almost 9M synthetically generated images of En-
glish words for text recognition. The text generation process performs
the following steps: Font rendering, border/shadow rendering, coloring,
projective distortion, natural data blending and noise introduction [15].

SynthText (ST) is a synthetic dataset designed for scene-text detection,
widely used for recognition, too. It has over 7M text instances in 8,000
images [12].

Synthetic Multi-Language in Natural Scene Dataset (MLT) contains
245,000 images in total with text instances in multiple scripts: Arabic,
Bangla, Chinese, Japanese, Korean and Latin. The dataset was pub-
lished in [3] and the authors have adapted the framework of [12]. A
non-latin dictionary was used and it contains special, non-alpha-numeric
characters. We only use the Latin script subset of the dataset, which
contains 288,917 text instances in total [3]. An example image shown in
Figure 3.1.

IIIT 5K-word (IIIT) is a collection of 5,000 cropped words from Google
image search using queries such as �billboards� or �movie posters�, which
are likely to contain text [ 29]. The training set consists of 2,000 images,
the remaining 3,000 form the test set.

Street View Text (SVT) was collected from the Google Street View, pro-
viding annotators with a lexicon for each image, containing texts such
as business names. Only the words from the lexicon were localised and
provided with transcription, the rest of the text is ignored. There are
257 and 647 images of cropped words in the training and test sets [39].

Street View Text - Perspective (SVT-P) is a dataset of 645 images
collected from Google Street View focused on perspective projections
[33].

9



3. Fully Annotated Datasets...............................
ICDAR2003 (IC03) has 258 training and 251 testing images with 1,156

and 1,110 annotated words respectively. It was collected for the ICDAR
2003 Robust Reading competitions [28].

ICDAR2013 (IC13) is a dataset with �focused text�, the text being the
main content of the image. It consists of a training set of 229 image with
848 words and a test set of 233 images with 1095 words. [18].

ICDAR2015 (IC15) , in contrast to IC13, focuses on incidental scene-text
- the images were not taken with text in mind. The training set contains
1000 images (4,468 words) and the test contains 500 images (2,077 words)
[17].
An example from the dataset is shown in Figure 3.1.

Total-Text (TT) is a dataset of 1,555 scene images with 9,330 annotated
words. The images were collected with curved text in mind and the
images often contain texts of di�erent orientations [6].

CUTE80 (CT) contains 80 images with 288 words, focusing on curved text
[34].

(a) : MLT-L [3] (b) : IC15 [17]

Figure 3.1: Synthetic (left) and real world (right) datasets for text detection.

Images of cropped words from the datasets are shown in Figure 3.2.
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