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Abstract

The human genome consists of coding and non-coding DNA. The coding DNA

comprises about two percent of the genome. It encodes proteins, molecules of

functional RNA and regulatory elements. A substantial part of the non-coding DNA

is also transcribed to a various extent to RNA molecules of unknown or only partially

known function. Large portions of the non-coding DNA consists of repetitive

nucleotide sequences. About eight percent of the human genome are endogenous

retroelements that are remnants of retroviruses that infected humans in ancient

times. Abundance of these loci raises a question about their possible functionality

in
uencing �tness of the host. In this work, we approached this question by

estimating selection pressure on these DNA sequences. We used data from the

\1000 human genomes project" and applied the methods based on site frequency

spectrum. The results are publicly available for the scienti�c community at the

HERVd online database, part of ELIXIR, the European life-sciences Infrastructure.

Keywords DNA, genome, homo sapiens, human endogenous retrovirus, selection

pressure





Abstrakt

Lidsk�y genom se skl�ad�a z k�oduj��c�� a nek�oduj��c�� DNA. K�oduj��c�� DNA obsahuje

asi dv�e procenta genomu. K�oduje proteiny, molekuly funk�cn�� RNA a regula�cn��

prvky. Podstatn�a �c�ast nek�oduj��c�� DNA se tak�e v r�uzn�e m���re p�repisuje na molekuly

RNA nezn�am�e nebo pouze �c�aste�cn�e zn�am�e funkce. Velk�a �c�ast nek�oduj��c�� DNA

sest�av�a z repetitivn��ch nukleotidov�ych sekvenc��. Asi osm procent lidsk�eho genomu

je tvo�reno endogenn��mi retroelementy, co�z jsou zbytky retrovir�u, kter�e in�kovaly

lidi ve d�avn�e minulosti. Po�cet t�echto lokus�u vyvol�av�a ot�azku o jejich mo�zn�em

vlivu na �tness hostitele. V t�eto pr�aci �re�s��me tuto ot�azku odhadem selek�cn��ho

tlaku na tyto sekvence. Pou�zili jsme data z projektu \1000 human genome project"

a aplikovali metody zalo�zen�e na frekven�cn��m spektru mutac��. V�ysledky jsou pro

v�edeckou komunitu ve�rejn�e p�r��stupn�e v online datab�azi HERVd, kter�a je sou�c�ast��

ELIXIR, evropsk�a infrastruktura pro biologick�e v�edy.

Kl���cov�a slova DNA, genom, homo sapiens, lidsk�y endogenn�� retrovirus, selek�cn��

tlak
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Chapter 1

Introduction

1.1 Motivation

The genomes of all living species are under constant pressure from several major

evolutionary forces, namely the e�ects of genetic drift and small population,

molecular drive, migration, and selection; the human genome is not di�erent, given

the extra layers of cultural adaptations that facilitate their survival. It is the

selection that is thought to play a major role in what makes us human and also

a highly competitive biological species [1]. As selection occurs, the variation of the

human genome in a population 
uctuates. A high or low abundance of parts of the

genome could indicate the fact that these parts carry signi�cant biological functions

for their hosts. Therefore, estimating selection pressures as such could partially help

us in �nding the answers to whether certain loci carry biological functions.

The mammalian and other vertebrates genomes are interwoven with remnants of

ancient retroviruses that colonized their ancestor's germ-lines [2]. These remnants

in humans, namely the Human endogenous retroviruses (HERVs), account for about

8% of the human genome. HERVs are relics of old infections that, over the last

100 million years, infected not only the body but the germ-line as well and have

become stable components at the crossroads of self and foreign DNA. The HERVs

co-evolution with the host has intriguingly brought about the domestication of

previously committed retroviral behaviors, providing new cellular functions. As an

example, selected HERVs proteins have been co-opted for pregnancy-related reasons

[3]. Recently, expressions of HERVs were often correlated with a wide variety of

pathologies, including several cancers and autoimmune diseases [4]. Nevertheless,

many functions of HERVs may still be unbeknown to us, making it loci of interest.
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1.2. OBJECTIVES

1.2 Objectives

This work aims to estimate selection pressures on human endogenous retroviruses

and their vicinity using site frequency spectrum tests. To accomplish that, we

�rst analyze and afterward implement the methods for estimating these pressures.

Having that done, we run our tests on the whole human population data, thus

getting our estimates. Finally, we check the correctness of our results by comparing

them with online databases - in our case, we compare them with the PopHuman

database [5].

1.3 Thesis structure

In chapter 2 we provide an overview of the fundamental biological knowledge

necessary for the understanding of our topic. In chapter 3 we analyze the methods

used for the calculation of the selection pressures. Chapter 4 gives a preview of

other attempts of the calculation. Chapter 5 describes our way of solving this

problem, using the related work for showing the correctness among other things.

Finally, chapter 6 gives a summary of our work and mentions possible future ideas

for improvement.

2



Chapter 2

Biological background

Throughout this chapter, we address the underlying biological knowledge required

to understand the subject of this work. Firstly, we step back to present the big

picture, o�ering a rather brief summary of the human genome with two subsections

dedicated to genetic inheritance and mutations. Afterward, we move on to what

retroviruses are, how they function, and go through the process of endogenization.

Finally, we conclude by giving an overview of evolutionary genetics necessary for

our topic.

2.1 The human genome

All living organisms possess a genome containing biological information required

to construct and sustain a living being of that particular organism. Organimal

genomes are composed of DNA { usually in the forms of double-stranded helices.

However, viruses, even though they are not considered as living organisms, can

contain Ribonucleic acid (RNA) genomes, either in the form of single-stranded or

double-stranded helices [6]. Human beings are diploid like nearly any animal {

that is, having two copies of the genome in each of our somatic cells, the cells

that form tissues. The DNA is stored in the cell as a chunk called a chromosome.

Chromosomes are made from two chromatids { copies of the same DNA, which are

needed for the cell division. The human haploid genome (i.e., a single copy) consists

of approximately 3.2 billion nucleotides (nt), the fundamental genome building

blocks within which information is stored [7]. There exist exactly four DNA nt

{ adenine, cytosine, guanine and thymine abbreviated as A, C, G, T, named after

their acronyms [8].

3



2.1. THE HUMAN GENOME

The 
ow of processing the information encoded in DNA is summarized in the central

dogma of molecular biology, shown in �gure 2.a. During the mechanisms that process

DNA, mistakes can happen, even though very unlikely, ultimately resolving into a

greater genetic variety. A variant of a gene is called an allele. As can be seen from

�gure 2.a, DNA holds instructions for the synthesis of proteins of our cells. These

instructions are incorporated within genes. Through evolution, variants of genes

contribute to the vast range of commonly detectable human di�erences. Despite the

signi�cance of proteins, protein-coding genes account for only 2% of the genome.

Some parts of the rest of the genome are essential for the development of RNA

molecules with various purposes, for example, the regulation of genes or the function

of chromosomes; yet most of the genome does not have a well described role [7].

Figure 2.a: The central dogma of molecular biology. [8] RNA sequences can be

formed from DNA sequences through a process called transcription. Afterwards in

translation, these RNA sequences produce proteins. DNA is maintained through

DNA replication. In special cases, RNA can be reversely transcribed into DNA.

2.1.1 Genetic inheritance { mitosis, meiosis

In the course of cell division, genetic information is being passed to the daughter

cells. There are two di�erent kinds of cell divisions, speci�cally mitosis, and meiosis.

In somatic cells, the same genetic material in each daughter cell as in the parental

cell is being incorporated during mitosis. Nevertheless, in order to produce a gamete

(egg or sperm), which comprises only half the diploid complement of genetic material

(i.e., is haploid), the advanced division mechanism of meiosis is necessary. Meiosis

is, therefore, a vital method of passing the genome from one generation to another

[7]. Both the mitosis and meiosis are divided into phases, based on the action

happening. Figure 2.b summarizes this process. The fusion of an egg and sperm cell

is called a zygote. In diploid cells, some loci of the chromosome copies may di�er.

When a locus di�ers, the organism is referred to as heterozygous at that locus and

homozygous when it does not di�er. Alleles may be dominant or recessive, so when

heterozygous, a dominant allele will override the e�ect of a recessive allele.

4



2.1. THE HUMAN GENOME

Figure 2.b: (A) Mitosis { Chromosomes of the diploid cells are being divided in the

S phase of the cell cycle. During the M phase, the segregation of sister chromatids

occurs to create diploid daughter cells. (B) Meiosis { Throughout the premeiotic S

phase, two stages of chromosome-segregation, meiosis I. and meiosis II., undergo a

single cycle of DNA replication. Homologous chromosomes are separated to opposite

poles (shown in red and blue) in the meiosis I. phase. During meiosis II., the

formation of non-identical haploid gametes is the result of the segregation of sister

chromatids to opposite poles. It should be noted that the cell cycle stages were not

drawn to scale [9].

2.1.2 Mutations

An essential part of the evolution are mutations. Any nucleotide change in the DNA

sequence is considered a mutation. They can vary in size, either one single nt or

large sections of DNA, in
uencing multiple genes. We classify them based on their

origin in the following manner:

� Germ-line mutations { an individual is born with the mutation, inherited from

its ancestors. The individual will have these mutations in every cell of his body.

� Acquired mutations { an individual gains these mutations during his lifetime.

These mutations do not have to be present in every cell of the body, unlike

germ-line mutations. Besides, as long as they happen in somatic cells, they

cannot be passed to the next generation [10].

Mutations are also distinguished based on their structural characteristics, as there

are three di�erent types.

5



2.2. RETROVIRUSES

� Substitution { a change of nucleotides for other. An important case of this

type is the so-called Single nucleotide polymorphism (SNP) a single nucleotide

change.

� Deletion { an entire deletion of a nucleotide sequence from DNA without any

replacements.

� Insertion { an insertion of a nucleotide sequence.

Mutations can be caused by environmental factors, such as radiation or, as

previously stated, during the procedures that process DNA. When a mutation

occurs, it can a�ect the host's �tness { how well the host is able to pass his genetic

information to its o�spring relatively to others. We then refer to the mutation

as detrimental, bene�cial or neutral, depending on its e�ect. For the sake of

completeness, we give an example of a detrimental and bene�cial e�ect of a mutation.

An example of a detrimental e�ect of a mutation is the so-called sickle cell disease, a

blood disorder that a�ects the red blood cells that deliver oxygen to other cells. The

disease causes the red blood cells to take an unusual shape { the shape of a sickle.

This makes them breakdown prematurely, leading to health problems, primarily

anemia [11].

On the other hand, the same mutation can become bene�cial in some situations.

It was shown that in areas where malaria is common, having only one allele with

the mutation causing the sickle cell disease (i.e., being heterozygous) increases the

�tness of the host. That is, since the one allele does not necessarily lead to sickle

cell anemia, but also provides protection against the malaria parasite [12].

2.2 Retroviruses

Retroviruses are a virus group of the familyRetroviridae, characterized by the fact

that their genetic information is carried in the form of RNA [13]. Also, the other

main characterization of this virus group is that they have an unusual replicating

strategy. In contrast to DNA viruses, where the replication could be as simple

as inserting their DNA into the invaded cell, retroviruses do this in two essential

phases. First, using an enzyme called reverse transcriptase allows for the generation

of a complementary double-stranded DNA from the viral RNA. Subsequently, this

complementary DNA is randomly ensued into the DNA genome of the host cell,

using the enzyme integrase [14]. When a retroviral genome is integrated into the

DNA of the host cell, the genome is then referred to as a provirus. This act, as a

6



2.2. RETROVIRUSES

result, changes the genome of the host cell, and thus, as the cell proliferates, the

viral genetic information is being replicated. This genetic information is found in all

progeny cells at the same chromosomal position and fades with the last clone cell,

which can usually only happen after the death of the host. This process is visualized

in �gure 2.c.

Figure 2.c: The replication cycle of retroviruses [15]. After retroviruses enter a cell,

through reverse transcription, they create a DNA copy of their genome, which is

then integrated into the DNA of the cell. The provirus may then be transcribed and

translated, creating new copies of the retrovirus.

2.2.1 The endogenization process

Two paths can usually be observed by a virus spread: horizontal and vertical. The

spread between individuals of the same generation is referred to as horizontal, while

vertical spread happens among mothers and their successors [16]. Typically, only the

somatic cells are being infected by retroviruses. Yet, sporadically a retrovirus infects

a germ-line cell. Thus, any successor produced from an infected germ-line cell is a

carrier of the provirus in all of its nucleated cells (at the same chromosomal position).

These proviral elements are also transferred onto the next successors, becoming �xed

in the gene pool of the host population. In the aftermath of endogenization, the

provirus can maintain both paths of the spread mentioned above. The duration of

this stage and the proviral frequency obtained in the host population is primarily

decided by the e�ect of the integration on the �tness of the host. Integrations

that either cause serious detrimental or pathogenic e�ects typically do not tend to

achieve high allelic frequencies, therefore they do not sustain for long in the host

population. However, the allelic frequency is presumed to increase in the event that

the integration is neutral or bene�cial [2].

7



2.3. EVOLUTIONARY GENETICS

2.3 Evolutionary genetics

Evolutionary forces operate on the genome and alter the frequencies of the

population's variants. These forces are genetic drift, mutation and recombination,

migration, selection [1]. Among these, only selection leads to adaption [17]. In this

section, we mainly analyze selection, but we also go through the other forces to give

a full picture.

2.3.1 Genetic drift

Genetic drift, sometimes even called random genetic drift, describes the randomness

in evolution { when an allele frequency increases or decreases in a population by

chance, without taking into account the e�ect the allele has on the �tness of an

individual. This acts through the probabilistic mechanism of chromosome sampling,

which will produce the succeeding generation of individuals. It prevails in small and

isolated populations [18] as the gene pool is small enough for randomness to make

a di�erence. On the contrary, when a particular allele is shared by a plenty amount

of individuals in larger populations, the spread of this allele is almost unavoidable

unless it is biologically disadvantageous [19]. Thus, genetic drift commonly occurs

after population bottlenecks { events that greatly reduce the population size. Once

genetic drift occurs, it continues until ultimately one of two alternatives happens:

the a�ected allele is lost or until this allele is the only one in the population. The

genetic diversity of a population is diminished by both alternatives. As might be

expected, this evolutionary force plays a major part in our hypotheses, since it can

e�ectively conceal or adjust the e�ects of selection on loci.

2.3.2 Mutation and recombination

Mutation, as mentioned previously, are an essential part of evolution. They

introduce new genetic variability as they happen. It was shown that the mutations

occur with a very low probability, known under the term mutation rate. Even though

it is very low [7], it is statistically inevitable, due to the size of the genome. The

urge to change allele frequency due to mutation is de�ned as mutation pressure.

Recombination essentially introduces new genetic variability as well, enhancing the

ability to adapt. It happens during the process of exchanging genetic information

between chromosomes during meiosis. On the genome, there are regions that

increase the likelihood of recombination to happen, the so-called recombination

hotspots. Therefore, mutations that are close to each other on the chromosome are

8



2.3. EVOLUTIONARY GENETICS

characterized as linked, because of the fact that they are usually inherited together

(referred to as haplotypes) since it is less likely for recombination to happen in

between them. The property, when two alleles are placed on the same chromosome

more often than expected if the alleles were divided by random is called Linkage

disequilibrium (LD) [1], [7].

2.3.3 Migration

Migration, also called gene 
ow, is the movement of a species towards more desirable

places. As such, migration cannot change the allele frequency in the species. A

population would have to be divided into subpopulations con�ned for a su�cient

time to acquire variations between the subpopulations to have an e�ect on the allelic

frequencies.

2.3.4 Selection

Selection was �rst introduced to us by Charles Darwin in 1859 [20]. As one might

know, it is a non-random process that ultimately ends up with an individual adapting

to its local environment through selective genetic variations [21]. Nowadays, we

di�erentiate between types of selection [22], as described below.

The di�erent types of selection

First, we call the removal of deleterious mutations as negative or purifying selection,

as de�ned by Kimura [23] and Lewontin [24], since if any mutations are deleterious,

they soon disappear from the population. In the same manner, the selection of

favorable mutations is referred to as positive selection, also de�ned by Kimura.

These two selections are the extremes to their middle ground, neutral selection, the

most common occurrence in evolution.

The usually taught de�nition of selection is the one describing the force, creating

pressure on one's ability to reproduce. In general, this is in
uenced by competition

between other species, parasites, predators, etc. This type of selection is the

natural selection or sometimes also referred to as Darwinian selection. A special

type of this selection, the sexual selection, is where an individual chooses a mating

partner according to its characteristics to reproduce. We typically cannot distinguish

between these two when searching for genomic signs of selection. Since according

to Nielsen [25], in a model of diploid organisms with bi-allelic loci (that is, only two

alleles exist) selection happens if the �tness of the three genotypes (heterozygote,

recessive homozygote, dominant homozygote) is not equal. One, therefore, must
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search for the SNP frequencies distinguished from the random changes of the genetic

drift [1].

In general, we categorize selection into these types (visualized in �gure 2.d):

� Stabilizing selection { The stabilization of the most frequent variant in the

population. This selection is said to occur, when the population stabilizes on

a variant that is not an extreme. It is one of the most common types of natural

selection, since most variants do not change in frequency drastically.

� Directional selection { A selection where one of the alleles and its variants is

favored, causing the shift over time in the direction of that allele variants.

� Disruptive selection { When a change in the environment increases the rare

variant's �tness, this selection occurs. The most frequent variant becomes

relatively smaller in comparison to what used to be the rare variants.

� Balancing selection { This selection maintains stable alleles in the population

due to the fact that all of them are approximately the same in terms of �tness,

leaving all alleles in the populations and, as a result, increasing the variability.

Figure 2.d: Selection types { The red area refers to the current distribution of

frequencies of a trait in a population. The yellow area refers to the distribution of

the former generations. The arrows labeled with "optimum" indicate the movement

of the optimal trait, therefore showing positive selection. The unlabeled arrow shows

negative selection [26].

Due to the fact that LD occurs, the simpli�ed bi-allelic model will not represent

real situations happening in genomic regions. Since the LD will carry mutations

in close proximity to a genomic region acted upon by selection, the frequency of

these mutations also changes. This is �rst introduced by Smith et al. [27] and is

called genetic hitchhiking. Genetic hitchhiking is a fundamental part of a process

named selective sweep. A selective sweep happens when bene�cial mutations �xate
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in a population, but thanks to the hitchhiking, linked mutations �xate as well. This

reduces the variation in the vicinity of the bene�cial mutation. When negative

selection eliminates hitchhiked linked mutations, we call it the background selection

[28].

These selective sweeps are usually categorized into two types, based on their impact

on the population { soft and hard. Hard selective sweep dominates the population,

leaving only the selected region in the population { �xating. We show a visualization

of a hard selective sweeps for easier understanding in �gure 2.e. Soft selective sweeps

�xate only partially. Hard selective sweeps can be identi�ed as an excessive amount

of variants that were in low frequencies (low-frequency variants).

Figure 2.e: A hard selective sweep { Each line represents a DNA sequence, dots

represent mutations. When a bene�cial mutation (green dot) spreads in the

population, linked neutral mutations spread as well. A hard selective sweep then

�xates in the population, removing all other variations [29].
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Chapter 3

Estimating selection pressures

based on site frequency spectrum

In this chapter, we tackle the problematics of estimating selection pressures based

on site frequency spectrum. We �rst show the model under which the usual null

hypothesis is stated, and afterward, we examine the ideas behind all the tests

implemented during the work of this thesis.

3.1 The neutral theory of molecular evolution

Firstly proposed by a Japanese biologist Motoo Kimura in [30], the neutral theory

of molecular evolution (hereafter referred to as "the neutral theory") states that

\the main cause of evolutionary change at the molecular level { changes in the

genetic material itself { is the random �xation of selectively neutral or nearly neutral

mutants rather than positive Darwinian selection" [23]. In other words, most of

the mutations that happen are neutral. Thus they do not a�ect the �tness of an

individual and, therefore, the genetic drift is the main evolutionary force. The

importance of this theory is that it creates a model, under which one can test

the selection pressure. To show how the model functions, we �rst introduce some

variables.

3.1.1 E�ective population size

The rate at which the genetic drift occurs depends on how well an individual in a

generation is able to �nd a partner and mate. Nevertheless, the proportion of sexes

in a population may not be equal. In such a case, the chance of reproduction would

12
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be dependant on one's sex, meaning that a large population would not necessarily

be large from the evolutionary point of view. Therefore an ideal population size

measure was introduced, the e�ective population size (Ne). An ideal population has

these characteristics [31]:

� An equal number of males and females, all able to reproduce.

� Random mating.

� Throughout generations, there is a constant number of breeding individuals.

� Equal mating probability.

Let us denoteN f as the number of females in the population andNm as the number

of males. The e�ective population size is then calculated as

Ne =
4N f Nm

N f + Nm
; (1)

If we consider again a population of only one sex, one can see thatNe = 0, which

makes sense, as that population is not able to reproduce. Figure 3.a shows the

relationship of N f (without loss of generality, becauseN = N f + Nm ) and Ne for a

population of size 1000.

Figure 3.a: The dependency of the number of females in a population of size 1000

to the e�ective population size [31].
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3.1.2 Selection coe�cient

As to be expected, the selection coe�cient (s) is simply a measure of relative �tness.

When s > 0, it indicates an advantage, whiles < 0 indicates a disadvantage. Not

only in this thesis is this measure purely theoretical due to the fact that one is not

able to measure human being's �tness since some data necessary for its calculation

cannot be measured. That is why selection pressures are being calculated, estimating

this coe�cient in a broad sense.

3.1.3 E�ectiveness of selection

Having de�ned the previous variables, one can now theoretically calculate the

e�ectiveness of selection on a mutation. It is dependant both on the e�ective

population size and the selection coe�cient. WhenNes < 1 it means that the

genetic drift will occur, and the frequency of that mutation will 
uctuate due to

pure chance, essentially meaning they are neutral [32]. As mentioned earlier, this

also means that the genetic drift will prevail in small populations. Otherwise, when

Nes > 1, the mutation is under selection.

3.1.4 The null hypothesis

Since the neutral theory states that most of the mutations happening are neutral,

if one is able to reject this statement on the sequence under examination, it will

show that it is subject to selection. In [30], it was shown that under the neutral

model, the rate of substitutions (k) is equal to the rate of mutations (� ). However,

in the event of positive selection, the rate of substitution will be higher than the

rate of mutation, due to the fact that bene�cial mutations have a higher chance of

�xating compared to neutral mutations (k > � ). On the other hand, detrimental

mutations �xate slower; therefore, the rate of mutation will be higher than the rate

of substitution (� > k ). This simple yet powerful fact was used in the development

of the tests to detect selection [32].

3.2 In�nite site model

Kimura also developed the in�nite site model [33], in which he showed the basics of

the development of new alleles thanks to mutation. In this model, allele frequencies

were used to estimate a theoretical measure, the genetic diversity (heterozygosity)

of an examined population's genomic locus.
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This model assumes the following:

� A randomly mating population.

� No occurrence of selection or recombination between DNA sequences.

� The number of sites (i.e. the number of nucleotides) in a DNA sample is

in�nite, therefore when a new mutation occurs, it must occur on a site where

no previous mutation occurred.

Under these circumstances, the measure of genetic diversity of a diploid populations

genomic locus is proposed as

� = 4Ne�; (2)

whereNe is the e�ective population size and� is the mutation rate per generation.

For a haploid population, only the coe�cient in equation (2) is changed for 2.

It should be emphasized that� cannot be negative. Many estimators based on

retrievable data were invented. One of the used estimates is the famous Watterson

estimator [34]. Let us consider a sample ofn DNA samples. Watterson showed that

under the neutral theory

E(S) = a1�; (3)

S denoting the number of segregating sites (the number of sites that di�er e.g. SNP)

and

a1 =
n� 1X

i =1

1
i
: (4)

From this, an estimator of � , the Watterson estimator, is as follows

�̂ W =
S
a1

(5)

An example of the calculation of this estimate is given in the following section. The

value of this estimate is in the fact that it uses the number of segregating sites in

its calculation. For one, the number of segregating sites can be very easily retrieved

from the data, and also, it ignores the frequency of the mutations as it measures only

whether a mutation happened or not. The importance of this is shown by Fumio

Tajima in [35].

3.3 Tajima's D

Tajima's D, named after the already mentioned Fumio Tajima, is a widely used

statistical test used to �nd the presence of a non-random process in the evolvement

of a DNA sequence [35]. It was constructed under the in�nite site model and the
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neutral theory. Consider a sample ofn DNA samples. Let us denote the number of

nucleotide di�erences betweeni -th and the j -th DNA sequence as� ij . The average

number of pairwise nucleotide di�erences (� ) is then given by

� =

P P

i<j
� ij

� n
2

� : (6)

Tajima has then shown in [36] that under the neutral theoryE(� ) = � , therefore, a

new estimator of theta is introduced as

�̂ � = �: (7)

It should be noted that �̂ � , unlike �̂ W does not ignore the frequency of mutants.

As both equations (5) and (7) are estimates of� , and thus should be roughly equal

under the null hypothesis, Tajima states: \the remarkable and important di�erence

between the number of segregating sites and the average number of nucleotide

di�erences is the e�ect of selection". That is because detrimental alleles are usually

kept in low frequencies (i.e., they are rare), but the number of segregating sites does

not take into account frequencies of mutations, meaninĝ� W will be strongly a�ected

unlike �̂ � . This implies the fact that if there are any selective e�ects,̂� � will di�er

from �̂ W by a statistically signi�cant value. One must also account for the size of

the sample. Therefore, from the statistical properties of̂� � and �̂ W , the variance

was derived for normalization. The test statistics then becomes

D =
� � S

a1q
V ar(� � S

a1
)
: (8)

During the derivation of equation (8), it was conducted that the distribution of

Tajima's D is not far from the normal distribution, although not normal. Hence, as

for the statistically signi�cant value, it is said to be expected for Tajima's D to lie

in the interval [� 2; 2] 95% of the time. Values of Tajima's D outside of the interval

should be examined, for example, using p-values. For the calculation of p-values,

we used the rank score method from [37] (http://hsb.upf.edu/ ). The process is

as follows:

1. Calculate the test estimates.

2. Depending on the test, rank each estimate from the lowest to highest or vice

versa.

3. Calculate the p-value for each estimate as the estimates rank divided by the

number of all estimates.

16



3.3. TAJIMA'S D

4. For visualization purposes, transform each p-valuex as � log10(x). Thus, low

p-values will become large values.

One can construct biological implications from the analysis of the values of Tajima's

D, shown in table 3.1. When Tajima's D is around 0, one cannot reject the null

hypothesis of the DNA sample evolving at random. For positive Tajima's D not

close to 0, we can say there is a shortage of low-frequency alleles. This could be

caused, for one, by a balancing selection, since it maintains the stable (intermediate-

frequency) alleles { for example, distinct subpopulations that are genetically very

di�erent are all being selected. Alternatively, for two, a population shrinkage, which

can lead to the same example { having one population, a shrinking event occurring

leading to genetically very di�erent subpopulations. For negative Tajima's D not

close to 0, we say there is a large number of low-frequency alleles. The biological

implications could be: a sudden population expansion { there was not enough time

for the population to acquire variability { or a selection removing variation such as

the stabilizing selection.

Tajima's D values Analysis

D = 0, therefore � = S
a1

Cannot reject the null hypothesis,

meaning the sample is not under selection

D < 0, therefore� < S
a1

Average number of rare alleles is higher than the number of

mutations, implying a large number of rare alleles

D > 0, therefore� > S
a1

Average number of rare alleles is lower than the number of

mutations, implying a shortage of rare alleles

Table 3.1: Analysis of possible Tajima's D results

For the purpose of example calculation of Tajima's D, we include the following

formulas for the calculation of the variance. Subsequent equations used to calculate

other tests that do not help to show the idea of the test are provided in appendix

A.

a2 =
n� 1X

i =1

1
i 2

; (9)

b1 =
n + 1

3(n � 1)
; (10)

b2 =
2(n2 + n + 3)

9n(n � 1)
; (11)

c1 = b1 �
1
a1

; (12)
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c2 = b2 �
n + 2
a1n

+
a2

a2
1
; (13)

d1 =
c1

a1
; (14)

d2 =
c2

a2
1 + a2

: (15)

Given these, Tajima's D is then

D =
� � S

a1p
d1S + d2S(S � 1)

: (16)

subjects 0 1 2 3 4 5 6 7 8 9

subject 1 GAAAA AAAAA

subject 2 AGAAA AAAAA

subject 3 AAGAA AAAAA

subject 4 AAAGA AAAAA

subject 5 AAAAG AAAAA

Table 3.2: Simple DNA sequences, where the sites are labeled with numbers from 0

to 9, used for the example calculation of Tajima's D.

Consider the DNA sequences with its site labeling from table 3.2. We have 5 DNA

sequences, hencen = 5. The number of segregating sites isS = 5, because there are

5 variants of sites - the sites labeled from 0 to 4. Sites 5 to 9 are not segregating,

because there are no variants. Comparing pairwise each subject, that is
� 5

2

�
= 10

combinations, where� ij = 2 for 8i; j 2 f 1; 2; 3; 4; 5g ^ i 6= j (e.g. subject 1 and

subject 2 di�er at sites 0 and 1), we have from equation (6)

� =
2 + 2 + 2 + 2 + 2 + 2 + 2 + 2 + 2 + 2

10
= 2

Next, equation (4) and equations from (9) to (15) are calculated, all dependant on

the number of sequences. Results are shown in table 3.3.
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a1 2:0833

a2 1:4236

b1 0:5

b2 0:3667

c1 0:02

c2 0:0226

d1 0:0096

d2 0:0039

Table 3.3: Values of equations from (9) to (15) and equation (4) used in the example

calculation of Tajima's D.

From that, using equation (15)

D =
2 � 5

2:0833p
0:0096� 5 + 0:0039� 5 � 4

= � 1; 1268

It should be noted that for the calculation of this test and for all the following tests,

the sites that did not di�er (sites 5-9) were not needed in the calculation. This fact

is used in the manner of DNA sequence storing, mentioned in the next chapter.

3.4 Fu & Li's D* and F*

In the aftermath of the publication of Tajima's D, new ideas to test the neutrality

of mutations have been proposed, but from di�erent views. In [38], it was proposed

to test neutrality with the usage of the coalescent theory, although along the same

lines as Tajima's D. This model uses the information collected from the ancestors

of the sampled population.

Genealogy, a study of family lineages, uses tree diagrams to show an individual's

family tree. One can map these family trees to genes, sometimes called gene

genealogies, meaning how genes acquire mutations over time, becoming other genes.

An example of such a tree is visualized in �gure 3.b.
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Figure 3.b: A gene genealogy example with labels. External branches are labelled

as a,c,e,g,h, internal branches as b,d,f, with both external (in red) and internal (in

green) mutations.

Di�erent terminologies are used in these trees as opposed to graph theory. The

term "edge" in graph theory is here referred to as "branch". Further, an "external

branch" is an edge between a node and a leaf. An "internal branch" connects two

nodes, of which none are leaves. From this, external mutations are mutations that

happened on an external branch and internal mutations on internal branches.

The main idea of the Fu & Li's tests is using the fact that the number of external

mutations is equal to the number of internal mutations under neutrality. Again,

we analyze detrimental mutations. In a genealogical tree, since the detrimental

mutations are acquired recently in the sample, they assemble in the external

branches. These mutations are then called singleton mutations, or simply, singletons

{ also de�ned as alleles that appear only once in the sample population. Not all

singletons have to be in the external branches, though [39]. For a population of size

n, Fu and Li then suggest the following tests:

Do =
� � a1� ep

V ar(� � a1� e)
; (17)

Fo =
�̂ � � � eq

V ar(�̂ � � � e)
; (18)

where � is the number of all mutations and� e is the number of mutations in the

external branches. To get the number of external mutations, however, an outgroup

is required to infer the number of external mutations accurately. An outgroup is a
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