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<td>The student worked on the thesis steadily since beginning with short exception in the middle. He started with surveying the ML frameworks and then, we have roughly agreed on which frameworks to cover in the thesis. TensorFlow was unsurprisingly one of them and a new version TensorFlow 2 (TF2) was expected to be released soon. Its new features suggested that it would be easier to modify this version instead of the old one. This might be true, but we underestimated the time needed to compile and run and debug this version on our target platforms. I think that the student spent most of its time on this task. During the work, we had semi-regular meetings and on-line communications. The student tried to work independently, but sometimes, it was counterproductive. For example, he invested a lot of time (and even some money) to compile TF2 on a rented cloud platform, but that platform would be hardly suitable for the planned precise benchmarking. Then, another big effort was spent on compilation on the embedded Tegra X2 platform, where the TF2 compilation was measured in tens of hours, but it would be probably less painful to cross-compile it.</td>
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Is the thesis technically sound? How well did the student employ expertise in his/her field of study? Does the student explain clearly what he/she has done?

The description of the TensorFlow framework in the theses is good and the final version is significantly better than previous drafts. This is the most valuable part of the thesis despite it lacking the description of the lowest level (GPU kernels) needed for integration with our GPU scheduling. Rather than the lowest level, the thesis describes a higher level – TensorFlow Serving, which is irrelevant for the planned scheduling and just adds overhead caused by the HTTP protocol and data decoding.

Given that the student likely spent most of its time with compilation, it is unfortunate that the thesis does not mention this part and the description of compilation commands and configuration is missing even in the attached data. The student provided me with this information only after thesis submission.

The benchmarks and their results presented in the thesis are hard, if not impossible, to reproduce, because the thesis provides almost no details about what was benchmarked and how.

### Formal level and language level, scope of thesis

**B - very good.**


The thesis is written in good English with just a few typos and grammatical errors. Formatting and typography in at good level thank to the use of recommended LaTeX template. I have minor objections to the size of letters in some graphs in Section 6.

### Selection of sources, citation correctness

**B - very good.**

Does the thesis make adequate reference to earlier work on the topic? Was the selection of sources adequate? Is the student’s original work clearly distinguished from earlier work in the field? Do the bibliographic citations meet the standards?

The student was actively finding relevant literature and I’m satisfied with his selection.
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### III. OVERALL EVALUATION, QUESTIONS FOR THE PRESENTATION AND DEFENSE OF THE THESIS, SUGGESTED GRADE

Although the goals of the thesis were not completely fulfilled, the thesis has a value for me. Its description of the TensorFlow 2 internals, although not perfect, is a good way to start understand the code. In addition, the instructions for compiling and reproducing author’s work are useful – it is unfortunate that they are not a part of the submitted thesis.

My impression from collaboration with the student is that he was used to work at higher levels of software frameworks and this work, which required digging down through the code across multiple programming languages (Python, C++, CUDA), was challenging for him. Working lower in the software stack was author’s conscious intention declared during discussion about the thesis assignment. Even though this experience could have been painful for him, I think he has learned many things.

The grade that I award for the thesis is **D - satisfactory.**
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