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Abstrakt:

Hlavnim cilem této prace je simulovat pienos v velkokapacitnich optickych systémech v prostiedi
OptSim. Modelované systémy jsou zaloZzeny na metodach pouZzivanych v soucasnych komer¢nich
systémech a ve vyzkumnych laboratornich systémech. Prace prezentuje teoreticky nahled do téchto
metod a vysledky jejich implementace. Bylo zjisténo, Ze pro dalsi zvySovani kapacity systémt nad 100G,
je potifeba vyhovét vysokym pozadavkim na OSNR v disledku projevujicich se nevyhnutelnych
fyzikalnich mezi komunikace po optickych vlaknech. Tato zjisténi jsou detailné popsana a podloZena

podrobnymi simula¢nimi vysledky v programu OptSim.
Klic¢ova slova:

OptSim, Wavelength Division Multiplexing WDM, Coherent Systems, CWDM/DWDM, Polarization
Division Multiplexing, Digital Signal Processing (DSP)

Abstract:

The main purpose of this thesis is to simulate large-scale transmission of optical systems using the
OptSim environment. The systems modeled are based on the methods used in both currently widely
deployed systems and those under research. Theoretical insight behind these methods is provided as well
as the implications involved in their implementation. It is found that in order to continue to increase
system capacity beyond 100G, methods of accommodating for high OSNR requirements must be utilized
as a result of pushing the unavoidable physical constraints of optical fiber communications. These

findings are described and supported by the detailed results of OptSim simulations.
Index Terms:

OptSim, Wavelength Division Multiplexing WDM, Coherent Systems, CWDM/DWDM, Polarization
Division Multiplexing, Digital Signal Processing (DSP)
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1 Introduction

Coherent 100G polarization-division multiplexing quadrature phase-shift keying (PDM-QPSK) has been
a success with the industrial deployment of 100G wavelength-division multiplexing (WDM) systems for
long-haul applications beginning in 2010 [1]. The next step for higher bit rates in WDM transmission will
include 200G and 400G systems. Formats such as polarization multiplexed 16-ary quadrature amplitude
modulation (PM-16QAM) and polarization multiplexed 64-ary quadrature amplitude modulation (PM-
64QAM) have denser constellations and achieve data rates required for next generation technologies.
However, the denser the constellation, the higher the required optical signal-to-noise ratio (OSNR) for a
given link reach. This tradeoff between spectral efficiency and reach is a major challenge in addressing
the need of transmitting higher bit rates over long distances reliably. Therefore, a compromise must be
made between the order of modulation, data rate and spectral occupancy. According to a 2015 White
Paper by the Optical Internetworking Forum (OIF) [1] ultra-long-haul links usually have distances
beyond 2000 km and will most likely to be based on lower order constellations such as QPSK or
eventually 8QAM [1]. However, by use of electronic dispersion compensation (EDC), digital signal
processing (DSP) in coherent reception, and optimized physical characteristics; these distances will
certainly soon be achievable using PM-16QAM.

1.1 Problem Statement

The use of wavelength division multiplexing, advanced modulation formats and signal recovery by use of
digital signal processing are implemented in order to achieve bit rates higher than 100 Gb/s. The methods
of increasing capacity and spectral efficiency carry certain consequences. Selected phenomena having
destructive impact on long-haul optical transmission; dispersion, nonlinear impairments, and transmission
range are considered as well as methods of compensating their effects. The limitations exhibited by the
methods of realizing high capacity optical systems are presented in this thesis. Also, the necessary
compromises between parameters are discussed; the order of modulation, data rate, spectral occupancy,
bit error rate (BER) and transmission distance are all accounted for. The main evaluation criterion is
whether the created simulations correspond well to real optical systems. Auxiliary tools that implement
BER counting and required OSNR are utilized to determine system feasibility of implementation. The
physical limitations of these systems, potential categorization as well as the trade-offs between spectral
efficiency and reach, are discussed in detail. Considering the above, the goal of this work is the
investigate the complexities that arise when implementing next generation optical transmission systems

and their significance in affecting the future requirements.



1.2 Thesis Structure

Chapter 2 provides a theoretical overview and State of the Art of the techniques used for increasing
system capacity. Chapter 3 presents the Optical Network Hierarchy to introduce target bit rates and
distances. Chapter 4 introduces the OptSim environment; the Time-Domain Split-Step (TDSS) method
used for simulating system behavior, simulation parameters, performance monitors, features used for
enabling high bit rates, and the transmitter and receiver structures used are described. Chapter 5 includes a
description of simulations and presentation of results. The first section includes a comparison of advanced
modulation formats, which sets the focus of the sections that follow. The next two sections demonstrate
the high capacity potential of PM-16QAM and industry trends. The long-haul capabilities of PM-QPSK
are then demonstrated. The sections that follow provide comparisons of PM-QPSK and PM-16QAM
WDM system performance as well as the effects of adjusting channel spacing and transmission distance.
The final sections focus on optimizing ultra-long-haul PM-QPSK and PM-16QAM systems by
pinpointing optimal transmitted powers and fiber lengths. The final chapter concludes with final thoughts,

possible limitations of the studied topics and potential areas for further study.

2 State of the Art

Deploying coherent 100G WDM PM-QPSK has allowed keeping the existing infrastructure consisting of
erbium-doped fiber amplifier (EDFA), G.652 standard single-mode fiber (SSMF) and 50 GHz dense
WDM (DWDM) fixed grid while maintaining global-scale transmission reaches [1]. In addition to EDFA,
WDM, coherent detection, and DSP at the receiver; polarization multiplexing higher order modulation

formats is required to achieve the next steps in the evolution large scale optical transmission.

2.1 Long Distance Transmission Using SMF & EDFA

Standard single-mode optical fiber (SSMF), G.652, in long-haul systems is the most commonly deployed
single-mode fiber for WDM data transmission and supports distances up to several thousand kilometers,
with appropriate amplification and dispersion compensation [2]. SSMF has a loss of around 0.2 dB/km at
a wavelength of 1550 nm and for long-haul systems, typically spans of 50 — 120 km of are followed by

EDFA amplification for signal regeneration [3] as in figure 2.1.
Channel x N

Transmitter ——§ ~ Receiver

Fig. 2.1: Transmission Link Consisting of N Fiber Spans and Amplifiers [4]



Typically, EDFAs are used, however other amplification technologies exist, such as Raman
amplifiers [5], semiconductor optical amplifiers [6] and phase-sensitive amplifiers [7]. The operating
principle of an EDFA is that the fiber is doped with the rare-earth element Erbium which can be optically
pumped to achieve population inversion and therefore optical gain [8]. As with any amplifier, the EDFA
adds noise, hence regeneration distances should be optimal [4]. In this thesis, the EDFA is implemented
in the 1530 — 1565 nm region, the C-band, where gain and noise figure can be approximated as flat values
[2]. Noise originates from spontaneously emitted photons from the exited Erbium ions. These photons
have random wavelength, phase and polarization and will experience gain as they propagate in the EDFA.
Hence, the noise generated in the EDFA is called amplified spontaneous emission (ASE) [8]. As
transmission systems extend to longer distances and higher bit rates, degenerative effects on transmission,

attenuation and dispersion, become important limiting factors.

2.2 Linear & Nonlinear Transmission Impairments

Simulation of the signal and degeneration processes such as, chromatic dispersion (wavelengths travelling
at different speeds), nonlinear self-phase modulation (Kerr effect) and fiber loss; is crucial for the correct
interpretation of the received signal. Furthermore, signal and noise are nonlinearly mixed during
propagation, and contributes to signal degeneration. These phenomena can be described by the one-
dimensional, nonlinear Schrodinger equation, with stochastic input data [9]. Figure 2.2 provides a
breakdown of the Schrodinger equation, where, A(z, t) is the complex envelope of the optical field, hence
the power is |A(z, t)|?, a is fiber attenuation, B is the propagation constant and y is the nonlinearity
coefficient [10].
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Chromatic Dispersion Attenuation Nonlinearity
Fig. 2.2: Breakdown of Nonlinear Schrodinger Equation [10]

Linear effects include group velocity dispersion (GVD) of SMF, fiber loss, adjacent channel
cross-talk, polarization mode dispersion (PMD), ASE noise etc. [10]. Nonlinear effects include self-phase
modulation (SPM), cross-phase modulation (XPM), stimulated Brillouin scattering (SBS), stimulated

Raman scattering (SRS), and four-wave mixing (FWM) [10].



2.2.1 Fiber Losses

As the signal propagates along an optical fiber its power decreases exponentially with distance due to
scattering and absorption processes, called fiber attenuation. If Po is the power launched at the input of a
fiber of length L, the transmitted power P+ is given by:

Py = Pyexp(—al) (2.1)
where the fiber attenuation coefficient «, is a measure of total losses, typically expressed in units of

dB/km using the relation:
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Fig. 2.3: Attenuation Coefficient [dB/km] Vs. Wavelength [nm] of SMF on CWDM Grid, ITU-T G.694.2 [3]

Single-mode fiber loss as a function of wavelength is depicted in figure 2.3 where, SMF exhibits
a loss of about 0.2dB/km near 1550 nm [2]. This low loss allows for long-haul transmission links with 50
— 120 km fiber spans before amplification is needed [3]. The International Telecommunication Union
Standardization (ITU-T) defined wavelength bands of interest for optical communication, as depicted in
figure 2.3, and range from 1260 nm to 1625 nm. When combined, a total of approximately 200
wavelength channels on a 50-GHz wavelength-division multiplexing (WDM) grid are allowed. The range
is lower-bounded by the fiber cut-off wavelength and upper-bounded by bending and SiO2-absorption
losses [2]. The C-band (1530 nm-1565 nm) is generally used for long-haul optical communication [2] is

used for the experiments in this thesis.

2.2.2 Chromatic Dispersion

Chromatic dispersion (CD) causes pulse broadening, therefore, distort pulses in a linear fashion. Optical
fiber spectral components, composed of multiple spectral lines, propagate at different velocities due to
two reasons; waveguide and material dispersion [11]. Waveguide dispersion is the wavelength

dependence on the confinement of the electromagnetic wave to the core of the fiber. Material dispersion is



the wavelength dependence of the refractive index n. This implies that the group refractive index n,

which is the derivative of the refractive index n with respect to w, also depends on wavelength (f = % and

w = 2mf). The refractive index and group refractive index are related asng, = n + w 3—; [3].

When a signal modulates within a fiber, multiple spectral components are created around the carrier
frequency related to the wavelength of the signal travelling at different velocities, which leads to
broadening of the modulated pulses, referred to as chromatic dispersion. When two neighboring pulses
start to overlap, this crosstalk between pulses is referred to as inter-symbol interference (1SI) [11].

CD is defined as the amount of pulse spread per kilometer per nanometer in picoseconds. The pulse
spread is related to the difference in group velocities of the spectral components in a pulse &t, over

distance L, from [16]:

5t = — %9 50 = i(i) 50 =L (28) 0, 2.3)

T dw dw \vg w?
where ¢, is the group delay of a single spectral component, w is the angular frequency, v, is the

group velocity (Z—z =p"1= ni> and B is the propagation constant along the fiber axis. From Eq. 2.3, the
)

2 2
term Z—aﬁ =p (%) defined as group velocity dispersion (GVD), causes pulse broadening. Chromatic

dispersion parameter D, is the group velocity dispersion related to wavelength:
ps_\_1dy _ d(1)_ _2nc
D (nm-km) T Ldd T da (vg) R P (2.4)

Hence, CD depends on the fiber structure and wavelength of the signal [16]. The derivative of the

GVD to angular frequency gives the slope of the GVD indicating the change in GVD with wavelength
[2]. Typically, the GVD slope in SSMF is very small for broad channels, e.g. 50 GHz to 100 GHz,

commonly used for transmission [3].
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In figure 2.4, CD is the summation of the material dispersion with waveguide dispersion [3]. In
SSMF the zero-dispersion wavelength, the wavelength at which the material and waveguide dispersion

cancel out at around 1310 nm. In the C-band, CD is typically in the order of 17%- km [3]. By adjusting

the refractive index profile of the fiber, CD can be modified to obtain close to zero dispersion at the
wavelength band of interest in dispersion-shifted fiber (G.653 [2]) and large effective area fiber (LEAF)
[12]. The unitary and linear property of these effects allow for complete reconstruction of the transmitted
signal by digital signal processing if the whole electrical field is detected, using coherent detection [13].
Coherent receivers, utilized in the simulations in this work, can completely compensate CD using digital

signal processing (section 2.6.2), avoiding the need for optical CD mitigation [14].

2.2.3 Polarization Mode Dispersion

Whereas in CD distinct spectral components propagate at different speeds causing pulses to spread, with
polarization mode dispersion (PMD), the non-ideal circular core of optical fibers causes the two
orthogonal polarization components of the electromagnetic field to propagate with subtly dissimilar group
velocities since they have slightly different (group) refractive indices, called birefringence [2]. As such, a
pulse coupled to both polarizations at the fiber input will spread at the output due to differential group
delay (DGD) [2], as shown in figure 2.6.

LP;,, Ideal single-mode fibre LPg,,
LPy,, LPq,,
LPg Real single-mode fibre T)m\
k() > D(;DE\‘
l-pm\ § AT : L Pul\

Fig. 2.5: Hlustration of DGD (Originating From PMD) in a Short Fiber Section [2]

In figure 2.5 (bottom real single-mode model), light propagation is coupled into two birefringent
axes, (LPy,,) and (LPOly), results in a pulse broadening of At due to the group velocity difference
between the two axes [3]. Factors causing birefringence can be intrinsic and extrinsic. Internal factors are
geometric irregularities arisen during fiber manufacturing or stress induced birefringence [2]. External
causes for birefringence are perturbations from fiber spooling, cabling or embedding the fiber in the
ground causing lateral stress, bending and twisting [2]. The axes of birefringence randomly change along
the fiber length due to external factors, therefore, DGD in long fibers therefore does not simply add up

and varies randomly with wavelength at a given time.



Fig. 2.6: Eye diagram of a 10 Gbit/s signal transmitted on a Fiber with PMD [2]

The PMD coefficient is the PMD value divided by the square root of the length, resulting in units

ps

Tom and is the method of calculation for PMD used in OptSim [10]. Single-mode fibers can have a PMD

value of less than 0.1 \/z;{_sm [15]. However, deployed fiber systems might have PMD coefficients as large as

4.8ﬁ(—Sm [16]. Since the introduction of coherent receivers, PMD is not considered a problem in modern

optical transmission systems.

2.3 Nonlinear Transmission Impairments

Nonlinear transmission impairments depend on the input power of the optical signal which interacts with
the fiber core, known as the Kerr effect, which is the variation of the index of refraction with light
intensity. Consequently, nonlinear phase and amplitude distortions of the propagating signal could be
induced, making it difficult or impossible to compensate [9]. Optical communications systems operating
at or abovelO Gb/s, at higher transmitter powers, or in WDM systems, it is important to consider
nonlinear effects. This makes nonlinearities a critical concern in long-haul transmission since high power
lasers are used to transmit optical pulses over long spans to overcome attenuation. As such, there typically
exists an optimal launch power into fiber spans where at lower launch powers, the system is limited by
ASE noise generated in EDFAs and at higher launch power regions the system is limited by nonlinear

distortions. The analysis of optimal launch powers is demonstrated in sections 5.5 and 5.6.

2.3.1 Intra-channel Nonlinear Transmission Impairments

For intra-channel interactions occurring within the same wavelength channel, either between neighboring
pulses or between a pulse and noise produced by optical amplifiers, self-phase modulation (SPM) is the
dominant nonlinear effect which can be further divided into isolated pulse SPM, intra-channel cross-phase
modulation (IXPM) and intra-channel four-wave mixing (IFWM) [2, 17]. Isolated pulse SPM refers to the
interaction of a pulse with itself, while IXPM and IFWM relate to the interactions between pulses within
the same channel. IXPM is due to phase modulation across pulses due to GVD in adjacent pulses

overlapping, causing non-linear phase-shifts, which after CD compensation, manifest as timing jitter at



the output of the fiber [2, 17]. IFWM is a process in which two waves create two other waves (energy
exchange) due to the non-linear transmission medium. IFWM is revealed as amplitude fluctuations at the
output of the fiber, or “ghost” pulses at positions where no energy was transmitted and depends largely on
phase-matching between pulses [2, 17]. This effect can be suppressed by reducing the matched phase
occurrence during transmission [2, 17]. When analyzing a system, it is common to refer to intra-channel

nonlinear interactions as SPM, without considering the separate effects described here.

2.3.2 Inter-channel Nonlinear Transmission Impairments

Inter-channel signal-to-signal nonlinear distortions occur when two or more signals at different
wavelengths propagate inside an optical fiber and is caused by the intensity dependence of the refractive
index. The phase of optical signals is then affected by SPM as well as cross-phase modulation (XPM) and
four-wave mixing (FWM). Inter-channel XPM represents a nonlinear optical effect where the wavelength
of light can influence the phase of other wavelengths due to Kerr electro-optic effect [18]. In XPM, the
phase of each optical channel is affected by the average power and the bit pattern of all other channels [9].
Modulation formats in which the amplitude of the electric field is changing (QAM) induce a larger phase
change between the adjacent symbols of a channel than modulation formats with a quasi-constant
amplitude like phase-modulated (PSK) formats [19]. Inter-channel FWM is very similar to intra-channel
FWM, where the interaction of three wavelengths in a nonlinear medium can enable the rise of a fourth
wavelength, which is created by dispersion of random photons [18]. Either three photons interact with
each other to create a new photon at the sum of the three frequencies, or two photons mix to give life to
two new photons at different frequencies [4]. One method of reducing the impact of FWM is to employ
unequal channel spacing, which is not common for long-haul transmission systems since available
spectrum is scarce [19]. FWM can also be reduced by avoiding phase-matching over long transmission
periods by increasing GVD, thereby enlarging the difference in phase velocity [19]. Hence, FWM is

mainly observed for low-dispersion fibers and if channel spacing is narrow as in DWDM systems [19].

The impact of intra-channel and inter-channel nonlinearities depends on many factors such as
modulation format, fiber dispersion, channel spacing, launch power, among several others. As the focus
of this work is on achieving high bit rates, nonlinear effects are not individually monitored, however, the
effects of increasing nonlinearities due to the use of modulation formats of varying amplitude (QAM) and
decreased channel spacing are revealed in OSNR vs. BER performance. Signal-noise nonlinear
interactions grow with higher noise powers. Therefore, higher order modulation formats and high bit rate
transmission is limited by nonlinear penalties and is therefore a major area of research on its own. In the

past decade techniques such as, digital backpropagation (DBP) to compensate for deterministic intra-



channel nonlinearity through channel inversion [20], and Kalman filtering to mitigate the time-varying
inter-symbol interference induced by inter-channel nonlinearity [21], have been proposed.

24 Dispersion Management

Several techniques exist to compensate CD in the optical domain among which is the use of dispersion
compensating fibers (DCF), or Fiber Bragg Grating (FBG) [22]. A DCF is a type of fiber designed to
have a large negative dispersion at a wavelength band of interest [23]. Compensation of dispersion at a
wavelength around 1550 nm in a 1330 nm optimized single mode fiber can be achieved by specially
designed fibers whose dispersion coefficient is negative and large at 1550 nm [23]. An FBG is a reflective
device composed of an optical fiber that contains a modulation of its core refractive index over a certain
length [21]. The Grating reflects light propagation through the fiber when its wavelength corresponds to
the modulation periodicity. The reflected wavelength (Az) is called the Bragg wavelength, and defined by
the relationship:

Ag = 214, (2.5)
where 7 is the effective refractive index of the grating in the fiber core and A is the grating period [22].
The dispersion compensating unit (DCU), which can be based on the above technologies, is typically
located between fiber spans and amplifiers [10]. However, in this thesis, dispersion is managed by
Electronic dispersion compensation (EDC) implemented prior to coherent reception. EDC is becoming a

popular solution for its ability to correct for signal distortion after photo-detection, thereby promoting cost

savings and network configurations with fewer regeneration sites [14].

25 Capacity Scaling Methods

There are several physical dimensions that can be used for the capacity scaling of optical signals that
include the modulation of and multiplexing of optical fibers (Fig. 2.7) [24].

Physical Frequency
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Fig. 2.7: Physical Dimensions Available for Capacity Scaling



Optical time division multiplexing (OTDM) was used in the 1990s in order to increase capacity
by allocating different time slots to different channels [24]. The space dimension has been used by using
parallel optical transmission links, such as multi-mode ribbon cable used in data centers [25, 26]. True
space division multiplexing (SDM) has gained significant research as a promising solution to further
increase system capacity by use of multimode SDM technology, but integration issues must be solved to
enable commercially available SDM technology [27].

The quadrature dimension refers to the real and the imaginary parts of an optical signal and
enables the generation of advanced modulation formats by modulating both amplitude and phase of the
optical signal [28]. The polarization dimension refers to independent modulation of the two polarization
states exhibited by an optical signal [28], referred to as polarization division multiplexing (PDM) and
provides a two-fold increase in system capacity. The frequency dimension enables wavelength division
multiplexing (WDM), which uses multiple channels to transmit data where each wavelength represents an
individual channel [9]. Further to the frequency dimension of capacity scaling, reducing channel spacing
enables an increase in the number of channels in WDM systems, thus improving spectral efficiency.
Spectral efficiency is a measure of efficient utilization of the available bandwidth to achieve a target data
rate. Highly spectrally efficient channels multiplexed together, refers to the concept of Super-channels
[31]. The methods used to scale capacity in this thesis focus on wavelength division multiplexing (WDM)
of coherent optical systems, implemented by polarization multiplexing of quadrature phase shift keying

(QPSK) and/or quadrature amplitude modulation schemes (QAM).

2.5.1 Wavelength Division Multiplexing

WDM uses multiple wavelengths to transmit data, where each wavelength represents a channel, with a
certain frequency separation between channels [4]. In figure 2.8, each optical carrier is transmitted by
multiple transceivers (labeled TX_1), each operating at a different frequency. The signals are multiplexed
and propagate through a shared optical fiber. At the receiver side, the signal is demultiplexed into

individual channels and detected by its respective receiver (labeled RX_1).
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The value of the frequency separation between channels, or channel spacing, is determined by
several factors such as data rate per channel, modulation format used for encoding data, pulse shaping and
inherent characteristics of the optoelectronic components employed, e.g. bandwidth and roll-off of optical
filters. In Course Wavelength Division Multiplexing (CWDM) systems, channel spacing is typically
around 20 nm [29]. Current core and metropolitan networks employ WDM systems which operate at 50
and 100 GHz grid spacing, as standardized by the International Telecommunication Union (ITU) [29].
Dense Wavelength Division Multiplexing (DWDM) systems use 50 GHz channel spacing and operate in
the C- and L-bands [29]. Demands for increased spectral efficiency motivated the research and
development of technologies that enable 12.5 GHz channel spacing, such as optical vestigial sideband
(VSB) filtering, demonstrated in [30]. The flexible DWDM grid, as defined by ITU G.694.1, allows for
the accommodation of such highly spectrally efficient systems in addition to existing systems. While
sometimes referred to as "gridless” channel spacing, the flexible channel plan is based on a 12.5-GHz grid
pattern [29]. The standard supports mixed channel sizes in increments of (n-12.5GHz) and
accommodates for both existing services and future requirements, for example; 100G (4-12.5 GHz =
50 GHz) and future 400G (12 - 12.5 GHz) and 1 Tb optical rates [29].

2.5.1.1 Multi-carrier & Super-channels

Interfaces operating at 400 Gb/s are foreseen as the next standard after 100 Gb/s Ethernet [31] and super-
channels are a promising method of fulfilling this requirement. A super-channel is a collection of optical
signals that are multiplexed together with high spectral efficiency [32]. Typically, super-channels use
spectrally efficient advanced modulation formats such as 16-QAM in combination with advanced

multiplexing schemes, such as Nyquist-WDM, as shown in figure 2.9.

100G 400G 400G
DP-QPSK 200G DP-16QAMx 2 100G DP-QPSK x 4
Conventional
WDM
~25%
Nyquist | Improvement

WDM 1
Signal bandwidth o EroRieney .

Spectrum  37.5GHz  75GHz 150GHz

Utilization 2 6pit/Hz ~ 5.3bit/Hz 2.6bit/Hz

Fig. 2.9: Super-channel & Nyquist Filtering [33]

Spectral efficiency is defined as a ratio of symbol rate of the channel R;,, and channel spacing A4f.

The first step towards highly spectrally efficient systems is by implementing coherent systems, which
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enable the use of higher-order modulation formats [34]. The digital coherent receiver allows linear
mapping of optical field and enables the detection of amplitude and phase components of both
polarizations and quadruples spectral efficiency [13]. Nyquist WDM enables a reduction of guard bands
between channels creating spectrally efficient super-channels [35], in comparison to conventional WDM
(Fig. 2.9). WDM systems are classified based on the channel bandwidth allocation relative to the
modulation symbol rate of the channel to quantify efficient utilization of the available spectrum, as
suggested in table 2-1 [36].

Table 2-1: Definitions of Various Classes of WDM [35]

Cilr}?/'gjn Definition Example
> 50 Coarse WDM 10 Gb/s on 20 nm
>5 WDM 10 Gb/s on 100 GHz
1.2 <Af/Ry, <5 DWDM 28 GBaud PM-QPSK, 50 GHz
1<Af/R, <1.2 Quasi-Nyquist WDM 28 GBaud PM-QPSK, 33 GHz
Af /R, =1 Nyquist WDM 28 GBaud PM-QPSK, 28 GHz
Af /R, < 1 Super-Nyquist WDM 28 GBaud PM-QPSK, 25 GHz

As shown in the table 2-1, in addition to CWDM, WDM and DWDM systems, recent advances in
high spectrally efficient systems has created new regimes, identified as “Quasi-Nyquist” WDM,
“Nyquist” WDM and “Super-Nyquist” WDM, respectively.

2.5.2 Modulation Formats

Modulation formats are often represented on a constellation diagram where the real and imaginary axes
are termed the in-phase and quadrature axes respectively due to their 90° separation [28]. The amplitude
of the in-phase signal is at the x-axis, and the amplitude of the quadrature signal is at the y-axis, for each
symbol. The amplitude of each point along the in-phase axis is used to modulate a cosine (or sine) wave
and the amplitude along the quadrature axis to modulate a sine (or cosine) wave [28]. Figure 2.10 shows
five possible modulation formats: Binary Phase Shift Keying (BPSK), Quadrature Phase Shift Keying
(QPSK), 8-ary quadrature amplitude modulation (8QAM), 16QAM, and 64QAM; containing 2, 4, 8, 16

and 64 possible states, respectively.

For Phase-Shift Keying (PSK), a finite number of phases are used. For QAM, the number in front
of QAM indicates the number of constellation points, log, of that number provides the number of bits
encoded into one symbol. In both methods each of the phases, or amplitudes are assigned a unique pattern
of bits, where the number of bits comprises the symbol that is represented by the phase or amplitude. For
M = 2N alternative symbols, each symbol represents a message consisting of N bits [37]. If the symbol
rate (baud rate) is f; symbols/second (baud), the data rate is Nf; bit/second [37].
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BPSK (1 bit/symbol) QPSK (2 bits/symbol)
A A

8QAM (3 bits/symbol) 16QAM (4 bits/symbol)  64QAM (6 bits/symbol)
A A A

Fig. 2.10: Constellation Diagrams of Modulation Formats and Bits/Symbol in One Polarization State [28]

In the case of PSK, the phase is changed to represent the data signal [28]. There are two
fundamental ways of utilizing the phase of a signal in this way: by viewing the phase itself as conveying
the information, in which case the demodulator must have a reference signal to compare the received
signal's phase against; or by viewing the change in the phase as conveying information — differential
schemes, some of which do not need a reference carrier [28]. Quadrature amplitude modulation (QAM),
as the name indicates, refers to the modulation of both the phase and amplitude of the optical signal to

encode (more than two) bit streams into symbols to achieve higher spectral efficiencies [28].

2.5.2.1 Phase-Shift Keying (PSK)

BPSK is the simplest form of phase shift keying (PSK). It uses two phases which are separated by 180°
[28]. BPSK is only able to modulate at 1 bit/symbol so it is unsuitable for high data-rate applications
when bandwidth is limited [37]. However, Quadrature Phase-Shift Keying (QPSK), can encode two bits
per symbol [28]. QPSK can be used either to double the data rate compared to a BPSK system while
maintaining the same bandwidth of the signal, or to maintain the data-rate of BPSK but halving the
bandwidth needed [28].

2522 8QAM

8QAM encodes three bits per symbol, so it does not double the data rate with respect to QPSK [37]. To
achieve a doubling in data rate, the symbol rate should be increased, which also implies spectral
broadening and as such possible detrimental filtering penalties. Therefore, 8QAM up to now, is not often
considered for long-haul transmission systems. However, with new digital to analog converter (DAC)
technology, it may eventually be an interesting alternative compared to 16QAM [38]. Also, 8QAM might
offer improvement over QPSK when the same net bit rate is concerned by using the additional bit for

forward-error correction code (FEC) [39].
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2.5.2.3 16QAM

16-level quadrature amplitude modulation (L6QAM) is one of the most attractive modulation formats for
transmission of 200 Gbit/s and beyond, since it achieves a good trade-off between spectral efficiency and
reach. The encoding of 4 bits per symbol allows for an equal spectrum occupation as QPSK at 100 Ghit/s.
Although high OSNR requirements and limited tolerance towards nonlinear transmission impairments
hinders maximum reach, advances in FEC, pulse shaping, and back-propagation have proven to enable
transoceanic distances using 16QAM [40].

2.5.24 64QAM

64QAM encodes six bits per symbol, however, transmission of QAM modulation beyond 16QAM over
single-mode fiber seems to be of limited interest because of high OSNR requirements, implying a short
reach application. Despite suffering from these penalties and low tolerance towards nonlinear
transmission impairments, 64-level quadrature amplitude modulation (64QAM) transmission has been

shown recently over very short reach and error-floors in the order of 5 - 1073 [41].

2.5.3 Polarization Multiplexing

Polarization multiplexing in research is abbreviated with many different terms: polarization-multiplexing
(POLMUX), dual-polarization (DP) and coherently detected polarization multiplexed (CP), are seen in
literature. The optical field propagating in a single-mode fiber can be described by an electric field and
magnetic field with two orthogonal components x and y, called polarizations [42]. To achieve
polarization-multiplexing two orthogonal fields, E, and E,, are modulated by two separate in-
phase/quadrature (IQ-modulators) and combined using a polarization-beam combiner (PBC) [42], as
shown in figure 2.11. Polarization-multiplexed transmission in combination with coherent detection
enables greater robustness when combined with the modulation formats mentioned previously; PM-
QPSK, PM-8QAM, PM-16QAM and PM-64QAM [42].

Data_x
)= *
PBS[—K———]PBC
Laser I\_ -
1 |
1 . T
Data_y

Fig. 2.11: POLMUX Model with Polarization Beam Splitter (PBS) & Polarization Beam Combiner (PBC) [42]
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2.6 Coherent Optical Systems

Coherent systems are typically based on advanced amplitude/phase modulation, polarization multiplexing
and coherent detection for the translation of the whole optical field information (amplitude, phase,
polarizations) into the electrical domain and DSP after detection [42]. Ultimately, coherent systems
enable a larger density of transmitted channels and use of highly spectrally efficient modulation formats.

After a transmitted signal passes through an optical link it may then be detected directly,
differentially, or coherently (as in the simulations sections). A direct detection receiver is simply a
photodiode and electrical amplitude and is capable of discerning amplitude modulation as shown in figure
2.12. The phase of the carrier is not considered. Current generation optical networks operating at 10 Gb/s

and 40 Gb/s generally utilize direct detection schemes to receive on-off keying (OOK) signals [43].

Eq(r) =I-— Decision | Intensity Modulation

N\E
/@\
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Decision =9 Frequency Modulation
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Fig. 2.12: Non-coherent Modulation Based on Intensity and Frequency Modulation [43]

Differential receivers (Fig. 2.13) enable direct detection schemes to receive phase-based formats
e.g. differential phase-shift keying (DPSK) and differential quadrature phase-shift keying (DQPSK) but

cannot recover phase information, preventing the use of advanced modulation formats [42].

£() WE Ippsk (1) 2-DPSK

M-DPSK, where M>2

=9/ ppsk ¢ ()

Fig. 2.13: Differentially Coherent Receiver [43]

Direct detection offers the advantage of simplicity; however, differential direct detection schemes
limit post DSP because the receiver optical signal has already undergone an irreversible nonlinear
transformation and photodiode pair. All signal processing (EDC, polarization demultiplexing,
equalization) for direct-detection systems must consequently be performed before detection. Furthermore,

direct detection does not benefit from local oscillator (LO) gain, limiting receiver sensitivity [43].
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2.6.1 Coherent Detection

There are multiple ways of implementing coherent detection; homodyne, heterodyne and intradyne
detection (phase diversity). The difference between these three methods depends on the frequency at
which the LO is running (w; o) relative to the frequency of the transmitter laser (ws). For heterodyne
detection w;y — ws = wyF, the inter-mediate frequency (IF) w,r is larger than the electrical bandwidth
(BW) of the signal.

4 —
Band select Mirror frequency Channel X
filter rejection filter select filter
Lo
02y
RF IF LO +90°

Q

Band select @ Channel select
filter filter

lli,

Fig. 2.14: Heterodyne Receiver [42]

s f

In the heterodyne receiver (Fig. 2.14), the signal goes through a band select filter for channel
selection, and the mirror frequency rejection filter removes undesired frequency. At the output of the
rejection filter, at the local oscillator, the in-phase and quadrature components are obtained by
(electrically) down-mixing the sine wave with a cosine (in-phase) and sine (quadrature) running at the
w;r [43]. Then the channel is selected and amplified [42]. The main drawback of heterodyne detection is
the photodiode needs a bandwidth of at least twice the signal bandwidth, due to the IF restriction, to avoid
signal distortions [43]. A heterodyne receiver therefore needs broadband photodiodes, amplifiers and

analog-to-digital converters (ADCs), which makes high symbol rate transmission cumbersome [43].

For homodyne detection w;, — ws = 0, i.e. both frequencies are the same and do not need
intermediate frequency conversion; the received signal is directly down-converted to baseband at the

receiver. Figure 2.15 is a block diagram of a homodyne receiver.
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Fig. 2.15: Homodyne Receiver [42]
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With the local oscillator frequency, the same as the received frequency, this structure becomes a
phase detector. However, to fulfill the homodyne requirement, active control of the LO is needed, e.g. by
using a phase-locked-loop (PLL), which puts stringent requirements on the laser linewidth [44].

Intradyne detection (phase-diversity detection) is similar to homodyne detection, with the
exception that the frequency difference between the LO and transmitter laser is approximately zero;
wro — ws = 0, where the frequency difference tolerated depends upon digital signal processing [44].
Intradyne detection relies on detection of both the in-phase and quadrature component to compensate for
frequency and phase offset between the LO and transmitter laser and is therefore also known as a phase-
diversity receiver. The typical physical structure of a polarization-diversity receiver, as proposed by the
Optical Internetworking Forum implementation agreement [45], is shown in figure 2.16. The schematic is
similar to the homodyne receiver, except that there is no need to lock the local oscillator frequency to the
received signal’s frequency. The structure employs a component called an optical hybrid, where the
received signal is heterodyned to get four intermediate frequency components, each 90-degrees apart, so
the outputs are at the phase of 0, 90, 180, and 270 [45].

S —>A |,
90° L >‘
Optical
Hybrid | Q.
, N be
E,, PBS
. PBS
v Ero
E+1'
E > I, >_
90° |—»
Optical
Hybrid Q
u

Y

Kb

Fig. 2.16: Phase Diversity Receiver [42]

Considering  figure 2.16, the dual-polarization received optical field, E,,(t) =

[Ex_rx (t)Ey_rx(t)]T, where E, .., (t) and E,, . (t) are the signal components corresponding to the x and y
polarizations. The local oscillator (LO) laser runs without any hardware feedback for frequency and/or
phase synchronization. A polarization beam splitter (PBS) is used to decompose the E,., and E;, optical
fields into their orthogonal polarization components. Since polarization demultiplexing can be performed
in the digital domain [42], no optical dynamic control is required for polarization state alignment. A pair
of 90° optical hybrids is used to mix the received signal with the LO reference carrier, producing four

outputs shifted by from each other by 180° [46], containing both direct detection (|Ex/yrrx|2and
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|E, /y,L0|2) and coherent detection (Re{Ey/y rxEx/y,.0} and Im{Eyy, rxEx/y 10}) terms. The in-phase (1)
information is contained in the Re{Ey/, rxEx/y,0} t€rms, whereas the quadrature (Q) information is
conveyed in the Im{Ey yxEx/y 10} terms. Grouping the 90° optical hybrid outputs into 180° shifted
optical fields, the optical-to-electrical down-conversion is performed by two pairs of photodiodes in
balanced configuration, yielding the in-phase and quadrature electrical currents, I, and Q,. The
electrical outputs of the balanced photodiodes are then fed to linear amplifiers to adjust the signal to be

sent to the DSP subsystem for post-processing [42].

The phase-diversity receiver offers flexibility over the other two methods, i.e. LO frequency and
phase offset tolerance as well as relaxed bandwidth requirements compared to heterodyne detection. For
this reason, the polarization-diversity intradyne receiver the common choice for commercial use [42] and

is utilized in the receiver models in this thesis.

2.6.2 Coherent System Implementation with DSP

This section provides a theoretical overview of the coherent transmitter and receiver structures, with a
focus on the DSP implementation at the receiver; which are utilized in the OptSim simulations of this
work. As an example, the PM-QPSK transmitter and receiver layouts (Fig. 2.17 and Fig. 2.18), with DSP
at the receiver, enable coherent system implementation by providing a polarization multiplexed signal at
the transmitter and by utilizing DSP algorithms within the dynamic receiver structures. The CMA
(constant modulus algorithms), DDA (decision directed algorithms) and Viterbi-Viterbi phase estimation,

enable coherent reception within the receiver structures in the OptSim simulations of this work.

T
mod
PRBS T Tx

Opt signal
PBS
Ny filter

PBS

QPSK

mod

Fig. 2.17: Block Diagram of Single-Channel PM-QPSK Transmitter [47]

The transmitter schematic, figure 2.17, uses two QPSK modulators, each with two data inputs
from two data sources for PM-QPSK (for MQAM, the number of data sources would adjust based on N
for M = 2N); one is in-phase and the other is in-quadrature. The laser beam is split into x’ and y’

polarizations, and each polarization is modulated by an individual QPSK modulator.
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Fig. 2.18: Block Diagram of Single-Channel PM-QPSK Receiver [47]

At the receiver (Fig. 2.18), the components of the phase diversity receiver are included (Fig.
2.16). At the inputs, the received signal and the local oscillator signal are mixed, then two 90-degree
hybrid components shift the optical fields and after the four photodiodes yield the in-phase and quadrature
components of the electrical signal, EDC is applied and the DSP algorithm recovers polarization and
phase of the constellation. Finally, in the last block, the receiver then provides error counting. Figure 2.19

provides a detailed look at the DSP block at the receiver and related algorithms.

\’ %
p 4
J polarization recovery

from dispersion & PMD/PDL carrier

hybrid compensation compensation recovery ‘ decision

X-Pol | —»| ADC FIR F=p | /[ ].0001.. Pol
FIR

koo 0300+ =N L .

Y-Pol | —-|ADC|—» »-I FIR |-.—. [ ERp_—
FIR

SR — =il ] I

i error
LMS algorithm

Fig. 2.19: DSP Implementation at the Receiver [48]

The received samples pass through four distinct stages. After sampling of data takes place at the
outputs of the 90-degree hybrids and photodiodes, the four outputs are filtered and fed into the inputs of
an electronic dispersion compensator (EDC). Then, equalization using finite impulse response filters
(FIR) for polarization recovery in addition to PMD compensation and compensation from polarization
dependent loss (PDL) due to cross-talk between polarizations takes place, carrier recovery is realized, and

finally, the decision threshold is applied for data recovery. These processes are explained in this section.
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Polarization demultiplexing in a single mode fiber application is a 2x2 multiple input/multiple
output (MIMO) process governed by the Jones matrix that describes the fiber and the alignments of the
transmitter and receiver E-fields. For dual-polarization fiber transmission, the MIMO equalizer is
arranged in a “butterfly” structure, figure 2.20. The equalizer adapts four sets of complex coefficients,
bridging possible path from x and y inputs to x’ and y' outputs, to jointly minimize the resulting error at
the output [49].

Schematic representation Constant modulus algorithm[9] Decision directed algorithm
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Table 1. Algorithms used in the adaptive equalizer (where X and Y denote the complex conjugate of X and ¥ respectively)
Fig. 2.20: Implementation of Constant Modulus and Decision Directed Algorithms [49]

The schematic representation is on the left side of figure 2.20 where the incoming electrical
signals that correspond to x’ and y' polarizations are filtered through FIR filters. There are four FIR filters
with different impulse responses; hyy, hyy, hyy, and hy,, . The output signals are denoted in the second
column; x" = hy,x + hyyy and y’' = hy,x + hy,y in the case of CMA [42]. The constant modulus
algorithm (CMA) will adapt a bank of equalizers to minimize inter-symbol interference (ISI) in a
dispersive environment given that that there are as many polarization modes at both the transmitter and
receiver, and that there exists a matrix with non-zero determinant that describes the channel [50]. The first
requirement is met by proper choice of modulation format (PM-QPSK or PM-16QAM) and use of a dual-
polarization receiver. The latter is met by the fact that fiber transmission can be modeled by the Jones
matrix [42], and the process of polarization demultiplexing may be expressed as the receiver’s estimate of
the inverse Jones matrix based on observation of the input signal. The symmetry of the CMA is
guaranteed for all complex-valued transmissions that have 90° phase ambiguity (i.e. the constellation is
identical when rotated by 90°). CMA is an algorithm that minimizes the dispersion of the equalizer output
around a circular contour (Fig. 2.19). The CMA algorithm adapts filter coefficients at each time k in order
to minimize the ‘2-2 modulus error’, €, &, = |y, |*> — A2, where y is the output symbol and A is a real,
positive radial constant to which the equalizer attempts to constrain the output; as shown in the block
diagram figure 2.21.
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Fig. 2.21: Block Diagram of Constant Modulus Algorithm [51]

The error calculation vector assists the equalizer in finding and maintaining coefficients to
achieve stable operation at an ISI minimum [50]. Specifically, the update rule for each,
hyx, hxy, hyy, and h,,, for CMA is shown in figure 2.20, where h; are the filter taps, ¢ is the error given,
x' and y' are the input symbols, and u is the step size. The resulting CMA error signal is generated to
reduce the modulated constellation to a unit circle on the I-Q plane. Therefore, the CMA algorithm can

equalize any rotationally symmetric modulation format, e.g. QPSK and QAM [52].

The next phase, as shown in the block diagram of figure 2.22, is called Carrier Phase Estimation
where the Viterbi-Viterbi algorithm is used. Carrier phase recovery is the process of estimating the phase
distortion of the received signal induced by the time-varying, random frequency offset between the carrier

and LO lasers or by the fiber nonlinearities.
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Fig. 2.22: Carrier Phase Estimation (Viterbi-Viterbi) [53]

In the first block of figure 2.22, the Viterbi-Viterbi algorithm takes the Mt"* power of the symbols
in order to remove phase modulation from the phase modulated signal, with M as the number of phase
states. As an example, in the case of QPSK, fourth power of symbols r(k) are taken to remove phase
modulation effect from the QPSK signal. In the second block, a running average is taken over the
complex vector N pre-cursor and N post-cursor symbols [42]. Since OptSim takes averaging over the
entire simulation window, this gives the argument at the third block, where the 1/M®"(1/4%" e.g. for
QPSK) argument gives the phase correction factor 8 (k). The phase correction factor 8(k) is then used to

apply a correction to the original symbols [42].

Typically, if ASE is dominant, a larger number of symbols for carrier phase estimation is more

optimal as this will average out the Gaussian noise and therefore obtain a better phase estimation [42]. On
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the other hand, if cross phase modulation (XPM) is the main nonlinear impairment, then a smaller number
of symbols is preferred as this allows better tracking of the fast change in phase offset [42].

Finally, the decision process is implemented for error counting and to provide aggregate flow of
data. In figure 2.23, the output from the channel is fed to the Wiener filter, who’s coefficients are
optimized using Least Mean Squared Error (LMS) criterion. The LMS equalizer is a classical adaptive
filter that can also be considered a stochastic gradient algorithm; its derivation is covered in [54]. The
purpose of this filter is to remove any residual CD and ISI in the channel, and to output a single sample
per symbol for detection. The LMS equalizer is used as part of the Directed Decision Algorithm (DDA).

Channel Equalizer Decision Process
ar— S X w — Vi ZNL —d, ¥ a;_y
+ —
IMS |— e,

Fig. 2.23: Decision Directed Algorithm (DDA) Block Diagram [54]

In the Decision Directed Algorithm, there is a zero-order non-linear (ZNL) decision process after
the equalizer that examines the equalizer output and replaces it with the closest channel input (a;) values
[42]. If the input sequence (a) is known, which is the case when a training sequence is transmitted, the
classical approach is to use LMS ([E(y; — a,_y)?]?) criterion to minimize error. In practice the input of
the channel (a;) is not known, so this two-step approach is used where the transmitter sends a known
initialization sequence (training sequence) and the receiver performs the LMS criterion on the equalizer to
find the tap weights for the filters [42]. The receiver then uses the output of the zeroth non-linear (ZNL)
process as an estimate of the input (a;) and performs the LMS criterion on the equalizer [42] — this

comprises as the Decision Process as depicted in figure 2.23.

In Summary, the coherent system model recovers Jones matrix of the channel and applies its
inverse to separate data on orthogonal polarizations. It then estimates local oscillator-to-signal phase to
allow separation between in-phase (I) and quadrature (Q) signals for each polarization. Finally, error
counting is applied to all four signals as well as averages related to aggregate flow. The drawbacks are
that coherent optical systems are more complex to model compared to legacy intensity modulation/direct
detection systems. The transmitter and receiver structures are more complex and there is more complex
interplay of signal and noise. Additionally, the analytical or semi-analytical methods for BER estimation
are often inaccurate, therefore, the only option is for direct error counting, which is time and resource
consuming [42]. BER counting is explained in section 4.31, where the coherent receiver models used in

OptSim simulations are described.
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3 Optical Network Hierarchy

The optical network regions of focus in this study for high capacity transmission are those that

accommodate for regional, long-haul and ultra-long-haul networks.

Fig. 3.24: Optical Network Hierarchy [3]

The lowest section in figure 3.24, the access network (< 100 km) represents connections for
actual subscribers and is well-known as a fiber-to-the-x (FTTX) (where the “x” represents the home,
office, curb or building) network. Previously these networks consisted of copper wire [55]. The optical
fiber, depending on transmission distance is either single-mode or multi-mode fiber. Typical connections
offer several Mb/s and up to 1 Gb/s, therefore, current limitations of FTTX originate from transmitter and

receiver equipment, rather than optical fiber.

The next section above the access network, consisting of metro networks (<300 km) and regional
networks (< 1000), connects cities to other cities or even smaller countries to other countries using single-
mode fiber. Current communication systems in metropolitan and regional networks are evolving to
operate up to 100 Gb/s and are projected to grow to 400 Gb/s and 1 Th/s [56].

The highest tier consists of long-haul networks (>1,000 km) and ultra-long-haul optical
transmission networks (>3,000 km). Transmission distances can reach over 10,000 km for transoceanic
connections between United States of America and Asia, for example [57]. Therefore, the technology
supporting the high data rates between these connections is pushing the limits of physical constraints of

the links and limits of single-mode fiber as a medium.
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4 OptSim Environment

The simulation of high capacity optical systems based on the methods described previously are completed
using OptSim and utilize OptSim’s features enabling coherent optical transmission systems, such as; PM-
QPSK and PM-QAM transmitter/receiver components, DWDM/CWDM systems with optical
amplification using EDFA, Electronic Dispersion Compensation (EDC) and coherent reception with
Digital Signal Processing (DSP).

4.1 Time Domain Split Step Method

The Time Domain Split Step engine in OptSim is known as sample-mode in OptSim. In this method, in
order to get the output, a linear convolution is done instead of circular convolution. The advantage is that
there is no aliasing error and there is no assumption on the periodicity of signal and noise [58]. With
regards to speed and efficiency, the TDSS method has a very small memory footprint because only one
signal sample is propagated from one model to the next at a time, making TDSS very suitable for the
simulation of long bit sequences. Simulation time linearly proportional to the number of simulated bits
[58]. Furthermore, for coherent systems this is helpful in bit error rate (BER) counting down to 10— 10°

[10]. The TDSS method is based on the following formula:

28D = (L+N)- At 2), 4.2)
where A(t,z) is the complex envelop, L is the operator which describes linear effects and N describes the
impact of non-linear phenomena on signal propagation. The Split-Step algorithm applies L and N
operators to calculate A(t, z) over small fiber spans, dz separately [58]. The TDSS algorithm calculates L
in the time domain by applying convolution in sampled time [58]:

Ap[n] = Aln] * hn] = Xj- - o A[k] - h[n — k], (4.2)

Where h is the impulse response of a linear operator L.

4.2 Used Monitors

BER and OSNR are important metrics in measuring the performance of optical communications
networks. In this thesis, most simulations include parametric scans of BER vs. OSNR using the pre-
forward error correction Bit Error Rate (pre-FEC BER) of 10 (based on OptSim documentation [59]) as

a threshold to determine the minimum OSNR requirements for a system.

421 BitError Rate

The Bit Error Rate (BER) is one of the most important measures of performance in high capacity optical

transmission systems and the major basis of performance evaluation in the simulation sections. BER in
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the simulations sections is accomplished by use of the coherent receiver models available in OptSim
(section 4.3.1). In telecommunication transmission, the bit error rate (BER) is the percentage of bits that
have errors (N,,o) relative to the total number of bits (Ny,:q;) received in a transmission, as shown in
equation 4.3 [60].

BER = Zerror 4.3)

Ntotal

For example, a transmission might have a BER of 10, meaning that, out of 1,000,000 bits
transmitted, one bit was an error [60], indicating how often data must be retransmitted because of an
error. The BER may be improved by choosing a strong signal strength (unless this causes cross-talk and
more bit errors), by choosing a robust modulation or line coding scheme, and applying channel coding

schemes such as redundant forward error correction codes [60].

The transmission BER is the number of detected bits that are incorrect before error correction,
divided by the total number of transferred bits (including redundant error codes) [60]. This is referred to
as the pre-forward error correction BER (pre-FEC BER), and as per OptSim documentation [59], the
threshold used for satisfactory transmission is 10~ pre-FEC BER.

4.2.2 Bit Error Rate vs. Optical Signal-to-Noise Ratio

The receiver sensitivity (BER vs. OSNR) functions are obtained from parameter scans to produce
correlation diagrams used in the presented results. OSNR represents the ratio of optical power of the
signal to noise in dB. The OSNR for simulations is measured over a bandwidth of 12.5 GHz, typical for

spectrum analyzers [10]. The noise spectral density is calculated as:

noise_spectral_density[dB (== )] = P_T_dBm — OSNR_.dB — 10 + log10(0.0125), (4.4)

Where P_T_dBm is the transmitted (signal) power measured in dBm, OSNR_dB is a parameter
representing the target signal to noise ratio in dB, and 0.0125 THz equal to 12.5 GHz, is the bandwidth
over which the noise is measured [10]. Optical noise is injected by the white noise generator module,
called, optnoil (Fig. 4.25), which generates a spectrally flat (over the entire simulation bandwidth)
Gaussian random process [10]. The noise density is double sided, which adds the same amount of noise

power whether single or double polarization.

optnoil

Source Status - No description is available. Please try the "Help" button.

Parameter Value Units Range

Dual-Sided Noise Spectral Density P_T_dBm-OSNR_dB-10%0g10(0.0125} | dB{mW/THz} [-450, Inf )

Fig. 4.25: OptSim White Noise Generator & Parameters
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4.3 OptSim Features

The coherent receivers used in this thesis enable the use of multi-level modulation formats and provide
DSP functionality and bit error counting. The fixed power amplifier model accounts for amplified
spontaneous emission throughout cascading EDFAs and the Ideal Dispersion Compensator compensates

for dispersion in the electronic domain.

4.3.1 Coherent Reception

The dynamic receiver models, shown in figure 4.26, are all utilized at the receiver in section 5.1 for the
comparisons of advanced modulation formats. The QPSK and 16QAM dynamic receiver models are then

used in most other simulations.

QPSK 8QAM
PM-QPSK > PM-8QAM
DYN .- DYN
16QAM 64QAM
PM-16QAM PM-640A
ADTH-DYN DYN

Fig. 4.26: Coherent Receiver Models with BER Counting [61]

The LMS Dynamic Training Sequence and Tracking Based Receivers, are dynamic receivers for
coherent polarization multiplexed modulation formats. The receivers decompose a signal into data frames
of length Ngym rrame (Fig. 4.27) [61]. At the beginning of each frame a N, s number of symbols is
used as training sequence to calculate the initial equalization coefficients [61]. During the decision driven
phase, the received symbols are considered error free and used to adjust the equalization coefficients and

as a result, can follow the dynamic variations of the channel [61].

Received data frame

l Frame l Frame l Frame
clock clock clock

TS TS
update DD update update DD update up-crlsate

womg LTS overhead I— Payload
Nsym,tra.me :

Fig. 4.27: Received Data Frame [61]
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Then the LMS algorithm is used to calculate the initial equalization coefficients during the
training sequence and update their values during the decision driven phase (Fig. 4.28) [61]. Equalization
is calculated recovering the Jones matrix of the entire channel, including the phase mismatch with respect
to the receiver local oscillator, and applying its inverse in order to separate data flows transmitted on
orthogonal polarizations [61]. This component, besides recovering polarization and phase rotations,
compensates for pattern dependent phenomena such as residual chromatic dispersion and PMD [61].
After the application of equalization, the threshold decision is performed on the four resulting signals and

error counting is applied [61].

Dynamic receiver based on TS and DD LMS

N I
. taps . H—
I taps' Decision M
matrix —
_ —
M A
TS DD
LM5 LmS
Nsym_Ts Hrg Hpp
R LEALESELEN —=

Ts: Training Sequence
DD: Decision Driven
LMS: Least Mean Square

Fig. 4.28: Dynamic Receiver Based on Training Sequence and Decision Driven [61]

In order to properly estimate a certain BER level OptSim suggests simulating a proper number of
bits to allow counting tens of error [42]. For example, if it is expected to operate around a pre-FEC BER
= 1073, OptSim suggests simulating 2> or 21® symbols in addition to the training sequence [61].
Therefore, some of the simulations in this thesis take hours or up to an entire day to simulate, depending
on the total distance of fiber spans, the number of channels as well as the number of steps included in

parameter scans.

4.3.2 EDFA Models

The two amplifier models used in this work are the Fixed Gain Amplifier model and the Fixed Power
Amplifier model. The fixed gain amplifier model is used to compensate for signal loss in optical fibers, as
such, this model is utilized within the loop iteration components consisting of SMF spans and EDFAs. In
the fixed power model, which is used on the transmitting and receiving ends of the system layouts, the
amplifier gain is set in order to keep the total output power constant. In both cases, the evaluation of
output optical power accounts for internally generated ASE noise that appears at the output of EDFAS
[62]. Properties of ASE can be modified by nonlinear interactions during fiber propagation [62]. This has
interesting implications in long-haul transmission systems where multiple stages of fixed-gain amplifiers

are used to fully compensate for SMF span loss, thereby maintaining the channel power value. However,
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since each amplifier adds its own internally generated ASE to the optical signal, total power (signal plus
noise) along the link will increase with accumulating noise (Fig 4.29). This noise build-up reflects in
optical signal to noise ratio (OSNR), which degrades with every amplifier along the propagation path
[62].

. 10dBm R 10dE 10dE iy 10dB i 10dB
Booster =50kKr FiedGain SOKm FiedGain FixedGain L =50Km FixedGain L =50k FixedGain
0.2dB/Km G =0.2dB/Krr O =0 2dB/Km
span #1 ! span #2 span #29 span #30
___ Channel
- Total
o
S,
C Total
U o L T L  __
= Channel
&
L [Km]

Fig. 4.29: Fixed Power Amplifier Model [62]

4.3.3 ldeal Dispersion Compensator

The ideal electronic dispersion compensator (EDC) component is used in most simulations that
incorporate PM-QPSK and PM-16QAM modulation formats in this thesis. The EDC requires four
electrical input signals and four electrical output signals [61]. The input signals must derive from a
coherent homodyne receiver and are the in-phase and quadrature components on the two polarizations of
the incoming received optical field [61]; as is the case with the PM-QPSK and PM-16QAM systems used
in the majority of simulations performed in this work. The implemented EDC applies the same amount of
compensation on signals deriving from both polarization components [61]. The compensated value
applies a negative dispersion in % and can be based on the number of fiber spans and their distance in

km, as shown in figure 4.30.

EDC1

EDC E
pllprapsx

[=] epc+ B 20d Bk Dee

Decomp_psnm - No description is available. Please try the "Help" button.

757

Parameter Value Current Value

Docomp_psnm resDisp_ps-Spans*Disp_psnmkm*Dist_km |-12160.0

Fig. 4.30: Electronic Dispersion Compensator & Parameters
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4.4 Transmitter & Receiver Structures

This section provides descriptions of the transmitter and receiver components used in the simulations.

441 PM-QPSK Transmitter & Receiver Structures

Fig. 4.31 provides details regarding the internals of the PM-QPSK transmitter components, TX1.
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Fig. 4.31: PM-QPSK Transmitter Structure with 2 Data Sources for Each Polarization

The transmitter implements the data source (labeled pnsegx) simulates the pseudorandom bit
sequence at the specified bit rate in Gbit/s (typically 28-32 Gbit/s). The driver (labeled recnrzx) simulates
the non-return-zero (NRZ) rectangular driver which has an electrical output signal which can assume one
of the two electrical levels depending on the transmitted bit e.g. when a “1” is fed into the driver, the
output signal is at the low level during the entire bit time [63]. When a “0” is fed into the driver, the
output signal is at the high level during the entire bit time [63]. The laser source (laslorl) models the
transmitter’s continuous wave (CW) laser source configured based on central wavelength and power [63].
The CW Lorentzian laser also maintains the output state of polarization aligned so that it is compatible

with the polarization rotator [63]. The Mach-Zehnder modulator (MZMx) is used to create the
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transmitter’s phase-modulated output signal and the Optical Phase Modulator (Phase-modulator) changes
the phase of the input signal as a function of the electrical driving voltage [63]. The PM-QPSK receiver

structure also follows the basic schematic mentioned in section 2.6.2 as depicted in figure 4.32.
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Fig. 4.32: PM-QPSK Receiver Structure with PM-QPSK Dynamic Receiver

In figure 4.32, the photodiode (labeled PDx) handles the opto-electrical conversion, the trans-
impedance amplifier models the trans-impedance amplifier as white Gaussian noise added at the input
signal, the electrical subtractor (labeled SUBX) subtracts the two incoming signals resulting in electrical
output signal, and the low pass filter (labeled LPFx) implements the low pass Bessel filter for modeling
the non-ideal characteristics of the binary-to-electrical conversion [63]. The electronic dispersion (EDC)
component feeds into the dynamic receiver component (labeled as BER). This dynamic receiver
component (labeled as BER) is utilized most simulations, unless otherwise specified, as higher bit rates at

longer distances can be obtained using dynamic reception.
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Figure 4.33 describes the component labeled as “Hybrid90” in figure 4.32 and is a single-ended
90-degree hybrid and is chosen here as it includes a local oscillator with 4+4 outputs for balanced
photodiode configuration, necessary for coherent reception [61]. The input optical signal is split into the
two polarization x" and y' components by a polarization beam splitter (PBS) [61] as described in section
2.6.1. The two resulting signal components are sent to two 90-degree hybrid that mixes the received
signals with the LO reference carrier, producing four outputs shifted by from each other by 180° for each
polarization, as described in section 2.6.1. Inserting the photodetectors (labeled as PDx in the previous
Fig.4.32) at the four output ports 1,3,5,7 or 2,4,6,8 are used to obtain four electric current signals
proportional to the mentioned four components of received optical signal, allowing coherent detection.

input
| — > PBS' — Output, ,
90 deg
000 hybrid || Outeutss
X pol
Qutput; ¢
90deg | ’
hybrld B Output; ,
Erolt)= Py e oot (1) y pol
Splitter
Laser St

Fig. 4.33: Diagram of 90 Degree Hybrid OptSim Component [61]

4.4.2 PM-16QAM Transmitter & Receiver Structures

The next figure 4.34 provides details regarding the internals of the PM-16QAM transmitter compound
components, TX1. The PM-16QAM transmitter structure comprises of a similar structure and components
used in the PM-QPSK transmitter, except that four data sources are required to generate the symbol for
each polarization for the 16QAM constellation. Also, for the PM-16QAM system, gray encoding using
the XOR operators (Fig. 4.34), is used to ensure that input logical values that differ by a single bit are
translated into adjacent electrical levels [63]. The result provides the 16QAM constellation. Finally, the x

and y phase shifts labeled (Phase_shift_x and Phase_shift_y) provide the two polarization states.

31



] ! et e
e
ugsa_p-:. S |""">‘ ‘o ’i’b‘ = "j*] =
ey \ _n'm =
[ ": II nedned
T 1
28 od oorz & o0, smoaed
iA -l: J:IDI +?.| RoZ 2 St
S e
R ' £ A = —
Cha,, _F‘iJImZI“ 1 muxi S, l{,'?,I hedned
1 TX1 "‘T’ [N | . ' s g
; -—'%—' 210 {’— 0 N’>_ H Gray : ”'_‘m:lml" r m@’iﬂ b pamusoes ockcal oepst
+ Encoding: =% ]
L0 e RN seones
I Py A
| ';!' e ,
Al
Proda_shit_y
Er

.........

--------

[ 1 Aol
—p - ._‘{ \ J“\f i
- vw' o0 | _‘@'_HODD’“‘LUM MO Phase rosuletr
rl-:___’;bgj_ v f ;_ég’—'_.’:.;’"i
IQ Modulator

Fig. 4.34: PM-16QAM Transmitter Structure with 4 Data Sources for Each Polarization

In reference to the PM-16QAM receiver structure shown in figure 4.35, the receiver can be
encapsulated in a compound component, and as such in some schematics shown in the simulations
sections for the purpose of saving space. Here it is labeled as LO Hyb PD1. Most of the same
components utilized in the PM-QPSK receiver can be used for the PM-16QAM receiver, as described in
section 2.6.2. The major difference lies in the parameters of the PM-16QAM dynamic receiver
component account (labeled as Rx1), which accounts for the four data sources for each polarization in
comparison to two data sources for each polarization as in the PM-QPSK transmitter/receiver structures
[61]. The electronic dispersion compensation module (EDC1) is used prior to the dynamic receiver (Rx1)

for coherent PM-16QAM modulation based on training sequence and LMS algorithm, as described in

section 4.3.1.
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Fig. 4.35: PM-16QAM Receiver Structure with PM-16QAM Dynamic Receiver

443 PM-8QAM & PM-64QAM Transmitter & Receiver Structures

For the transmitter and receiver structures for PM-8QAM and PM-64QAM (figures 4.36 — 4.39), the
obvious required adjustments lie in the required number of transmitted data sources to create the

constellations.

One additional feature utilized in the PM-64QAM transmitter is the “8QAM MOD” component
(Fig. 4.38) that is used as an NRZ electrical driver with Gray Encoding built-in. This component is used
to implement the electrical NRZ driver for 8QAM performing gray encoding on the three incoming
logical signals. The three input logical signals are mapped onto eight electrical output levels. As for PM-
16QAM, gray encoding ensures that input logical values that differ by a single bit are translated into
adjacent electrical levels [63]. Also, the parameters of each receiver structure (section 4.3.1) account for
the required number of transmitted data sources multiplied by two polarization states (section 4.4.1). For
PM-8QAM three data sources are multiplied by two polarization states, thus accounting for the six total

data sources (labeled PRBSx) used in the transmitter structure shown in figure 4.36.
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Fig. 4.37: PM-8QAM Receiver Structure with PM-8QAM Dynamic Receiver
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Fig. 4.38: PM-64QAM Transmitter Structure with 6 Data Sources for Each Polarization with “8-QAM MOD”
Components
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Fig. 4.39: PM-64QAM Receiver Structure with PM-64QAM Dynamic Receiver

It should be noted that the PM-8QAM and PM-64QAM transmitter and receiver structures described
in this section do not incorporate the use of electronic dispersion compensation (EDC) components as this
component is not utilized for their simulation. PM-8QAM and PM-64QAM systems are simulated in this
work for the sole purpose of receiver sensitivity comparisons (section 5.1), therefore, the EDC component

is not needed.

5  Simulations of High Capacity Optical Systems

Polarization multiplexing of QPSK and QAM modulation formats, wavelength division multiplexing
(WDM), coherent receivers with digital signal processing (DSP) and electronic dispersion compensation;
all methods previously described, are employed in the following sections in order to analyze the physical
limitations and trade-offs between spectral efficiency and reach. For each simulation, the purpose is
described along with the top-level schematic to provide a visual aid to the description along with featured
parameters; baud rate, number of channels, and channel spacing, etc. The results often include parameter
scans with BER vs. OSNR (receiver sensitivity) correlation diagrams as the performance monitor for
most simulations. Tables are provided which represent the results of the parameter scans and the

comments that follow outline the results and often lead into the purpose of the next simulations.

5.1 Receiver Sensitivity Comparisons

In order to isolate modulation formats most suitable for high-capacity (potential for 400G), long-haul

transmission and for comparison against the proven performance capabilities of PM-QPSK; this set of
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simulations focuses on the noise resiliency/sensitivity (BER vs. OSNR) of PM-8QAM, PM-16QAM and
PM-64QAM receiver models against a PM-QPSK model. This analysis provides an example of the
consequence of higher OSNR requirements required to achieve a certain bit rate.

The figures 5.40 and 5.41 are layouts of the PM-QPSK system, and the same layout shown is
used for the PM-8QAM, PM-16QAM and PM-64QAM systems, where these QAM systems differ only in
the transmitter and receiver components used that were described in section 4.4.2 and 4.4.3. Each system
uses the same components without fiber spans to focus on receiver sensitivity. The transmitted power for
each fixed power amplifier in each system is set at 0 dBm and the receiving power at the fixed power
amplifier is set at 5 dBm for each. The transmitters for the PM-QPSK, PM-8QAM, PM-16QAM and PM-
64QAM systems include 2, 3, 4 and 6 data sources, respectively. The Dynamic Receivers (section 4.3.1)
account for the respective number of data sources for coherent detection and bit error rate counting. The
“SCATD_IX” components included are used to obtain scattering diagrams of the in-phase and quadrature

signals at the output of the transmitter and another at the receiver to see noise effects at the receiver.
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Fig. 5.41: PM-8QAM, PM-16QAM & PM-64QAM System Layouts (The Top-Level Layout is the Same for Each)
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The number of points shown in the scattering diagrams, obtained from the SCATD components at the
transmitter outputs, figure 5.42 (a — d), correspond to constellation points of the modulation format.
Figure 5.42 (e — h), represent scattering diagrams obtained from the SCATD components at the receivers
describe visually how noise affects each system. The higher number of constellation points (4 points for
QPSK, 8 for 8QAM, 16 for 16QAM and 64 for 64QAM), the lesser the spacing between the symbols,
hence the higher the OSNR required to recover the signal.

(e) U] () (h)
Fig. 5.42: Scattering Diagrams at the Transmitter (a — d): a) PM-QPSK b) PM-8QAM c) PM-16QAM d) PM-

64QAM & Receiver with Noise (e — h): &) PM-QPSK f) PM-8QAM g) PM-16QAM h) PM-64QAM

The differences in the scattering diagrams can be seen at the edges of the scattering where the
density of the scattering increases and is more contained on the edges as the density of each constellation
increases for each system, from PM-QPSK, to PM-8QAM, PM-16QAM and finally PM-64QAM in the
last diagram. The resiliency to this noise for each is shown in the BER vs. OSNR performance (Fig. 5.43).

The system symbol rate for PM-QPSK is 28 Gbaud and for each QAM system is 32 Gbaud, with
20 number of samples per symbol. The total data rate for each system is listed in table 5-2 and increases
based on the number of data sources.

Table 5-2: Total Bit Rate for Each Modulation Format

Modulation Symbol Rate Data L Total Data Rate (Gb/s) = Symbol Rate*Data
Polarizations o
Format (Gbaud) Sources Sources*Polarizations
PM-QPSK 28 2 2 112
PM-8QAM 32 3 2 192
PM-16QAM 32 4 2 256
PM-64QAM 32 6 2 384
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The receiver sensitivity (BER vs. OSNR) curves are obtained from parameter scans and are
shown in figure 5.43. The results of the four modulation formats are overlaid into one graph, which helps
to describe the capacity verses noise resiliency exhibited in each modulation format.
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Fig. 5.43: Receiver Sensitivities: PM-QPSK (Green), PM-8QAM (Brown), PM-16QAM (Blue), & PM-64QAM
(Orange)
These four curves confirm that the denser the constellation, the higher the OSNR required to
achieve a desired bit error rate (BER). Trade-offs are outlined in terms of their potential for long-haul
transmission, which is better suited with resiliency to noise at the receiver (lower required OSNR), and

scalability, which requires high capacity transmission in terms of bit rate.

The PM-QPSK system is the most resilient to noise, confirming its suitability for long-haul
distances. For this receiver model, in order to achieve the target pre-FEC BER of 1073, the required OSNR
is only 13 dB. However, the total bit rate is the lowest out of all systems at 112 Gb/s and is the reason for
exploring QAM modulation formats and their potential applications. Of course, while considering the use
of PM-QAM modulation formats, the scalability and noise resiliency of PM-QPSK systems should be
considered as well, especially when looking at specific applications, such as ultra-long-haul transmission

links.

Although PM-8QAM is the most resilient to noise out of the three QAM modulation formats, but
its total bit rate is the lowest of the three QAM systems at 192 Gb/s and for a target pre-FEC BER of 107,
the required OSNR is almost 18 dB. PM-8QAM could be implemented for long-haul transmission with
high-bit rates. But, when comparing this to the performance of PM-QPSK, which achieves the same target

BER at only 13 dB, PM-8QAM may not be the most compelling option in terms of scalability given the
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proven stability of PM-QPSK at larger distances. Also, the required OSNR trade-off for obtaining higher
bit rates using PM-16QAM may be worth considering for current industry topics, such as Nyquist WDM
Super-channels.

For PM-16QAM, in order to reach the target pre-FEC BER of 107, the required OSNR is about
21 dB. However, the capacity is 256 Gb/s, which is double in comparison to PM-QPSK. Comparing this
with the OSNR requirement sacrificed, 21 dB for PM-16QAM and 13 dB for PM-QPSK, we gain 256 —
112 = 144 Gb/s in capacity as a trade-off for a higher OSNR requirement. The main point from this
comparison is that in terms of achieving greater capacity at the consequence of less noise resiliency, there
iS more to gain in using PM-16QAM in comparison to PM-8QAM in terms of future requirements.
Therefore, | have omitted considering PM-8QAM for further analysis in consideration for long-haul high-

capacity transmission.

The PM-64QAM system demonstrates high bit rate capability at 384 Gb/s, but very little
scalability due to its very high sensitivity to noise requiring an OSNR over 30 dB in order to achieve the
target pre-FEC BER of 103, The high capacity potential of PM-64QAM is very compelling, so in order to
better understand these capabilities and consequences of its low noise resiliency, the next simulation
includes an 80 km fiber span with BER vs. OSNR analysis.

51.1 PM-64QAM Simulation with Fiber Span

One fiber span of 80 km with EDFA amplification is included in order to better understand the limitations
of implementing PM-64QAM in terms of distance and noise penalties. As shown in figure 5.44, the fiber
span and EDFA is included within the SMF_EDFAL component.
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Fig. 5.44: PM-64QAM System with 80km Fiber Span
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Fig. 5.45: PM-64QAM Receiver Sensitivity (BER Vs. OSNR) with 80km Fiber Span

The scattering diagrams in figure 5.46 illustrate the amount of noise induced at the receiving end
in comparison to the scattering diagram at the output of the fixed power optical amplifier without noise
(prior to the fiber span). The scattering diagram on the left is without noise and the diagram on the right is

with noise after the 80 km fiber span and EDFA amplification.
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Figure 5.46: PM-64QAM Signal Scattering Diagram Without Noise (Left) and With Noise After the 80km Fiber
Span with EDFA (Right)
This simulation demonstrates that PM-64QAM systems can achieve high data rates, however, given its
even higher sensitivity to noise, after only an 80 km fiber length, this system will not be ideal for long
haul transmission as the target BER is not achieved (Fig. 5.45). For this reason, the following subsections

5.2.1 and 5.2.2 demonstrate the potential of PM-16QAM for high capacity long-haul transmission.
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5.2 PM-16QAM for Next Generation Optical Transport

In order to meet increasing spectral efficiency demands and data rates up to 400G, 16-QAM is often
considered as the next most logical step from QPSK with 16-QAM coherent transceivers already
commercially available [32]. With high spectral efficiency, it is shown that reduced transmission reach is
unavoidable, due to the high OSNR requirements.

5.2.1 Two Channel 400G PM-16QAM System

The following system demonstrates the performance capabilities of PM-16QAM at metro and/or long-
haul distances utilizing 2-channels totaling to 400 Gb/s (512 Gb/s including FEC overhead) spaced 45
GHz apart. According to the OIF, the minimum required reach for 400G must be above 1000 km [1].
Additionally, according to the OIF, coherent 2x200G PM-16QAM systems may achieve a reach as low as
400 km, which is clearly insufficient for long-haul application requirements, with a total spectral
occupancy of 75 GHz over DCF-free G.652 fiber transmission using purely EDFA amplification [1]. A
similar setup is used here, however, a larger total spectral occupancy of 90 GHz (45 GHz per channel) is
used to achieve longer reaches, in comparison to 75 GHz spacing as mentioned by the OIF, with EDFA
only amplification. The purpose is to explore longer distances than the 2x200G system referenced above.

The following simulations include BER vs. OSNR sensitivity scans at different transmitted
powers of systems for 640 km, 1040 km and 2000 km fiber lengths in order to investigate the physical
limitations of this 400G PM-16QAM system. The results include individual parametric scans for each
system with transmitted power levels of; -5 dBm, 0 dBm and 5 dBm. These results are included within a
table and are then discussed in further detail. Another parametric scan at -3 dBm for each transmission
distance is included with the plots overlaid on each other for a better visual aid. The schematic of the

system is included in figure 5.47.

j\“ll.L‘"rl “ cmbt
: ‘L‘> T PD_TIA Filt_Ch1
[ | COTA RN g QA6 Rx Cht
— @ ’| EDC [~
probeTX1 Scope_16QAM_2Ch — > ‘»m. - Sm—
E ] ooy
Ch1_16QAM1 Supercaués g
> AGES] ' ogaussfil3 olro
T b : GAE [
[ £INT™ ‘ MUX EDFA | FiberAmpSpan1 a{ M %% A0
#{N>—\.>—J;lr : W = ‘ -
Ch2_16QAM1 SuperGaufisd | 4 8y W, ogaussfiz
X1 Af‘ | AGES
_d L1\ probeTx2 = 1 ¥, —
! .@ ASE_Ch2
|
i Jﬁ
!\'m)x cmb2
41[~> i 2
/) PD_TIA_Filt_Ch; Cl
L \{_ T Fit Ch2 _EDC ch.
L
LO_2 polrot3
e
]*"" ’%-t:@r;’

Fig. 5.47: 400G, Two Channel, PM-16QAM system
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This system consists of two 16QAM channels, 80-km spans and EDFAs (8 spans for the 640 km system,
13 spans for the 1,040 km system, and 25 spans for the 2,000 km system), demultiplexer, and receivers
comprised of 90-degree hybrids with local oscillators, balanced pairs of photo-diodes (PD), trans-
impedance amplifiers (TIA), electronic dispersion compensation (EDC), and PM-16QAM dynamic
receiver structure (section 4.4.2). The dual-sided noise spectral density parameter in the optical noise
generator model is defined as an expression in terms of OSNR to facilitate parameter scan over OSNR. A
total of 300,000 bits are transmitted per channel for reliable counting of the bit error rate. Transmitters,
“Chl1/2_16QAM” consist of the components from section 4.4.2. The transmitted two-channel spectrum

spaced at 45 GHz prior to EDFA amplification, is shown in figure 5.48.
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Fig. 5.48: Transmitted spectrum at the output: Two Channels 45 GHz apart (Left) & Filtered, 2-Channel, 400G,
PM-16QAM Spectrum at the 2-Channel Transmitter (Right)
In order to describe the two-channel 400G receiver sensitivity (BER vs. OSNR) after 640 km,
1040 km, 1520 km and 2000 km of fiber and EDFA amplification, I’ve completed parametric scans in
figure 5.49 with transmitted powers of -5 dBm (black), 0 dBm (blue) and 5 dBm (red) from OSNRs
ranging from 22 to 30 dB. Larger transmitted power produces stronger nonlinearities requiring a higher
OSNR to achieve the required BER (horizontal red line). These effects are more pronounced with

increased transmission distance, as shown in the figures.
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Fig. 5.49: BER vs. OSNR: a) 640 km b) 1040 km c) 1520 km d) 2000 km with Output Power Levels: 5 dBm (red),
0dBm (blue), -5dBm (black)

Table 5-3: Results for Two Channel 400G PM16QAM, BER vs. OSNR

Net Bit Symbol Total Spectral OSNR
Modulation Rate Per )Il?ate Number of Data Grid Transmitted Distance Efrf)icienc pre-FEC
Format Channel Channels Rate (GHz) | Power (dBm) (km) ; Y BER =
(Gbls) (Gbaud) (Gbls) (bit/s/Hz) 102
PM-16QAM 256 32 2 512 45 -5 640 5.69 24.98
PM-16QAM 256 32 2 512 45 0 640 5.69 25.40
PM-16QAM 256 32 2 512 45 5 640 5.69 N/A
PM-16QAM 256 32 2 512 45 -5 1040 5.69 25.07
PM-16QAM 256 32 2 512 45 0 1040 5.69 25.77
PM-16QAM 256 32 2 512 45 5 1040 5.69 N/A
PM-16QAM 256 32 2 512 45 -5 1520 5.69 25.12
PM-16QAM 256 32 2 512 45 0 1520 5.69 26.32
PM-16QAM 256 32 2 512 45 5 1520 5.69 N/A
PM-16QAM 256 32 2 512 45 -5 2000 5.69 25.27
PM-16QAM 256 32 2 512 45 0 2000 5.69 27.15
PM-16QAM 256 32 2 512 45 5 2000 5.69 N/A
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As shown in the 640 km system, to maintain a 10~ pre-FEC BER, an OSNR of nearly 25 dB is
required at a transmitted power of -5 dBm and over 25 dB with a launch power of 0 dBm. A 5 dBm
launch power produces strong nonlinearities and an OSNR over 30 dB is required in order to achieve the
target pre-FEC BER. Despite the high OSNR requirement needed to achieve a satisfactory BER, this two-
channel PM-16QAM system shows potential for 400G transmission deployment in metro and regional

networks.

For the 1040 km system at a launch power of -5 dBm, the BER remains stable in comparison to
the 640 km link and at 0 dBm, the BER rate has shifted very close to an OSNR of 26 dB in comparison to
the 640km link (in order to maintain a 10~ pre-FEC BER). Stronger nonlinearities are exhibited with a
transmitted power of 5 dBm.

For the 1520 km system at a launch power of -5 dBm, the BER still remains stable in comparison
to the 640 km link and at 0 dBm, the required OSNR has shifted to over 26 dB in comparison to the
640km link. Nonlinearities are increasing with a transmitted power of 5 dBm.

The same trend is followed in the 2,000 km system where the launch power at -5 dBm produces
slightly stronger non-linearities as the required OSNR is shifted closer to 26 dB and even stronger non-
linearities are produced with launch powers of 0 dBm and 5 dBm. At 0 dBm the required OSNR has
shifted to 27 dB and at 5 dBm, the red line has shifted to an even higher point on the graph as well.

As a result of these simulations, it can be noted that 2x200G PM-16QAM 400G systems within a
90 GHz spectral occupancy are capable of reliable metro and possibly long-haul transmission at launch
powers of -5 dBm and 0 dBm in this example, with the requirement of maintaining a significantly high
OSNR.

In order to summarize the results of the transitioning OSNR requirements from increasing
transmission distance towards this system’s physical limit, another parameter scan is performed at one
transmitted power level so that the curves can be processed in one correlation diagram, figure 5.50. A
conservative transmitted power of -3 dBm is chosen (intentionally between -5 and 0 dBm) so that the

BER vs. OSNR scan falls within the results obtained from the -5 dBm and 0 dBm launch powers.

45



BER total [adim]
o.007

0.006

0008 f

0,004 p

o.002 :

o.o0z ¢

0,001 ¢
0.0008 £--
00008 f--
0.0007 -~

00008 -

0.0005 [

OSKR_d4E [adim]

Fig. 5.50: 400G, Two Channel, PM-16QAM System, Increasing Transmission Distance, BER vs. OSNR for
Constant Power Level of -3 dBm 640 km (Green), 1040 km (Brown), 1520 km (Blue) & 2000 km (Orange)
The results describe the increasing non-linear effects with increase in transmission distance. With each
increase in distance, the greater the increase in the required OSNR required to achieve the target BER.
The largest increase is shown between the 1520 km and the 2000 km curves, where the buildup in

nonlinear effects causes even greater disparity.

5.2.1.1 Effects of Decreased Channel Spacing, 400G PM-16QAM System

The purpose of the following simulations is to demonstrate the tradeoff between spectral efficiency and
required OSNR using the 2X200G PM-16QAM system transmitted over 640 km of fiber with a launch
power of -3 dBm as an example. Channel spacing is reduced to 37.5 GHz based on the referenced
2X200G system (first paragraph 5.2.1) mentioned by the OIF with a total spectral occupancy of 75 GHz
[1]. Both transmitted two-channel spectrums spaced 37.5 GHz and 45 GHz are shown in figure 5.51.
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Fig. 5.51: Transmitted spectrum at the Output Filtered, 2-Channel, 400G, PM-16QAM Spectrum 37.5 GHz (Left) &
45 GHz (Right)
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Referring to figure 5.51, the spectral efficiency for the 37.5 GHz spaced 2x200G PM-16QAM system on
the left is 6.83 bit/s/Hz. The spectral efficiency for the 45 GHz spaced 2x200G PM-16QAM system on
the right is 5.69 bit/s/Hz.
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Fig. 5.52: BER vs. OSNR Transmitted Power -3 dBm, 640 km, 37.5 GHz (Green) & 45 GHz (Orange)

Table 5-4: Results for Decreased Channel Spacing, BER vs. OSNR for Output Power Level of -3 dBm 640 km, 37.5
GHz (Green) & 45 GHz (Orange)

Net Bit Total OSNR
Modulation Rate Per S)éma?eol Nur;ber Data Grid Transmitted Distance Esf?iec%;il pre-FEC
Format Channel (Gbaud) Channels Rate (GHz) | Power (dBm) (km) (bit/s/Hzgl BER =
(Gbrs) (Gbls) 10°®
PM-16QAM 256 32 2 512 45 -3 640 5.69 25.13
PM-16QAM 256 32 2 512 375 -3 640 6.83 25.82

For the PM-16QAM system with 37.5 GHz channel spacing, there is an increase in spectral efficiency to
6.83 bit/s/Hz, but consequently, the required OSNR to meet the target pre-FEC BER of 107 has increased
to nearly 26 dB (Fig. 5.52, Table 5-4). Despite the high OSNR requirements, PM-16QAM systems are

capable of high bit rate transmission while achieving a high spectral efficiency.

5.2.2 Nyquist WDM PM-16QAM Super-Channel

A promising solution for next-generation 400G and 1T optical transmission systems is the concept of the
“Super-Channel”. A super-channel is a collection of optical signals that are modulated and multiplexed
together with high spectral efficiency at a common originating site, transmitted and routed over common
optical link as a single entity and received at a common destination site [32]. To achieve ultimate spectral
efficiency, WDM channel spacing is reduced until the spectra of neighboring channels start to noticeably

overlap, where linear crosstalk between becomes a main source of degradation [32]. An efficient
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countermeasure to limit the crosstalk is relies on accurate spectral shaping of each channel. Finisar
Waveshaper filters are used in practice for Nyquist filtering, and are modeled as super-Gaussian filters
(labeled as ogaussfilx) of orders 2 to 4 [64]. The super-Gaussian filters are set to 4 here, which provides a
steeper transfer function, in order to mitigate crosstalk degradation arising from tight channel spacing.
The layout (Fig. 5.53), based on reference [64], demonstrates back-to-back Nyquist-WDM PM-16QAM
system with nine channels at 240 Gb/s.
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Fig. 5.53: Layout of Nyquist WDM Super-channel System

The system consists of nine PM-16QAM transmitters as subcarriers of the Super-Channel. Each of the
transmitters operates at a symbol rate of 30 GBaud. The optical noise adder has noise spectral density
defined in terms of OSNR to facilitate a parameter scan over the OSNR. The receiver model follows the
layout of 4.5.2. Roughly 76000 bits are transmitted with the parameter scan obtaining the BER vs. OSNR
curve. Finally, channel spacing follows Nyquist guidelines (section 2.5.1.1) and is 1.1 times the symbol
rate (30 Gbaud x 1.1 = 33.33 GHz channel spacing). The spectrum of the Super-Channel is shown in

figure 5.54, where neighboring pulses start to overlap, creating a Nyquist WDM “comb”.
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Fig. 5.54: Super-channel System Super-channel Spectrum with Nine Subcarriers

With a per channel bit rate of 240 Gb/s and channel spacing of 33.33 GHz, this PM-16QAM
system achieves a spectral efficiency of 7.2 bit/s/Hz. After roughly 2 Tb transmission on this system, the
below BER vs. OSNR curve shown in figure 5.55 indicates a receiver sensitivity of just over 23 dB at the
10 pre FEC BER.
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Fig. 5.55: BER vs. OSNR for Nyquist WDM Super-channel

Due to the high bit rate, and tight channel spacing along with the dense PM-16QAM modulation format,
strong non-linearities occur when attempting to include SMF spans. In order to achieve adequate BER vs.
OSNR results, more advanced DSP at the receiver as researched in [30] could be attempted. However, the

results demonstrated the high capacity, highly spectral efficient, capabilities of PM-16QAM.

In this thesis, | am focused employing techniques that enable high capacity large scale
transmission using single mode fiber and EDFA only amplification, therefore the next example
demonstrates this using PM-QPSK.
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5.3 Long-Haul Transmission Using PM-QPSK

The previous examples of advanced modulation formats; 8-QAM, 16-QAM, 64-QAM, enable higher
spectral efficiency, but the propagation of dense signal constellations invariably requires enhanced SNR,
thus reducing the transmission reach and system reliability. The purpose of the next simulation is to
outline the long-distance capabilities of PM-QPSK.

5.3.1 Simulation of Long-Haul Transmission Using PM-QPSK

The following system in figure 5.56 demonstrates the implementation of a 9-channel WDM PM-QPSK
system with a total line rate nearly 1TB. The results gain insight into the BER rate effects vs. transmission
length of the system. Each channel generates a single PM-QPSK signal from four 28 Gb/s data sources
with overhead included to account for forward error correction [33]. The optical signals are filtered and
combined over 2,250 km of fiber, composed of 25 loops of 90 km SMF with EDFA amplification. After
the fiber spans, optical noise is added to the signal and filtered again. At the receiver, a 90-degree hybrid
single ended combiner divides the signal into two polarization components and returns the x’ and y’
components of each polarization (section 4.4.1). A DSP-based coherent receiver is used to convert the
received PM-QPSK signal into electrical signals representing the in-phase and quadrature components of
each optical polarization, and the parameter scan includes the pre-FEC BER as a function of span loss in
order to demonstrate the suitability of this system for high-capacity long distance transmission.
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Fig. 5.56: PM-QPSK WDM 2000 km, 1 Tb Transmission Link
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The nine transmitters, represented by the “polmux_gpsk1” component, with four data sources, comprise of
the same PM-QPSK transmitter structure detailed in section 4.4.1. Figure 5.57 shows the 9-channel
spectrum of the PM-QPSK system.
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Fig. 5.57: PM-QPSK Spectrum with Nine Subcarriers

The parameter scan is set up to provide BER vs. Number of Spans (25 km fiber spans) in order to
demonstrate the stability and long transmission capability of PM-QPSK system at nearly 1 Tbh

transmission rate.
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Fig. 5.58: BER rate vs. Number of Spans (24 * 90km = 2160 km total length)

At 23 fiber spans with a total length of 2070km (23 x 90km), the pre-FEC BER rate is still stable at 107,
confirming that this system is capable of long-haul 1 Tb transmission. Although the spectral efficiency of
the 9-channel PM-QPSK link is quite low (112 Gb/s / 100 GHz = 1.12 Gb/s/Hz) in comparison to the 9-
channel Nyquist WDM Super-channel PM-16QAM link (240 Gb/s / 33.33 GHz = 7.2 Gb/s/Hz), long-haul
transmission of nearly 1 Tb is achievable using PM-QPSK with the use of single mode fibers and EDFA

only amplification.
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This example of long-haul PM-QPSK link can be improved by use of DSP at the receiver. The
component used for coherent reception in this example is the Memoryless blind receiver for coherent
polarization multiplexed QPSK modulation, figure 5.59.

Fig. 5.59: Blind Receiver for Coherent PM-QPSK Modulation [61]

This component separates data flows transmitted on orthogonal polarizations and estimates the average
local-oscillator-to-signal phase in order to the separation between in-phase and quadrature signals using
the CMA [61]. The key point for improvement here, is that this component is a memoryless receiver,
therefore it recovers only polarization and phase rotations using the Viterbi & Viterbi algorithm [61]. In
the next simulations, dynamic receivers for coherent polarization multiplexed modulations are training
sequence and tracking based using the LMS algorithm (section 4.3.1). The improved result from the use
of the dynamic receiver component is that, besides recovering polarization and phase rotations; this
component compensates also for pattern dependent phenomena such as residual chromatic dispersion and
polarization mode dispersion [61]. Improvements in the next simulations include increased transmission

distances achieved and a lower required OSNR to achieve the required BER.

54 Comparison of PM-16QAM & PM-QPSK WDM

The next set of simulations provide thorough comparisons of two very similar long-haul systems with one
utilizing PM-QPSK and the other PM-16QAM. It is very important to consider these two modulation

formats for long-haul transmission, now and in terms of future growth.

541 PM-16QAM & PM-QPSK WDM: 1040 km, 50 GHz & 37.5 GHz Channel Spacing

The following two high-speed coherent five channel WDM systems provides a comparison between PM-
QPSK and PM-16QAM at a baud rate of 32 Gb/s. BER vs. OSNR plots obtained for 1040 km and 2000
km for both 50 GHz and 37.5 GHz channel spacings. The 37.5 GHz channels spacing chosen for
narrowing the grid for each system fits into the 12.5 GHz incremented grid, or flexible grid, as specified
by G.694.1. The channel spacing is adjusted for both transmission lengths in order to determine how the
two systems compare in terms of how adversely they are affected by narrowing of the channel grid and

increasing transmission distances.
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Fig. 5.60: Five Channel PM-QPSK System
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Fig. 5.61: Five Channel PM-16QAM System

The 1040 km long transmission links comprise of 13 spans of standard single mode fiber (80 km
per span) with EDFA amplification. For the PM-QPSK system, the 32 GBd channel baud rate results in a
per channel bitrate of 128 Gb/s for a total transmission rate of 640 Gb/s. For the PM-16QAM system the
32 GBd channel baud rate results in a per channel bitrate of 256 Gb/s for a total transmission rate of 1.28
Tb/s including FEC overheads. Both systems include coherent dynamic receivers as detailed in section
4.3.1. System performance is again observed in terms of BER vs. OSNR, in this case for a given
transmission power (as demonstrated in the 2x200G PM-16QAM system). Error counting is performed

based on 300,000 bits transmitted with 20 samples per bit for a total of 6 million samples per data-stream.

The transmitted spectrums in figure 5.62 and 5.63 at the outputs of the two systems illustrate the

difference in the spectral efficiencies achieved by the two systems. PM-QPSK is shown first below with
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50 GHz spacing with spectral efficiency 128 Gb/s/50 GHz = 2.56 bit/s/Hz on the left and the 37.5 GHz
spaced channel plan with spectral efficiency 128 Gb/s/37.5 GHz = 3.41 bit/s/Hz is shown on the right.
The PM-16QAM channel plans are shown in the second pair of spectrums in figure 5.63 in the same
order. The spectral efficiencies attained by the PM-16QAM systems (256 Gb/s/50Hz = 5.12 bit/s/Hz and
256 Gb/s/37.5 GHz = 6.83 bit/s/Hz) are double that of the PM-QPSK systems (128 Gh/s/37.5 GHz = 3.41
bit/s/Hz and 128 Gb/s/50Hz = 2.56 bit/s/Hz).
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Fig. 5.62: PM-QPSK 50 GHz (Left) & 37.5 GHz (Right)
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Fig. 5.63: PM-16QAM 50 GHz (Left) & 37.5 GHz (Right)

The BER vs. OSNR for different values of transmitted power (-5, 0 and 5 dBm) is obtained by
performing a parameter scan simulating transmission over the 1040 km of single mode fiber. This
provides more insight into the tradeoffs between spectral efficiency and the BER vs. OSNR results
achieved for both modulation formats. The first figure 5.64 shows the BER vs. OSNR curves for the PM-
QPSK system (50 GHz on the left and 37.5 GHz on the right) and the second set figure 5.65 shows the
BER vs. OSNR for the PM-16QAM system in the same order. The table includes results from the four

correlation diagrams in detail.
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Figure 5.64: PM-QPSK 1,040 km, BER vs. OSNR with Output Power Levels: 5 dBm (red), 0dBm (blue), -5dBm
(black) for 50 GHz Spacing (Left) & 37.5 GHz Spacing (Right)
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Fig. 5.65: PM-16QAM 1,040 km, BER vs. OSNR with Output Power Levels: 5 dBm (red), 0dBm (blue), -5dBm
(black) for 50 GHz Spacing (Left) & 37.5 GHz Spacing (Right)

Table 5-5: Results for PM-QPSK & PM16QAM BER vs. OSNR for Both 50 GHz and 37.5 GHz Channel Spacing

) Net Bit Symbol Total ) ) ) Spectral OSNR
Modulation Rate Per Rate Number of Data Grid Transmitted Distance Efficiency pre-FEC
Format Channel (Gbaud) Channels Rate (GHz) | Power (dBm) (km) (bit/s/Hz) BER =
(Gbis) (Gbis) 108
PM-QPSK 128 32 5 640 50 -5 1040 2.56 14.02
PM-QPSK 128 32 5 640 50 0 1040 2.56 14.06
PM-QPSK 128 32 5 640 50 5 1040 2.56 14.19
PM-16QAM 256 32 5 1280 50 -5 1040 5.12 21.93
PM-16QAM 256 32 5 1280 50 0 1040 5.12 22.05
PM-16QAM 256 32 5 1280 50 5 1040 5.12 24.75
PM-QPSK 128 32 5 640 375 -5 1040 341 14.52
PM-QPSK 128 32 5 640 375 0 1040 341 14.53
PM-QPSK 128 32 5 640 37.5 5 1040 341 14.70
PM-16QAM 256 32 5 1280 37.5 -5 1040 6.83 23.37
PM-16QAM 256 32 5 1280 375 0 1040 6.83 23.68
PM-16QAM 256 32 5 1280 37.5 5 1040 6.83 N/A
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For the PM-QPSK system with 50 GHz channel spacing, the required OSNR for a pre-FEC BER
of 10 is around 14 dB for all three launch powers with little disparity between the 5 dBm launch power
from the -5 dBm and 0 dBm launch powers. For the PM-QPSK system with 37.5 GHz channel spacing,
the required OSNR for a pre-FEC BER of 10 is around 14.5 dB for all three launch powers with slightly
greater disparity between the 5 dBm launch power from the -5 dBm and 0 dBm launch powers throughout
the length of the curve, but even at a greater launch power, the PM-QPSK remains quite stable.

The results for the PM-16QAM system with 50 GHz channel spacing show that the required
OSNR for a pre-FEC BER of 107 is just under 22 dB at -5 dBm transmitted power and 22 dB at 0 dBm
transmitted power. This demonstrates the tradeoff between spectral efficiency and reach/required OSNR.
PM-16QAM also shows more sensitivity for higher launch power, where there is much more deviation
from the -5 dBm and 0 dBm to the launch power of 5 dBm, where its required OSNR is about 24.5 dB.
Whereas, there was only a slight increase in OSNR to just over 14 dB for the PM-QPSK system when the
launch power is at 5 dBm. The trade-offs between spectral efficiency and reach between PM-QPSK and
PM-16QAM are obvious. The results for the PM-16QAM system with 37.5 GHz channel spacing show
that the required OSNR for a pre-FEC BER of 107 is just over 23 dB at -5 dBm transmitted power and
closer to 24 dB at 0 dBm transmitted power. This not only demonstrates the tradeoff between spectral
efficiency and reach between PM-QPSK and PM-QAM, but it also the increased sensitivity of PM-
16QAM when narrowing the grid. PM-16QAM also shows more sensitivity for the higher launch power
when narrowing the channel spacing to 37.5 GHz, where there more deviation from the -5 dBm and 0
dBm to the launch power of 5 dBm, where the target pre-FEC BER of 107 is not reached. Whereas, there
was only a 1.5 dB increase in the required OSNR for the PM-16QAM system with 50 GHz channel
spacing.

In order to summarize these results in one diagram, a parameter scan is performed at one
transmitted power of -3 dBm is chosen (intentionally between -5 and 0 dBm) so that the BER vs. OSNR

scan falls within the results obtained from the -5 dBm and 0 dBm launch powers.
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Fig. 5.66: BER Vs. OSNR for PM-QPSK & PM-16QAM 1040 km with -3 dBm Output Power Level for 50 GHz &
37.5 GHz Spacing
The differences in the effects of narrowing the grid for the five channel PM-QPSK and PM-16QAM
systems are apparent as the PM-16QAM more adversely impacted to decreasing channel spacing. The
next set of simulations provides insight into how increasing transmission distance as well as decreasing

channel spacing may impact the performance of these two systems.

54.2 PM-16QAM & PM-QPSK WDM: Increased Transmission Distance

The following BER vs. OSNR results show that limitations of the PM-16QAM 256 Gb/s five channel
system are pushed after 2,000 km of fiber spans, whereas the stability of the PM-QPSK 128 Gb/s system
is highlighted.

54.2.1 PM-QPSK WDM, Effects of Increased Transmission Distance

In order to provide an initial understanding of the resulting OSNR requirements in the PM-QPSK system
due to increasing the transmission distance from 1040 km to 2000 km for both channel plans, correlation
diagrams in figure 5.67 are plotted overlaid on one another with the transmitted power held constant at -3
dBm. The change in BER vs. OSNR for the 50 GHz system is shown the left and 37.5 GHz system on the
right in figure 5.67.
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Figure 5.67: PM-QPSK Transition to Longer Transmitted Distance, BER vs. OSNR with Output Power Level of -3
dBm for 1000 km (Orange) & 2000 km (Green), 50 GHz Spacing (Left) & 37.5 GHz Spacing (Right)

Net Bit Svmbol Total Spectral OSNR
Modulation Rate Per )Il?ate Number of Data Grid Transmitted Distance EfFf)icienc pre-FEC
Format Channel Channels Rate (GHz) | Power (dBm) (km) ; Y BER =
(Gbls) (Gbaud) (Gbls) (bit/s/Hz) 102
PM-QPSK 128 32 5 640 50 -3 1040 2.56 13.98
PM-QPSK 128 32 5 640 50 -3 2000 2.56 14.04
PM-QPSK 128 32 5 640 375 -3 1040 341 14.50
PM-QPSK 128 32 5 640 375 -3 2000 341 14.64

Table 5-6: Results for Increasing Transmission Distance of PM-QPSK Systems from 1040 km to 2000 km for 50
GHz and 37.5 GHz Channel Spacing
In table 5-6 the results for transitioning the PM-QPSK 50 GHz system from 1040 km to 2000 km
setup show that there is very little effect on the overall required OSNR for achieving a pre-FEC BER of
103, This shows that the 50 GHz PM-QPSK system is very stable when increasing the transmission
distance from 1040 km to 2000 km. The results for the PM-QPSK 37.5 GHz system is only slightly more
affected by increasing the fiber transmission distance from 1040 km to 2000 km, but still quite stable.

In order to evaluate the effects of decreasing channel spacing for the 2000 km PM-QPSK system,
the BER vs. OSNR for the 2000 km systems with individual output power levels plotted at -5, 0 and 5
dBm are shown in figure 5.68 for the 50 GHz system on the left and 37.5 GHz on the right.
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Figure 5.68: PM-QPSK 2000 km, BER vs. with Output Power Levels: 5 dBm (red), 0dBm (blue), -5dBm (black) for
50 GHz Spacing (Left) & 37.5 GHz Spacing (Right)

Table 5-7: Results for Decreasing Channel Spacing from 50 GHz and 37.5 GHz for 2000 km PM-QPSK System

Modulation Net Bit Symbol Number of Total Grid Transmitted Distance Spectral OSNR
Format Rate Per Rate Channels Data (GHz) | Power (dBm) (km) Efficiency pre-FEC
Channel (Gbaud) Rate (bit/s/Hz) BER =
(Gbls) (Gblrs) 10°®

PM-QPSK 128 32 5 640 50 -5 2000 2.56 14.05
PM-QPSK 128 32 5 640 50 0 2000 2.56 14.10
PM-QPSK 128 32 5 640 50 5 2000 2.56 14.46
PM-QPSK 128 32 5 640 375 -5 2000 341 14.62
PM-QPSK 128 32 5 640 375 0 2000 341 14.69
PM-QPSK 128 32 5 640 375 5 2000 341 15.24

The results in table 5-7 for narrowing the channel spacing for the PM-QPSK system from 50 GHz
to 37.5 GHz show that the required OSNR for a pre-FEC BER of 107 has increased from 14 dB to over

14.5 dB for launch powers of -5 and 0 dBm. The launch power of 5 dBm shows the biggest change from

about 14.5 dB to over 15 dB. In order to provide a simplified visual aid for the above overall change in

OSNR requirements in the PM-QPSK system due to decreasing channel spacing for the 2000 km systems,

correlation diagrams are plotted overlaid on one another in figure 80 with the transmitted power held

constant at -3 dBm. The orange line represents channel spacing at 50 GHz and the green line represents

the 37.5 GHz spaced system.
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Figure 5.69: PM-QPSK Narrowing Channel Spacing for 2000 km Transmission Distance, BER vs. OSNR with
Output Power Level of -3 dBm 50 GHz (Orange) & 37.5 GHz (Green)
The correlation diagram in figure 5.69 provides a general visual of the OSNR penalties as a result
of narrowing channel spacing from 50 GHz to 37.5 GHz or increasing spectral efficiency for a five
channel 128 Gb/s 2000 km PM-QPSK system.

54.2.2 PM-16QAM WDM, Effects of Increased Transmission Distance

The resulting OSNR requirements for the PM-16QAM systems due to increasing the transmission
distance from 1040 km to 2000 km for both channel plans are shown in the below correlation diagrams
plotted overlaid on one another with the output power level held constant at -3 dBm. In figure 5.70, the
change in BER vs. OSNR for the 50 GHz system is shown the left and 37.5 GHz system on the right.
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Fig. 5.70: PM-16QAM Transition to Longer Transmitted Distance, BER vs. OSNR with Output Power Level of -3
dBm 1000 km (Orange) & 2000 km (Green), 50 GHz Spacing (Left) & 37.5 GHz Spacing (Right)
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Table 5-8: Results for Increasing Transmission Distance of PM-16QAM Systems from 1040 km to 2000 km for 50
GHz and 37.5 GHz Channel Spacing

Net Bit Total
Modulation Rate Per Sggtz ol Nur(?fber Data Grid Transmitted Distance ESf‘F;I(it(ite;il EES(I:\I gé)l;e;
Format Channel (Gbaud) | Channels Rate | (GHz) | Power (dBm) (km) (bit/s /Hzg 10° -
(Gbis) (Gbis)
PM-16QAM 256 32 5 1280 50 3 1040 5.12 21.97
PM-16QAM 256 32 5 1280 50 -3 2000 5.12 22.12
PM-16QAM 256 32 5 1280 37.5 3 1040 6.83 23.47
PM-16QAM 256 32 5 1280 375 3 2000 6.83 24.46

The results in table 5-8 for transitioning the PM-16QAM 50 GHz system from 1040 km to 2,000
km setup show that there is some effect on the overall required OSNR for achieving a pre-FEC BER of
103, where the required OSNR has moved from almost 22 dB for the 1040 km system to just over 22 dB
for the 2000 km system. This shows that the 50 GHz PM-16QAM system is stable when increasing the

transmission distance from 1040 km to 2000 km.

The results show that the PM-16QAM 37.5 GHz system is only slightly more affected by
increasing the fiber transmission distance from 1040 km to 2000 km, where the required OSNR has
moved from almost 23.5 dB for the 1040 km system to almost 24.5 dB for the 2000 km system. This
shows that the 37.5 GHz PM-16QAM system is less stable when increasing transmission distance from
1040 km to 2000 km.

In order to evaluate the effects of decreasing channel spacing for the 2000 km PM-16QAM
systems, the BER vs. OSNR for the 2000 km systems with individual transmitted powers plotted at -5, 0
and 5 dBm are shown in figure 5.71 for the 50 GHz system on the left and 37.5 GHz on the right.
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Fig. 5.71: PM-16QAM 2000 km, BER vs. OSNR with Output Power Levels: 5 dBm (red), 0dBm (blue), -5dBm
(black) for 50 GHz Spacing (Left) & 37.5 GHz Spacing (Right)
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Table 5-9: Results for Decreasing Channel Spacing from 50 GHz and 37.5 GHz for 2000 km PM-16QAM System

) Net Bit Symbol Total ) ) ) Spectral OSNR
Modulation Rate Per Rate Number of Data Grid Transmitted Distance Efficiency pre-FEC

Format Channel (Gbaud) Channels Rate (GHz) | Power (dBm) (km) (bit/s/Hz) BER =
(Gbfs) (Gbls) 10°

PM-16QAM 256 32 5 1280 50 -5 2000 5.12 22.04
PM-16QAM 256 32 5 1280 50 0 2000 5.12 22.33
PM-16QAM 256 32 5 1280 50 5 2000 5.12 N/A
PM-16QAM 256 32 5 1280 375 -5 2000 6.83 24.39
PM-16QAM 256 32 5 1280 375 0 2000 6.83 25.16
PM-16QAM 256 32 5 1280 375 5 2000 6.83 N/A

The results in table 5-9 for narrowing the channel spacing for the PM-16QAM 2000 km system
from 50 GHz to 37.5 GHz show that the required OSNR for a pre-FEC BER of 107 has increased from 22
dB to almost 24.5 dB for a launch power of -5 dBm. The required OSNR has also increased from just

over 22 dB to about 25 dB for a launch power of 0 dB. The launch power of 5 dBm shows the biggest
change when decreasing channel spacing from 50 GHz to 37.5 GHz for the 2000 km PM-16QAM system.

Figure 5.72 outlines the overall change in OSNR requirements due to decreasing channel spacing for the

2000 km systems, correlation diagrams are plotted overlaid on one another with the output power level

held constant at -3 dBm. The orange line represents the channel spacing at 50 GHz and the green line

represents the 37.5 GHz spaced system.
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Fig. 5.72: PM-16QAM Narrowing Channel Spacing for 2000 km Transmission Distance, BER vs. OSNR with

Output Power Level of -3 dBm 50 GHz (Orange) & 37.5 GHz (Green)

The correlation diagram, figure 5.72, provides a general visual of the OSNR penalties as a result

of narrowing channel spacing from 50 GHz to 37.5 GHz or increasing spectral efficiency for a five
channel 128 Gb/s 2000 km PM-16QAM system.
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5.4.3 Results Overview, PM-16QAM & PM-QPSK WDM Transmission Distances Vs. Channel
Spacing

In order to provide a conclusive overview of the results; correlation diagrams in figure 5.73 shows the
transitions for both PM-QPSK and PM-16QAM at 1040 km, the change from 50 GHz to 37.5 GHz, and at
2000 km, the change from 50 GHz to 37.5 GHz.

5.4.3.1 Results Overview, PM-QPSK WDM Transmission Distances Vs. Channel Spacing

The below results include changes in BER vs. OSNR for PM-QPSK 1040 km, 50 GHz (Orange),
1040 km 37.5 GHz (Blue), 2000 km 50 GHz (Brown) and PM-QPSK 2000 km 37.5 GHz (Green).
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Fig. 5.73: PM-QPSK BER vs. OSNR Transitions for 1000 km 50 GHz (Orange), 1000 km 37.5 GHz (Blue) & 2000
km 50 GHz (Black), 2000 km 37.5 GHz (Green) with Output Power Level of -3 dBm

Table 5-10: Results Overview for PM-QPSK Transmission Distances Vs. Channel Spacing

Net Bit Total OSNR
Modulation Rate Per S)gz?em Nug}ber Data Grid Transmitted | Distance ESf'Ff)iec?:::lil pre-FEC
Format Channel (Gbaud) Channels Rate (GHz) | Power (dBm) (km) (bit/s/Hzgl BER =
(Gbrs) (Gbls) 10°®
PM-QPSK 128 32 5 640 50 -3 1040 2.56 13.98
PM-QPSK 128 32 5 640 37.5 -3 1040 341 14.50
PM-QPSK 128 32 5 640 50 -3 2000 2.56 14.04
PM-QPSK 128 32 5 640 37.5 -3 2000 341 14.64

As the results show in table 5-10 for this five channel PM-QPSK system, a reduction in channel
spacing from 50 GHz to 37.5 GHz at either 1000 km or 2000 km has greater effect on the BER vs. OSNR
results in comparison to increasing the transmission length for either channel spacing. When the channel
spacing is reduced for a 2000 km transmission distance, the required OSNR is affected just slightly more
than reducing the channel spacing for the 1000 km link. These results show that PM-QPSK is very stable

for long-haul transmission distances.
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5.4.3.2 Results Overview, PM-16QAM WDM Transmission Distance Vs. Channel Spacing

The results in figure 5.74 include changes in BER vs. OSNR for PM-16QAM 1040 km, 50 GHz
(Orange), 1040 km 37.5 GHz (Blue), 2000 km 50 GHz and PM-QPSK 2000 km 37.5 GHz (Green).
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Figure 5.74: PM-16QAM BER vs. OSNR Transitions for 1000 km 50 GHz (Orange), 1000 km 37.5 GHz (Blue) &
2000 km 50 GHz (Black), 2000 km 37.5 GHz (Green) with Output Power Level of -3 dBm

Table 5-11: Results Overview for PM-16QAM Transmission Distances Vs. Channel Spacing

Net Bit Total OSNR
Modulation Rate Per S)gZ?eOI Nur(;nfber Data Grid Transmitted Distance Esfgii T(te;il pre-FEC
Format Channel (Gbaud) Channels Rate (GHz) | Power (dBm) (km) (bit/s/Hz%l BER =
(Gb/s) (Gbls) 108
PM-16QAM 256 32 5 1280 50 -3 1040 5.12 21.97
PM-16QAM 256 32 5 1280 375 -3 1040 6.83 23.47
PM-16QAM 256 32 5 1280 50 -3 2000 5.12 22.12
PM-16QAM 256 32 5 1280 375 -3 2000 6.83 24.46

As the results show in table 5-11 for this five channel PM-16QAM system, a reduction in channel
spacing from 50 GHz to 37.5 GHz at either 1000 km or 2000 km has greater effect on the BER vs. OSNR
results in comparison to increasing the transmission length for either channel spacing. When the channel
spacing is reduced for a 2000 km transmission distance, the required OSNR is affected more than
reducing the channel spacing for the 1000 km link. These results show that PM-16QAM is not as stable

for long-haul transmission distances, requires a higher OSNR, but has double the spectral efficiency.

At larger fiber lengths, the PM-16QAM is much more sensitive to non-linear effects in
comparison to the PM-QPSK system, especially at a higher transmitted power. Given this information, it
can be inferred that at even greater fiber spans, the PM-16QAM system will be overwhelmed with non-
linearities. The next set of simulations demonstrates the strong non-linear effects exhibited after longer
distances in both systems.
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544 PM-16QAM & PM-QPSK WDM: 3040 km & 4000 km, 50 GHz Channel Spacing

The purpose of the next simulation is to briefly demonstrate the potential of ultra-long-haul transmission
for PM-QPSK and the physical limitations of using PM-16QAM for transmission at very long distances.
The results in figure 5.75 show that the PM-16QAM system has reached the limits of its potential for long
distance transmission at 3040 km. However, the results do show the potential of implementing ultra-long-
haul systems using PM-QPSK with an optimized configuration. In figure 5.75, the correlation diagram,
PM-QPSK at 3040 km is shown green, PM-QPSK at 4000 km is shown in brown, PM-16QAM at 3040
km is shown in blue and PM-16QAM at 4000 km is shown in orange.
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Fig. 5.75: BER vs. OSNR with Output Power Level of -3 dBm for PM-QPSK 3040 km (Green), PM-QPSK 4000 km
(Brown) & PM-16QAM 3040 km (Blue), PM-16QAM 4000 km (Orange)

Table 5-12: Results for 3040 km & 4000 km Transmission Distances for PM-QPSK & PM-16QAM

MELEDL Symbol Number Tl Spectral OSI‘ZI—R
Modulation Rate Per Y Data Grid Transmitted Distance pec P

Format Channel 6l o Rate (GHz) | Power (dBm) (km) Ef‘_flmency i
(Gbls) (Gbaud) Channels (Gbls) (bit/s/Hz) BER =

108

PM-QPSK 128 32 5 640 50 -3 3040 2.56 15.23
PM-QPSK 128 32 5 640 50 -3 4000 2.56 16.84
PM-16QAM 256 32 5 1280 50 -3 3040 5.12 23.01
PM-16QAM 256 32 5 1280 50 -3 4000 5.12 N/A

The results from table 5-12 for the PM-16QAM system show that long-distance transmission is
limited given its sensitivity to noise and high OSNR requirements. In this configuration, the PM-16QAM
system was unable to reach the target BER at even 26.5 dB (orange curve in figure 5.75). Although, the
spectral efficiency of the PM-16QAM was doubled as a result of the increase in the number of
constellation points in comparison to PM-QPSK, the reduction in system reach was a result of the high
OSNR requirements of higher order modulation formats, which are typically more sensitive to practical

implementation issues or system impairments (e.g. cross-talk and phase noise) [32].
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The results in table 5-12 demonstrate the potential for implementing PM-QPSK systems at ultra-
long-haul distances given an optimal set of parameters in order to improve these results. For the 4000 km
PM-QPSK system in figure 5.75 (shown in brown), strong nonlinearities are observed. Due to
propagation through many fiber spans over thousands of kilometers, ASE builds up in the system.
Therefore, when the phase tracking algorithm is applied at the receiver, the receiver can be affected by so-
called cycle-slips, i.e., the effect of losing the absolute phase reference as a result of a correction done
based on an incorrectly decided symbol [42]. According to [61], the single-ended 90-degree Hybrid
component used here, may be susceptible to the possible insertion of an angle inaccuracy that alters the
component behavior. For this reason, in the next set of simulations in section 5.5, an attempt is made to
further optimize the PM-QPSK system by utilizing an external local oscillator in combination with a
polarization rotator as an additional input into a 90-degree Hybrid component, as opposed to using the
Hybrid component with a built-in local oscillator (LO). Given the possible limitations of the built-in local
oscillator (LO) Hybrid component and nonlinearities observed in the figure 5.75; the reasoning for
implementing an external local oscillator is that the system may benefit by both specifying the external
local oscillator gain as well as possible improved phase-matching when simulating over ultra-long-haul

distances.

55 Ultra-Long-Haul PM-QPSK

As ultra-long-haul links, both terrestrial and submarine, usually have distances way beyond 2000 km, the
400G super-channels will most likely to be based on lower order constellation such as QPSK or
eventually 8QAM [1]. Again, | am leaving 8QAM out of my consideration due to its higher sensitivity to
noise. The first set of simulations are completed at distances of 4500 km and the second set of simulations
are taken at distances of 6600 km and the final set of simulations at 9000 km. As a real-world example of
transmission at such distances, many submarine optical cable links traverse distances greater or even
double the 4500 km distances. Trans-Atlantic cables connecting the United States to Europe reach over
6,600 km, while trans-pacific cables connecting the US to Asia reach over 11,000 km. As an example of a
trans-Atlantic link, the “Dunant” link between Virginia Beach, VA and Saint-Hilaire-de-Riez, France,
spans 6,600 km. The below figure of the Dunant link, which will be ready for service in 2020, is included

(Fig. 5.76) to serve as a visual aid of this type of distance [65].
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Fig. 5.76: Submarine Optical Cable 6600 km Link, Dunant [65]

5.5.1 Ultra-Long-Haul PM-QPSK 4500 km: 37.5 GHz & 50 GHz

The next simulations demonstrate ultra-long-haul coherent PM-QPSK Nyquist WDM systems. As
mentioned in section 5.4.4, an external local oscillator is used in combination with a polarization rotator
as an additional input (in addition to the input signal) into an alternative 90-degree Hybrid component,
known as sc4by8 loin, from [61]. This is used as opposed to using the Hybrid component used in
previous simulations with a built-in local oscillator (LO). Since the goal is to optimize the transmission of
ultra-long-haul transmission, the parameter scans include the calculation of BER vs. output power levels
from -2 to 7 dBm to pinpoint an optimum launch power for the system. An additional simulation is
included with channel spacing at 50 GHz to explore the trade-offs associated with channel spacing for this
setup. The layout is shown in figure 5.77.
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Fig. 5.77: Ultra-Long-Haul, 4500 km, PM-QPSK System

In the five channel WDM system shown in figure 5.77, the 4500 km transmission distance
comprises of 30 spans of 150 km fiber spans followed by an amplifier in each span that compensates for

the fiber loss at the expense of adding its own noise in the process. Channel spacing is 37.5 GHz between
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the five channels with the baud rate of the four QPSK channels at 32 Gb/s. Dispersion is compensated in
the electric domain after detection. The dynamically tracking receiver (section 4.3.1) uses a training
sequence and implements digital signal processing for estimation of phase and counting of errors. The
transmitted spectrum is shown in figure 5.78 on left has a channel spacing of 37.5 GHz between the five
channels with the baud rate of the four QPSK channels at 32 Gb/s, which falls in line with quasi-Nyquist
WDM systems [35]. The transmitted spectrum of the 50 GHz channel plan is shown on the right.
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Fig. 5.78: Transmitted 5 Channel PM-QPSK Spectrum with 37.5 GHz Channel Spacing (Left) and 50 GHz Channel
Spacing (Right)
With channel spacing of 37.5 GHz and a bit rate of 128 Gb/s, the spectral efficiency of this
system is 3.41 Gh/s/Hz and with 50 GHz channel spacing the spectral efficiency is 2.56 Gb/s/Hz.

The correlation diagram (Fig. 5.79) provides insight into effects of launch power on the BER.
The BER is calculated from a parameter scan correlated with values of launch power from -2 dBm to 7

dBm at 0.5 dBm increments.
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Fig. 5.79: BER Vs. Per Channel with Output Power Levels Ranging from -2 dBm to 7 dBm: 37.5 GHz Channel
Spacing (Orange) & 50 GHz Channel Spacing (Green)

For the 37.5 GHz system in orange, the correlation diagram shows that a launch power of 2 dBm

provides the lowest pre-FEC BER for the 37.5 GHz system. Additionally, the diagram provides insight
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into the suitable launch powers that reach a satisfactory pre-FEC BER of 1073, which are transmitted
powers from 0 dBm to 4 dBm.

For the 50 GHz channel plan, the ideal launch power is shown to be 2.5 dBm. At the expense of
the lowered spectral efficiency, the BER is improved overall and the acceptable pre-FEC BER range for
the 50 GHz channel plan is now widened with acceptable transmitted power values ranging from -0.5 dB
to 5.5 dBm.

These results again show that by sacrificing spectral efficiency, an improvement in the BER can
be achieved. Additionally, at the consequence of spectral efficiency, the results indicate a drop in non-
linear effects as a wider range of transmitted powers fall within the acceptable pre-FEC BER range of 10°
3. Furthermore, it can be noted that the curve of the correlation diagram follows figure 2.7 from section
2.3, where lower values of transmitted power are affected by ASE and higher by nonlinear effects.

At the expense of spectral efficiency, reach can be extended and therefore, the BER achieved at a certain
OSNR can be improved as well. This PM-QPSK system is proven to be capable of long-distance

transmission and in the following simulations, | have increased fiber lengths in order to push its limits.

5.5.2 Ultra-Long-Haul PM-QPSK 6600 km: 37.5 GHz & 50 GHz

Individual fiber span length is kept the same at 150 km per span and the number of spans is increased to
44, providing a total distance of 6600 km. This also means that 44 EDFAs are required for the link as
well. The following pre-FEC BER is calculated with all parameters kept the same as the previous
simulations aside from adjusting the channel spacing with results provided for both 37.5 and 50 GHz.
The following BER curves in figure 5.80 are again calculated for launch powers from -2 to 7 dBm in 0.5

dBm increments.
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Fig. 5.80: BER Performance for 37.5 GHz Channel Spacing (yellow line) & 50 GHz Channel Spacing (green line)
for 6600 km Link
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The correlation diagram shows that an acceptable pre-FEC BER is achieved for the 50 GHz
channel plan at 6,600 km. Also, these simulations prove that the stability of using PM-QPSK as a
modulation format for ultra-long-haul links. The next section provides a comparison of the results
achieved for the 4500 km and 6600 km links using the two channel plans.

5.5.3 Ultra-Long-Haul PM-QPSK Results Comparisons: 4500 km & 6600 km

The correlation diagram, figure 5.81, is included for comparison purposes for links of both distances and
both 37.5 and 50 GHz channel plans. This provides a visual aid in how total fiber length and channel
spacing induces non-linearities in the systems. Again, the correlation diagrams are representative of ASE
vs. nonlinearities (from section 2.3), where optimal launch powers fall between ASE & nonlinear limits,
with ASE affecting the lower valued launch powers and nonlinear limitations affecting the higher valued
launch powers. The typical behavior of limiting performance by ASE and nonlinear impairments with
respect to launch power is shown in the results in the correlation diagrams (Fig. 5.81), where the curves
start to flatten at the longer transmission distance of 6600 km and at the shorter transmission distance of

4500 km, the curves are steeper where the effects of ASE and nonlinear effects are more differentiated.
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Fig. 5.81: BER Performance for 4500 km & 6600 km Lengths for 37.5 GHz & 50 GHz Channel Spacing. 4500 km,
37.5 GHz (Brown), 4500 km 50 GHz (Green), 6600 km, 37.5 GHz (Blue), 6600 km, 50 GHz (Orange)

Figure 5.81 provides more insight into the effects of channel spacing on non-linear effects
between systems of different distances. When increasing the channel spacing from 37.5 GHz to 50 GHz
for the 4500 km link, the improvement of BER is greater than the improvement of seen for the 6600 km
link when increasing the channel spacing. This result suggests that since the buildup of ASE at lower
transmitted powers and non-linear effects at higher transmitted powers is effectively limiting performance
after longer distances of fiber, therefore the increase in channel spacing has a smaller effect on BER

improvement.
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Given this information, the purpose of the next set of simulations explores how different lengths
of fiber span, e.g. lengths less than the 150 km spans used in the previous simulations, effect BER rate
performance at various transmitted powers. Simulations will be performed at 37.5 GHz channel spacing
with a total fiber length of 4500 km. The changes will be applied to the individual fiber span lengths and
number of fiber spans, so that the total 4500 km length remains the same.

5.5.4 Influence of Fiber Span Lengths on Ultra-Long-Haul PM-QPSK

In this set of simulations, the 37.5 GHz spaced WDM PM-QPSK system is simulated using different fiber
span lengths in order to demonstrate the influence of fiber span length on system performance. The fiber
spans lengths used here are; 50 km, 75 km, 100 km, 125 km, 150 km and 180 km. The shorter the fiber
spans, the more spans of single mode fiber and EDFA amplifiers that are required to cover the 4500 km
distance. In the next correlation diagram (Fig. 5.82); the 50 km lengths (green curve) require 90 spans of
single mode fiber and EDFA amplifiers, the 75 km (brown curve) with 60 spans, 100 km (blue curve)
with 45 spans, 125 km (purple) with 36 spans, 150 km (teal) with 30 spans, and finally the 180 km length
(180 km) requires 25 spans of fiber with EDFA amplifiers for each span.
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Fig. 5.82: Influence of Fiber Span Lengths on BER: 50 km Fiber Spans (Green), 75 km (Brown), 100 km (Blue), 125
km (Purple), 150 km (Teal), & 180 km (Orange)

The BER curves show varying results where the BER lowered, on the nonlinear effects side of

the curves, from increasing fiber span length from 50 km (green) to 75 km (brown) and once again to 100

km (blue), then the BER is increased with fiber span length increases to 125 km (purple), 150 km and

much higher with 180 km (orange) spans. The 125 km span length is a bit more stable than the 100 km

span length at higher transmitted powers (at or above 3 dBm) and as a compromise between the results of
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the two span lengths, I have chosen a span length 120 km to test for long distance transmission in the next

simulations.

55.5 Optimized Fiber Span Length, WDM PM-QPSK 6600 km System

In order to test the benefits of using shorter fiber spans than the 150 km fiber spans used in the previous
6600 km links, the next simulation includes 120 km fibers spans with a total reach of 6600 km. This is
tested at a channel spacing of 37.5 GHz and 50 GHz. Finally, these results are compared against the
original correlation diagrams of the 6600 km link with 150 km spans (both 37.5 GHz and 50 GHz). But
firstly, in figure 5.83, the 37.5 GHz spaced system is represented by the orange line and the 50 GHz based
system is represented by the green curve.
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Fig. 5.83: BER Performance for 120 km Spans, 37.5 GHz Channel Spacing (yellow line) & 50 GHz Channel
Spacing (green line) for 6600 km Link
The results from figure 5.83 demonstrate the benefits of shortening the fiber spans from 150 km
to 120 km as there is a significant improvement in the BER for the 6600 km link. In order to gauge the
change in BER from including 55 spans of 120 km of fiber and EDFA amplifiers in place of 44 spans of
150 km fiber, the results are included in one correlation diagram in figure 98. The 150 km per span 37.5
GHz system is shown in blue, the 150 km per span at 50 GHz is shown in orange, the 120 km per span

37.5 GHz system is shown in brown and finally, the 120 km per span 50 GHz system is shown in Green.
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Fig. 5.84: BER Performance Comparison Between 150 km & 120 km Fiber Spans for 37.5 GHz & 50 GHz Channel
Spacing. 120 km 37.5 GHz (Brown), 120 km 50 GHz (Green) & 150 km 37.5 GHz (Blue), 150 km 50 GHz (Orange)

In figure 5.84, for the 120 km spans (brown and green) curves, the optimal launch powers are
lower in comparison to the 150 km spans (blue and orange). For the 120km spans with 37.5 GHz spacing,
the optimal launch powers fall between -0.5 dBm and 1.5 dBm. For the 120 km spans with 50 GHz
spacing the optimal launch powers fall between 0.5 dBm and 2 dBm. Whereas the 150 km span systems
fall between higher launch powers between 1.5 and 3.5 dBm. Furthermore, higher launch powers produce

higher nonlinear effects in the 120 km span systems in comparison to the 150 km span systems.

A potential tradeoff here is that the 120 km span lengths require the installation of more span
locations and EDFA amplifiers, which could be difficult to implement, depending on the physical
constraints on land or water. However, this further highlights the versatility and ultra-long-haul

capabilities of PM-QPSK systems.

5.5.6 Optimized Fiber Span Length & Increased Transmission Distance, 9000 km

Given the fact that the 120 km span lengths offer a substantial improvement in the BER, the purpose of
the next simulation is to test the limits of the WDM PM-QPSK system by increasing the total
transmission distance to 9000 km. The following simulations utilize 75 spans of 120 km length single
mode fiber with EDFAs. In figure 5.85 the correlation diagram, the 37.5 GHz spaced system is

represented by the orange curve and the 50 GHz based system is represented by the green curve.
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Fig. 5.85: BER Performance for 9000 km Link with 120 km Spans, 37.5 GHz Channel Spacing (Orange) & 50 GHz

5.6

Channel Spacing (Green)

Influence of Fiber Span Length on WDM PM-16QAM

Given that the adjustment of fiber span length had a positive effect on increasing transmission length of

the high bit rate PM-QPSK system, a similar method is implemented in order to test the influence of fiber

span length on a long-haul transmission PM-16QAM system. The same schematic PM-16QAM with

3000 km total fiber length from the previous comparison section 5.4 is used. The original schematic

employed 80 km fiber span lengths (38 spans) for a total reach of 3040 km. For a quick comparison, span
lengths of 100 km, 120 km and 150 km are compared against the 3000 km link and plotted into a BER vs.

OSNR diagram (Fig. 5.86).
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Fig. 5.86: BER Performance for Span Lengths: 80 km (Green), 100 km (Brown), 120 km (Blue) & 150 km (Orange)
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Table 5-13: Results for 3000 km Transmission Distance with Different Spans Lengths for PM-16QAM

Net Bit Total OSNR
Modulation Rate Per S)SQ&OI Number of Data Grid Transmitted Lse?]a?h Sfrf)i?:?z;il pre-FEC
Format Channel (Gbaud) Channels Rate (GHz) Power (dBm) (kr’?1) (bit/s/Hzgl BER =
(Gbls) (Gbfs) 10°
PM-16QAM 256 32 5 1280 50 -3 80 5.12 23.00
PM-16QAM 256 32 5 1280 50 -3 100 5.12 22.88
PM-16QAM 256 32 5 1280 50 -3 120 5.12 22.76
PM-16QAM 256 32 5 1280 50 -3 150 5.12 23.08

The results in table 5-13 show that in comparison to the PM-QPSK system, the PM-16QAM
system does not respond as dramatically to optimizing the fiber span length. However, there is some

improvement in the required OSNR that achieves the required BER when increasing the span length from

80 km to 100 km, and slightly more improvement when increasing the span length to 120 km per span.

The required OSNR increases with the 150 km span length. Therefore, the optimized fiber span length for
this PM-16QAM system is also 120 km. Also, it is worth noting that here the resulting required OSNR of
22.76 dB for this 3000 km PM-16QAM system (with 120 km span lengths) is now closer to the OSNR
results for the 2000 km 80 km span length PM-16QAM system, where the required OSNR was 22.12 dB

(section 5.4.2.2 in table 5-8). The next simulation explores the possibility of improving the system

performance further by testing various transmitted powers.

5.6.1

Influence of Transmitted Power: WDM PM-16QAM with Optimized Span Length

As shown from the previous simulations, PM-16QAM is more sensitive to higher transmitted powers,

therefore, the next simulations test transmitted powers of -5 dBm, -4 dBm, -3 dBm (used previously), -2
dBm, -1 dBm, 0 dBm and 1 dBm with results plotted in figure 5.87.
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Fig. 5.87: BER Performance: Transmitted Powers for 120 km Spans, -5 dBm (Gray), -4 dBm (Green), -3 dBm

(Red), -2 dBm (Black), -1 dBm (Orange), 0 dBm (Blue) & 1 dBm (Pink)
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Table 5-14: Results for PM-16QAM 3000 km Transmission Distance with 120km Spans Lengths at Transmitted
Powers (-5 dBm to 1 dBm)

Net Bit Symbol Total Span Spectral OSNR

Modulation Rate Per )(? Number of Data Grid Transmitted P pec pre-FEC
ate Length Efficiency _
Format Channel (Gbaud) Channels Rate (GHz) Power (dBm) (km) (bit/s/H2) BER =

(Gb/s) (Gb/s) 108

PM-16QAM 256 32 5 1280 50 -5.00 120 5.12 23.20
PM-160AM 256 32 5 1280 50 -4.00 120 5.12 23.00
PM-16QAM 256 32 5 1280 50 -3.00 120 5.12 22.76
PM-160Q0AM 256 32 5 1280 50 -2.00 120 5.12 22.85
PM-160Q0AM 256 32 5 1280 50 -1.00 120 5.12 22.87
PM-16QAM 256 32 5 1280 50 0.00 120 5.12 23.11
PM-160Q0AM 256 32 5 1280 50 1.00 120 5.12 23.25

The parameter scan with results shown in table 5-14 show that a transmitted power of -3 dBm is
the optimum launch power for this PM-16QAM system with 120 km fiber spans with a total reach of
3000 km. Although, improvement was not achieved from the prior results, this does indeed provide
insight into the behavior regarding the physical limitations of a PM-16QAM system and its feasibility of

long-haul transmission and the effects of various transmitted powers.

6 Conclusions

In this thesis, the methods of scaling the capacity of optical systems were outlined and then
implemented. The initial simulations included comparison of advanced modulation formats which
provided examples of the consequences involved in implementing modulation formats with a higher
number of constellation points. The higher order modulation formats achieved higher data rates in
comparison to PM-QPSK vyet required higher OSNR in order to achieve the required BER due to the
noise susceptibility at the receiver increasing with the order of the modulation format. These limitations
were then further demonstrated by implementing an 80 km fiber span in the PM-64QAM system, where
the required BER was not achievable, even at an OSNR of 30 dB.

The next sections, 5.2.1 and 5.2.2, explored topics such as 200G/400G and WDM Nyquist Super-
Channels for next-generation optical transmission. The WDM Nyquist Super-Channel demonstrated the
great potential of PM-16QAM for satisfying increasing demand for larger capacity systems. Although, an
implementation with fiber spans and EDFA amplification was not realized in these sections due to the
high bit rate, tight channel spacing and dense PM-16QAM modulation format, the nine channels achieved

a bit rate of roughly 2 Tb with a high spectral efficiency of 7.2 bit/s/Hz.

Section 5.3 demonstrated the use of PM-QPSK as the current State of the Art best-in-class solution
for commercial long-haul transmission. The system utilized a nine-channel WDM coherent system with
DSP at the receiver, achieving approximately 1 Th long-haul transmission. It was then pointed out that the
system could be improved by using more advanced DSP used at the receiver. The DSP used in this

system was memoryless, and although it receiver the polarization and phase rotations using the Viterbi &
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Viterbi algorithm, the use of dynamic receivers discussed in section 4.3.1, could offer improvement as the
LMS algorithm enabled compensation of pattern dependent phenomena such as residual chromatic
dispersion and polarization mode dispersion.

The next section 5.4, implemented the use of the dynamic receivers discussed in section 4.3.1, and
provided in-depth comparisons of the WDM PM-QPSK and PM-16QAM systems. The physical
limitations were thoroughly explored and the trade-offs between spectral efficiency and reach was
highlighted in the results provided. PM-16QAM provided double the spectral efficiency but was limited
in terms of achievable reach due to the high OSNR requirements as a result of the noise induced at the
receiver. It was shown that PM-QPSK was much more resilient to the effects of reducing channel spacing,
increased transmitted power and increased transmission distance in comparison to the PM-16QAM
system. Both systems were more sensitive to increased transmitted power when the channel spacing was
narrowed from 50 GHz to 37.5 GHz, however, the PM-16QAM proved to be much more sensitive to
higher transmitted powers at 37.5 GHz channel spacing due to the increased nonlinear effects induced
when channel spacing is tight. When studying the effects of increasing transmission distance for the PM-
QPSK system, it was shown in section 5.4.3 that a reduction in channel spacing had more detrimental
effects on BER vs. OSNR (receiver sensitivity) in comparison to increasing the transmission length at
either channel spacing (when that increase was from 1000 km to 2000 km). Similar results were seen in
the PM-16QAM system, where reduced channel spacing had more detrimental effects on noised induced
at the receiver in comparison to increased transmission length at either channel spacing. However, where
the PM-QPSK did not incur greater penalties at a reduction in channel spacing when increasing
transmission length, the PM-16QAM system did, thus proving the high resiliency of PM-QPSK at longer

transmission distances and the versatility it shows when reducing channel spacing at those distances.

Ultra-long-haul transmission using PM-QPSK was simulated in section 5.5.1 to better understand the
physical limitations of PM-QPSK as well as better understand suitable transmitted powers and fiber span
lengths. Noise loading was omitted in this system (for OSNR calculation) as the focus was no longer on
receiver sensitivity, but the effects of the transmitted power on the BER. Parameter scans were set up to
plot BER vs. Transmitted Powers from -2 to 7 dBm in 0.5 dBm increments so that the graphs reflected the
effects described in section 2.3.2, where typically an optimal launch power exists, where at lower launch
powers, the system is limited by ASE noise and higher launch powers, the system is limited by nonlinear
effects. The lowest point in the resulting graphs, represented the optimal launch power, where at lower, or
higher launch powers, signal degeneration would be dominated by either ASE or nonlinear effects
(respectively). Adjusting channel spacing showed that tighter channel spacing (37.5 GHz in comparison
to 50 GHz) caused the optimal transmitted power to shift to lower transmitted powers. In the case for the

4500 km system, the optimal transmitted power was 2 dBm with 37.5 GHz spacing and 2.5 dBm with 50
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GHz channel spacing. This proves that nonlinear effects in the system are induced earlier on the ASE vs.
nonlinear effects curve when channel spacing is tighter. This can be seen in figure 5.79 from section
5.5.1. The results of increasing transmission distance demonstrated that decreased channel spacing at
larger distances (6600 km in this case) had more detrimental effects than at shorter distances, as expected.
In section 5.5.4 the influence of fiber span lengths was explored and it was found that reducing the fiber
spans spacing with EDFA amplifiers from 150 km to 120 km, helped in achieving in longer transmission
distances, where it was demonstrated that the PM-QPSK system is capable of reaching 9000 km with both
37.5 GHz and 50 GHz spacing.

In section 5.6, the WDM PM-16QAM 3000 km system used in section 5.5.4, was optimized by
testing various span lengths. The BER vs. OSNR results showed that using 120 km offered some
improvement compared to the 80 km span lengths used in previous sections for this system. Further
optimization was attempted by creating parameter scans for different transmitted powers, however further
optimization could not be achieved. This did however prove that PM-16QAM is capable of long-haul

transmission at 200G per channel.

In consideration of problem statement and related comments in section 1, this thesis has covered the
methods achieving high bit rates systems, greater than 100G, while considering degenerative effects. The
physical limitations of these systems were explored, and various trade-offs discussed after providing
detailed results. Potential further study could be testing the simulated results experimentally as the
simulations provided in this thesis give direction regarding the parameters to consider. Another possible
follow up for study, since the focus of this thesis was general in achieving higher bit rates, could be the
exploration of and mitigation of specific nonlinear effects related to high capacity optical systems.
Another idea that comes to mind is the study of trans-Atlantic optical transmission and its optimization. In
section 5.5.4, it was seen that lower fiber span lengths e.g. 50 km, 75 km and 100 km, results from the
parameter scans gave a zero BER for lower transmitted powers. This would require verification by
studying experimentally, and/or by confirming with OptSim the validity of the results and their
implications. Furthermore, after completing this thesis, it seems the exploration of ultra-long-haul
spectrally efficient transmission by using PM-16QAM with advanced DSP in order to mitigate nonlinear

impairments would be a topic for discussion.
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