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Il. HODNOCENI JEDNOTLIVYCH KRITERI{

Zadani narocné;si
Hodnoceni ndrocnosti zaddni zavérecné prdce.

The topic was well defined with good guidelines. The task was to prepare a suitable dataset of objects
represented by sparse 3D point measurements, propose a suitable feature representation of the objects, and
select and evaluate multiple of-the-shelf methods for classification of the objects.

Splnéni zadani splnéno s mensimi vyhradami
Posudlte, zda predloZend zdvérecnd prdce splriuje zaddni. V komentdri pfipadné uvedte body zaddni, které nebyly zcela
splnény, nebo zda je prdce oproti zaddni rozsifena. Nebylo-li zaddni zcela spIinéno, pokuste se posoudit zdvaZnost, dopady a
pfipadné i priciny jednotlivych nedostatkd.

The goals of the thesis were met in general. | have concerns about the data normalization method of choice,
which in my opinion does not fulfill “The method should cope with [...] variable rotation angle about the
vertical axis” guideline. Also the request “The segments will be small point clouds of about tens to hundreds
of points” was not really followed, the used data had an order of magnitude more points.

Zvoleny postup feSeni castecné vhodny

Posudte, zda student zvolil sprdvny postup nebo metody reseni.

As mentioned above, my concern is about the chosen data normalization method, which, in my opinion, actually makes
the classification problem harder. See notes in Section III.

Odborna uroven A - vyborné

Posudte trover odbornosti zavérec¢né prdce, vyuZiti znalosti ziskanych studiem a z odborné literatury, vyuZiti podkladi a
dat ziskanych z praxe.

The topic required a good understanding of multiple topics from the computer vision field.

Formalni a jazykova troven, rozsah prace A - vyborné
Posudte sprdvnost pouZivdni formdlnich zdpisti obsaZenych v prdci. Posudte typografickou a jazykovou strdnku.
The thesis is written in good English, well organized and easy to follow.

Vybér zdrojti, korektnost citaci A - vyborné

Vyjddrete se k aktivité studenta pfi ziskavani a vyuZivani studijnich materidld k feseni zdvérecné prdce. Charakterizujte
vybér pramenti. Posudte, zda student vyuZil vSechny relevantni zdroje. Ovérte, zda jsou vsechny prevzaté prvky radné
odliseny od vilastnich vysledki a tuvah, zda nedoslo k poruseni citacni etiky a zda jsou bibliografické citace upiné a v souladu
s citacnimi zvyklostmi a normami.

The sources are adequate.
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I1l. CELKOVE HODNOCENI, OTAZKY K OBHAJOBE, NAVRH KLASIFIKACE

Shriite aspekty zdvérecné prdce, které nejvice ovlivnily Vase celkové hodnoceni. Uvedte pfipadné otdzky, které by
mél student zodpovédét pri obhajobé zavérecné prdce pred komisi.

Overview:

The topic of the thesis is relevant and interesting. Classification of objects sparsely sampled by depth
sensors is a hard task for several reasons. The objects are often not covered entirely, due to occlusions or limited
vertical range of the sensors. Detection of the objects is hard and unreliable, as is the segmentation of the point
cloud into point sets belonging to individual objects. The coverage density changes with object distance, and since
only one side of the object is seen, the geometry of the captured points varies significantly with the object
orientation w.r.t the view direction.

The classification task was simplified in the thesis by assuming well segmented points at the input. On the
other hand, insensitivity to point density and to object orientation was called for in the thesis instructions. These
are the most interesting and also the hardest questions of the assignment. The proposed feature representation
raises some doubts about solving them well.

Concerns:

The goal of data normalization and feature selection is to minimize intra-class and maximize inter-class
distances in the feature space. This increases class separation and simplifies the classification. My intuition is that
the proposed data normalization actually does the opposite and reduces the class separation. This is somehow
confirmed in the experiments, where the feature vector F;, of which the author claims that it obviously does not
separate the classes well (Figure 2.1), performs almost as well (or as bad) as the more rich feature vector F;
computed on the normalized point clouds.

The chosen normalization seems to be designed for complete 360° object representation rather than for
measurements taken from just one direction. Going step by step,

»the point cloud segment is shifted so that the center of mass is at the origin” — that would work if it was
a center of mass of the object. Center of the point cloud is view-dependent and will likely lay on, or close to, the
surface of the object, making the representation view-dependent rather than class-dependent.

,the object is rotated so that dominant eigenvector of the covariance matrix is parallel to the x-axis” - this
is likely taking a vector almost parallel to the view direction, independently of the object class. Whether it is
horizontal or vertical depends on the object, e.g. most trucks are taller than wide in frontal and rear views, so this
operation would lay them flat on a side. Changing the view by perhaps 10°, the dominant eigenvector would
change to horizontal, resulting in a significantly different representation of the same object.

,the segment is rescaled by a factor that is equal to the distance of the farthest point from the origin” —
maximum being one of the least robust statistics, this makes the normalization very sensitive to perfect object
segmentation. A single incorrectly segmented point could change the representation drastically.

It may be interesting to see how the classification performs without the normalization, especially the
orientation part.

Questions:

The evaluation is rather coarse, coalescing the performance on a whole dataset to a few numbers. While
that is OK for the purpose of comparison of different classifiers, with respect to the specifics of the point cloud
data it would be interesting to see the results broken down to show some interesting aspects.

How does the performance change with the object distance/density of points? Does the classification still
work when only “tens of points” are available, as asked in the thesis instructions? At what distance could objects
still be classified?

What is actually the distance/density range in the datasets? Looking at Table 3.3 it seems that it is quite
narrow. One could almost have a classifier based solely on the number of points on an object.
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How is the classification sensitive to occlusions, or to only partially sampled objects?

Are there any object orientations where the classification fails? Figures in the thesis only show vehicles
from angles where two sides are visible. Are all data like that (the main dataset is not public)? The classification is
probably a much harder task when only rear or front sides of vehicles are observed.

How is the classification sensitive to the accuracy of the segmentation process?

It would also be nice to see a more fine-grained feature splits. Which features are the most useful for the
classification and which do not bear any significance?

Formal:

The presentation is good. My only comment concerns the results shown in section 4. When performance
results are presented in multiple figures, it is customary to show everything with identical ranges on axes. It
allows for a quick comparison at a glance.

PredloZenou zavérecnou praci hodnotim klasifikacnim stupném B - velmi dobfe.

Datum: 31.5.2019 Podpis: Stépan Obdrialek
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