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Abstract

The content of the work is a study on quality of the wireless communication inside
a building with stress put on the multi–antenna systems. The thesis contains a the-
oretical basis of the propagation of the electromagnetic waves in such Multiple–Input
Multiple–Output (MIMO) channel, taking into the account only relevant properties of
such propagation. The emphasis is put on the diversity and gain of the systems and
capacity of the MIMO channel. A linear algebra numerical tool called Singular Value
Decomposition (SVD) is used to calculate channel capacity. The simulation part utilizes
SVD to determine a capacity of the defined scenario and then the results are compared
to the measurement in the anechoic chamber. The practical part consists of the mea-
surement in the real scenario and calculating of the channel capacity using same tools
as in the simulation part. At the end, the results are discussed with regards to possible
practical use of those results.
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Abstrakt

Tématem této práce je posouzení kvality bezdrátového přenosu uvnitř budovy, zejména
s ohledem na využití multianténních systémů. Obsahem práce jsou teoretické základy bez-
drátové komunikace pro Multiple–Input Multiple–Output (MIMO) kanály, kdy jsou brány
v úvahu pouze takové vlastnosti šíření spjaté s tímto druhem šíření elektromagnetických
vln. Důraz je kladen na diverzitu a zisk MIMO systémů a kapacitu jím odpovídajících
MIMO kanálů. V simulační části práce se využívá Singular Value Decomposition (SVD),
jakožto numerický výpočetní nástroj lineární algebry často využívaný k výpočtu kapac-
ity kanálu, k určení kapacity v definovaném scénáři a poté jsou tyto výsledky ověřeny
měřením v bezodrazové komoře. Praktická část se skládá z měření v reálném scénáři a
výpočtu kapacity kanálu pomocí stejné metody jako v simulační části. Na závěr jsou
diskutovány výsledky získané měřením a simulací, s ohledem na případné využití těchto
výsledků v praxi.
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Chapter 1

Introduction

Multiple–Input Multiple–Output (MIMO) systems have had the key role in wireless com-
munications for years already. Many standards including WiFi, mobile systems of the 3rd
and the 4th generation uses MIMO as an essential tool for enhancing capacity, transmis-
sion rates, and reliability of the wireless networks.

Reliability and capacity related to higher transmission rates can be improved using
diversity and spatial multiplexing in MIMO systems without increasing the transmitted
power. Diversity is a mean to provide multiple different forms of the transmitted signal
with various independent fading useful at the receiving (RX) antenna for better decoding
of the received signal. While the diversity is linked with the RX antennas, spatial mul-
tiplexing, on the other hand, is linked with the transmitting (TX) antennas. It allows
transmitting a parallel stream of symbols from the transmitter. Both these phenomena
are used in MIMO systems simultaneously, but they cannot be optimized at once.

The thesis contains some basics from the theory of the wireless communications related
to the MIMO channel, especially the difference between flat–fading and selective–fading
channel. Several types of gains are discussed in this part, as well as the theory regarding
MIMO channel itself (channel matrix, closed vs. open loop systems). The main goal of
the work is the calculation of the channel capacity utilizing eigenvalue decomposition of
the channel matrix.

The Singular Value Decomposition (SVD) is a computational tool in the linear algebra
commonly used to estimate the matrix rank, solve linear least squares problems and last
but not least, is to tell for any matrix A its orthogonal matrices U and V and a diagonal
matrix S such that A = USVH, where H is a conjugate transpose. These matrices of
eigenvectors and eigenvalues are used for the data precoding on the transmitter side to
send the data over orthogonal paths and on the receiver side to proper separation of these
paths. The practical part contains a simplified simulation of the 2×2 MIMO scenario.
The capacity results and radiation patterns are presented and verified by the measurement
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of the same scenario in the anechoic chamber. The last part of the thesis is focused on
the measurement and capacity estimation of the channel in a real indoor scenario.



Chapter 2

Wireless Communication

2.1 Fading

Wireless channels can be uniquely described as the channels with different paths between
transmitting and receiving antennas. Then, fading is caused by interference of multiple
versions of the transmitted signal within these paths. These multipath signals are com-
bined at the receiver and create the resulting signal. This signal can change its strength
rapidly and is random. Thus, we call such a channel time–varying fading channel, and is
shown in Fig. 2.1. In such a model, we are describing changes of a length of the individual
paths between transmitter and receiver antennas as a change of a propagation delay of
the individual signal replicas, and is described with linear time–varying impulse response
h (t, τ) .

h t,( )τ
x t( ) r t( )

Figure 2.1: Time–varying channel model with impulse response.

The channel with the constant gain and linear phase response over a greater bandwidth
than the bandwidth of the transmitted signal is called a flat–fading channel. It means
that in the frequency domain, all components are delayed by the same time value, which
equals to the slope of the linear function. The channel impulse response of such a channel
can be expressed by a single delta function:

h (t, τ) = α (t) δ (τ) , (2.1)

where δ (t) is the Dirac delta function and α is a time–varying amplitude. If the actual
channel impulse response can be expressed as in (2.1), then the transit of the signal x(t)
through the channel can be expressed as a convolution (product of two functions as one
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is reversed and shifted) of the signal and the impulse response as illustrated in Fig. 2.2.

0 Ts
τ1 τ1

τ1 S+T

x t( ) h t,τ( ) r t( )

Figure 2.2: Influence of the flat fading channel on the signal.

The convolution, denoted by asterisk, can be expressed as follows:

r (t) = x (t) ∗ h (t) =
∞∫

−∞

x (τ)h (t− τ) dτ. (2.2)

The channel coherence bandwidth Bc is defined for fading channels as statistical property
of the channel. It applies that the channel is considered to be flat in this frequency range.
The coherence bandwidth is derived using delay spread. Delay spread is defined using I

paths in the multipath channel, power pi of the ith path and delay τi of the ith.
Then, the probability–weighted average value of the delay is given by [1] :

τ =

I∑
i=1

piτi

I∑
i=1

pi

. (2.3)

The variance of a delay is then given by [1] :

σt =
√

τ 2 − τ 2, (2.4)

where τ 2 denotes [1]:

τ 2 =

I∑
i=1

piτ
2
i

I∑
i=1

pi

. (2.5)
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Finally, the coherence bandwidth of the channel is:

Bc =
1

5σt

, (2.6)

using confidence interval 2.5σ (confidence of 98.76%). For the flat fading channel applies
that Bc > Bs where Bs is the bandwidth of the signal going through the channel.

On the other hand, in the frequency selective fading channel, each frequency compo-
nent can suffer from a different delay in the time domain. The impulse response of such a
channel is shown in Fig. 2.3 and can be expressed as a series of delta functions as follows
[1]:

h(t, τ) =
J∑

j=1

αj(t)δ(τ − τj), (2.7)

where αj(t) is independent of αi(t) for j 6= i.

Time

h t,( )τ

Figure 2.3: Impulse response of the frequency selective fading channel [1].

In such channel the coherence bandwidth is smaller than the bandwidth of the signal
going through the channel. Thus, we have to investigate properties of the channel, es-
pecially impulse response. The frequency selective fading in the channel is illustrated in
Fig. 2.4. Let us assume channel impulse response as there are two identical delta functions
shifted by τ2 − τ1 from each other. We can observe that the gain varies in time. The
variations in gain are present because of the small enough time difference between delta
functions in the impulse response. If the time difference was larger, two pulses at the
output would be present.

0 Ts
τ1 τ1

τ2τ2
τ2 s+Tτ1 S+T

x t( ) h t,τ( ) r t( )

Figure 2.4: Influence of the frequency selective fading channel on the signal.



2.2 Diversity

Fading can cause a significant decrease of the received power at the receiver. The fading
is caused by the destructive interference of the multipath components or interference from
other users. As the thermal noise at the receiver is rather ”stable”, Signal to Noise Ratio
(SNR) at the receiver is changing according to the fading. The receiver itself needs a
minimum SNR for reliable functionality so the transmitted signal can be detected and
decoded successfully. If the SNR is below the minimum value, the transmitted signal is
not recovered, and there is an outage.

Diversity of a signal on the receiver can be used to decrease the probability of error.
The symbol error probability Pe is a wrong detection of data symbol on the receiver side
after passing through the channel. Diversity means that there are different versions of
the same transmitted signal at the receiver where they can be combined. To provide
various versions of the transmitted signal to the receiver without the need of increasing
transmission power, it needs to be ensured the data symbols pass through multiple sig-
nal paths. Thus, these different versions of the signal have independent fading and the
outage probability. A probability that the receiver cannot reliably detect and decode the
transmitted signal is much smaller than in the channel without diversity. In such channel
we define the diversity gain as [1]:

Gd = − lim
ρ→∞

log (Pe)

log (ρ)
, (2.8)

where Pe is the error probability. There are many ways how to obtain diversity:

• time–temporal diversity

• frequency–frequency diversity

• polarization–spatial diversity

• antenna–antenna diversity.

Then we have to deal with the processing at the receiver. We use various combining
methods to reach this goal and to reduce the probability of error at the receiver. There
are two important combining methods:

• Maximum Ration Combining (MRC)

• Selection Combining.

More on these combining methods can be found in [1].
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2.3 Spatial Multiplexing

While diversity gain is obtained by using multiple receiving antennas, spatial multiplex-
ing, on the other hand, uses multiple transmitting antennas. Thus, a serial stream of the
symbols is converted to the parallel stream transmitted simultaneously from the trans-
mitting antennas. We use spatial multiplexing to achieve higher transmission rates; the
rate relates to channel capacity, which can be increased in MIMO systems by raising
the SNR. Thus, we can define Spatial Multiplexing Gain (SMG), denoted as GSMG, as
follows [1]:

GSMG = lim
ρ→∞

r

log (ρ)
, (2.9)

where r is the code rate at the transmitter in bits/channel as a function of the SNR.
Spatial multiplexing gain is related to the rate similarly as diversity gain is related to the
probability of error.

2.4 Trade–Off Between Spatial Multiplexing and Diversity

Diversity and spatial multiplexing in the channel achieved by both transmitting and
receiving antennas are used within MIMO systems. Especially if multiple transmitters
are used, we can achieve not only high diversity but other advantages as well, such as
higher channel capacity and transmission rate. Assume MIMO channel where the number
of transmitting antennas Nt and number of the receiving antennas Nr is the same, then
according to [1] channel capacity can linearly increase with the number of antennas, and
there is no need to increase transmission power. Furthermore, for a different number of
receivers and transmitters system is able to transmit min(Nt, Nr) symbols per time slot.
If Nt < Nr symbols can be transmitted with the diversity gain Nt−Nr+1. Note, that for
the same number of antennas mentioned above, diversity gain equals one. The channel
capacity per unit channel bandwidth can be given as [2]:

C ≈ min (Nt, Nr) log2 (1 + ρ) . (2.10)

However, both diversity gain and multiplexing gain cannot be optimized at once. When
we optimize first, we have to trade–off second and vice versa. There is a formula defining
the trade–off between diversity and multiplexing [2]:

Gdopt = (Nt −GSMG) (Nr −GSMG) , (2.11)

where Gdopt is optimal diversity gain for given multiplexing gain GSMG.



0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
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Figure 2.5: Optimal trade–off for 2×2 MIMO.

The (2.11) expresses a dual behavior of the MIMO channel; multiplexing gain is obtained
for non–interfering parallel links between antennas and, at the same time, diversity is
obtained, assuming that link from the transmitting antenna is available to every receiving
antenna. An example of the optimal trade–off for 2×2 MIMO channel is shown in Fig. 2.5:

2.5 MIMO Channels

Electromagnetic waves propagate through wireless channels in many ways, especially in a
rich scattering environment. Electromagnetic wave undergoes mainly reflection, scatter-
ing, diffraction, and refraction. These physical processes cause a change of the magnitude
and phase of all multipath components in the channel. The magnitude and phase of these
components can be expressed as the complex number, and so the received signal can be
expressed simply as the sum of the components. The real and imaginary components are
Gaussian distributed random variables. In case, the multipath components have uniform
phase and all have similar amplitude, the envelope of their sum follows Rayleigh distri-
bution since the mean value of real and imaginary part is zero. However, if there is one
significant multipath stronger than the others, the envelope of their sum follows Ricean
distribution. Assume Nt transmitting antennas and Nr receiving antennas in a MIMO
system (Nt×Nr MIMO). In such system, there are NtNr paths between transmitter and
receiver.
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Thus, the channel can be represented as a matrix with Nr×Nt elements, and the
received signal can be expressed as [2]:

r = Hx+ n. (2.12)

Matrix H with dimensions Nr×Nt is called channel matrix. Matrix of transmitted signals
x is a matrix of dimension Nt×T and n is noise matrix with the same dimensions as r,
where T is number of transmitting time slots, for 1 time slot the matrix equation is given
by [2]: 

r1
r2
...

rNr

 =


h11 h12 . . . h1Nt

h21 h22 . . . h2Nt

... ... . . . ...
hNr1 hNr1 . . . hNrNt



x1

x2
...

xNt

+


n1

n2
...

nNr

,

where ri is the signal received by ith antenna, xj is the symbol transmitted by the
jth antenna and hij is the complex channel coefficient of the path between ith and jth

antenna. We assume independent channel path gains, noise samples, and transmitted
symbols are independent of each other. This assumption is valid for the spatial domain,
and distance at least half of the wavelength l between two chosen antennas [1]. Thus,
hij is independent of hi′j′ for i 6= i

′ or j 6= j
′ . If this condition is not met, some spatial

correlation exists, and channel coefficients are not independent. Furthermore, channel
gains are not independent. We also assume noise as zero–mean circularly symmetric
complex Gaussian random variable, and bandwidth to be narrow enough, so the channel
is flat over a frequency band [1]. In other words, we defined such channel as a frequency
non–selective, and the channel matrix is constant over the given frequency band.

We can differ two kinds of MIMO systems based on the amount of information about
the channel at the transmitter and receiver:

• Open–loop system is such a system, where the transmitter has no information about
the channel at all. There is no feedback between the transmitter and the receiver
about the state of the channel. The receiver is able to learn the channel state from
some training sequence and provide Channel State Information (CSI) though. This
kind of system can be easily obtained, as there is no need for feedback or calibration.



• Closed–loop system differs from the previous one; there is knowledge about the chan-
nel at the transmitter. The CSI obtained at the receiver is sent to the transmitter,
where it can be used to adjust the transmission to achieve better performance. Nev-
ertheless, CSI at the transmitter is hard to obtain as ”we have to make sure that
feedback occurs within a time that is less than the coherence time of the channel”[3].
At the same time, the feedback decreases the spectral efficiency of the channel as
CSI carries no user data.

We can define one more type of gain in wireless communication systems. The array gain
is gain obtained by processing at the transmitter and the receiver. Array gain gives
better–received SNR, similarly to the diversity gain, but only if the CSI is perfect.



Chapter 3

Capacity of the Communication Channel

In this chapter, we discuss the capacity performance of MIMO systems. We assume the
receiver has the information about the channel, r and distributions of H and x are known.
Then, the capacity is a random variable dependent only on the channel matrix. The
capacity of the MIMO system is derived using Shannon capacity formula and comparison
with other scenarios as Single–Input Single–Output (SISO), Multiple–Input Multiple–
Output (MISO), and Single–Input Multiple–Output (SIMO) is discussed as well.

3.1 Capacity of the AWGN Channel

When we study the capacity of the MIMO channel, we have to start with Shannon’s
formula for the theoretical maximum transmission rate of the channel with additive white
Gaussian noise given by [4]:

C = log2 (1 + ρ) , (3.1)

where ρ := P/ (N0B) is the per complex degree of freedom, N0 is a noise power spectral
density, B is bandwidth, and P is a power constraint. This can be considered as SISO
scenario, and the capacity defines maximum achievable channel capacity in bit/s/Hz as a
function of SNR. This maximal rate is the way to achieve reliable communication through
the channel while the probability of the error drives to zero [4].

3.2 Capacity of the MIMO Channel

We assume same transmission model of the channel as in Section 2.5, there is the total
number of NrNt paths between transmitter and receiver as illustrated in Fig. 3.1. However,
we use equivalent transformation of the channel converting this MIMO channel to n SISO
parallel orthogonal channels, where n = min(NrNt).
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Then, the capacity is given by the summation of capacities of the SISO sub–channels
and can be calculated using channel eigenvalues.

1 1

2 2

N
t

N
r

Figure 3.1: The MIMO channel.

We use Singular Value Decomposition (SVD) to decompose H to its eigenvalues, where
we use Hermitian matrix (conjugate transpose). The SVD defines channel matrix H with
dimensions Nr×Nt as follows:

H = UDVH, (3.2)

where U,V are unitary matrices of eigenvectors:

• U – dimension Nr×Nt, UHU = I, column ui is eigenvector of HHH

• V – dimension Nt×Nr, VHV = I, column vi is eigenvector of HHH,

where D is Nm×Nm diagonal matrix of eigenvalues of the channel, where Nm = min (Nr, Nt).
Conjugate transpose is denoted by superscript H, AH, and matrix is called Hermitian,
if AH = A. For Hermitian matrix applies, that the eigenvalues are always real, non–
negative, and has orthonormal eigenvectors. These eigenvalues are equal to the square of
the root of the eigenvalues of the matrix HHH:

D = diag
(√

λi

)
(3.3)

λi = eig
(
HHH) . (3.4)

The above shown decomposition is used for equivalent transformation to the sub–channels
as follows: we have our channel defined in (2.12) and with using SVD defined in (3.2) we
get

r = UDVHx+ n. (3.5)

Now we get rid of the unitary matrices

UHr = UHUDVHx+UHn. (3.6)
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We denote UHr = r′, VHx = x′, UHw = n′ and since U, V are unitary matrices, it
applies UHU = I, VHV = I. Using this we can define equivalent parallel channels as
follows:

r′ = Dx′ +w′, (3.7)

where every component r′ depends only on one component of the x′ as shown in
Fig. 3.2 [5] .

1 1

2 2

N
t

N
r

Figure 3.2: The MIMO channel transformed to sub–channels.

As a result we have Nm sub–channels with the same amount of eigenvalues λi where
only first NH (rank of the channel matrix H) are non–zero. The total capacity of the Nm

sub–channels is simply given by the sum of the single capacities as follows:

CMIMO =

NH∑
i=1

log2

(
1 +

λiPs

NtPw

)
, (3.8)

where Ps is total transmitted power, Ps/Nt is power at one transmitting antenna, and Pw

is noise power at one receiving antenna. In special case, when Nt = Nr, channel matrix H

has full rank NH = Nr and equal power at all receivers. Under the assumption of channel
normalization (each RX receives full TX power), the trace of HHH, which is the sum of
the elements on the main diagonal is given by [5]

tr(HHH) =
∑
i,j

| hij |2= NrNt =
∑
i

λi = Nrλ. (3.9)

Since λ = Nt we can define channel capacity for this case as follows:

C = NHlog2

(
1 +

λPs

NtPw

)
= Nrlog2

(
1 +

Ps

Pw

)
. (3.10)



In this case, the capacity is increasing linearly with the number of antennas without
increasing the input power as was discussed in Section 2.4. Deriving the (3.8) for MIMO
capacity according to [5] we get alternative matrix form of the capacity formula given by

CMIMO = log2det

(
I+

Ps

NtPw

HHH
)
. (3.11)

3.3 Capacity Comparison

In this section, we compare the ergodic capacity of the channel in bits per channel usage.
We compare these four scenarios:

• SISO (1,1)

• MISO (Nt, 1)

• SIMO (1, Nr)

• MIMO (Nt, Nr)

In all cases we assume same conditions as in the previous section related to MIMO channel
capacity. Firstly, SISO channel capacity calculated using (3.8) for NH = 1, Nt = 1, λ = 1

is defined as follows:
C = log2 (1 + ρ) , (3.12)

where ρ = P/Pw is the SNR at the receiver input. This capacity is the same as basic
Shannon formula and was discussed before.

MISO systems use transmitter diversity, but do not have any advantage in comparison
to the SISO case. The channel capacity is given by the same formula.

When we use receiver diversity, that is the SIMO case. The capacity is given by

C = log2 (1 +Nrρ) . (3.13)

We get an advantage when capacity is growing with the logarithm of the number of
receiving antennas and improve the SNR proportionally to the number of antennas.
Finally, the capacity of the MIMO channel we discussed in the previous text and is defined
in (3.11).



Chapter 4

Simulations

Based on the knowledge gathered throughout the thesis, we will propose the measurement
setup for the estimation of the quality of the wireless propagation inside buildings for the
MIMO systems.

Prior to the measurement in a real scenario, a simple simulation of 2×2 MIMO was
performed, and the SVD algorithm was utilized to calculate the capacity and determine
the radiation pattern of the RX and TX arrays. Then the measurement in the anechoic
chamber was realized to validate the simulation.

4.1 State–Of–The–Art of MIMO Capacity Estimation

In this section, a brief summary of previous MIMO channel capacity measurements is
discussed.

4.1.1 Development of a 60 GHz MIMO Radio Channel Measurement Sys-
tem, S. Ranvier et al.

One of the first complex measurement systems providing research for future communica-
tion systems was published in [6]. The measurement of a wide–band MIMO channel on 60
GHz was conducted using channel sounder developed at Helsinki University of Technology.
The channel impulse response is obtained as follows [7]:

h (τ, t) = IFFT (R (f)S∗ (f)) , (4.1)

where R (f) and S (f) are Fourier transforms of the received and transmitted signals,
respectively. The 14 GHz synthesizer was used for synchronization and to avoid phase
drifts between TX and RX.
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The Line–Of–Sight (LOS), obstructed LOS and Non–Line–Of–Sight (NLOS) measure-
ments were performed. For both LOS configurations, the antenna arrays were placed in
the room. The distance between TX and RX arrays were set to 3.2 meters, and the spac-
ing of the array elements was set to l/4 to reduce the spurious emission. The obstacle
in the obstructed LOS case was a cubical absorber with half a meter side placed right in
the middle between TX and RX and blocked the direct LOS. The NLOS scenario, the
TX antenna array was placed in the room, and the RX antenna array was placed in the
corridor. The spacing between the elements was set to l/2. The main concern of this pa-
per is capacity. The capacity C in bit/s/Hz for NLOS case is obtained using normalized
correlation matrix as in [8]:

Rnorm =
H

H
H

1
NtNr

E

{
Nt∑
t=1

Nr∑
r=1

H∗
r,tHr,t

} , (4.2)

where E is expectation operator and H in the denominator is a complex channel matrix
obtained removing the noise from the channel matrix and the overline operator in the
numerator means coherent summation in the delay domain. The channel matrix was
normalized by removing the average path loss from the matrix. The capacity is then
calculated under assumption of equal power distribution on each TX as [8]:

C = log2

[
det

(
I+

ρ

nt

Rnorm

)]
, (4.3)

where I is the identity matrix, ρ is a SNR, and nt is number of transmitting antennas.
The results were presented in a form of capacity Cumulative Distribution Function

(CDF) curves for several different SNRs and compared with the capacity Independent
Identically Distributed (IID) MIMO Rayleigh channel. The measured results were recog-
nized as very similar to the theoretical Rayleigh channel. However, the mean capacity,
which is increasing with increasing SNR is slightly lower for each SNRs in a comparison
to Rayleigh.
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4.1.2 Experimental Channel Parameters and Capacity Measurement of
the Wireless MIMO Channel at 2.4 GHz, A.A. Kalachikov et al.

Slightly different approach of calculating capacity is presented in [9]. The use of channel
frequency response is utilized as the Fourier transform of (2.7) [9]:

H (t, f) =
J∑

j=1

αj (t) e
−j2πfτj . (4.4)

In practice, the frequency response was obtained as [9]:

H (t, f) =
Y (t, f)

X (f)
, (4.5)

where Y (t, f) and X (f) are spectrum of the received signal and spectrum of the trans-
mitted signal, respectively. The capacity of the MIMO channel is then calculated under
the same assumption as on the previous paper (equal power distribution) as follows [9]:

C (t, f) = log2

(
det

(
I+

ρ

nt

H(t, f)HH(t, f)

))
, (4.6)

where H(t, f) is normalized channel matrix for frequency f . The normalization is used
to compare the channel for different SNR as a parameter.

The results are presented using capacity distribution functions subtracting a mean
value. Mean capacity was obtained as an average of multiple snapshots. The dependency
of the capacity on the number of TX and RX was shown, and the increasing capacity
dependence on the increasing SNR was shown as well.

4.1.3 Spatial Correlation and Capacity Measurements for Wideband MIMO
Channels in Indoor Office Environment, L. Kafle et al.

Both previous papers have been focused on the flat–fading model of the channel and
estimating the channel capacity of the channel based on the RF measurements. In [10],
the frequency selective channel model is validated. The channel matrix H (τ) of the
frequency selective MIMO fading channel is defined as follows [10]:

H (τ) =
L−1∑
l=0

H̃lδ (τ − τl) . (4.7)

The H̃ is the complex channel matrix with the fading coefficients for the given delay
τl. The L is defined by the number of significant MultiPath Components (MPCs). The



significant MPCs were counted up from the Power Delay Profile (PDP) calculated as [3]:

Ph (τ) = lim
T→∞

1

2T

T∫
−T

| h (t, τ) |2 dt. (4.8)

Firstly, maximum excess delay determined as in [11] is the time difference between the time
when the first MPC is received and the time when the last MPC above given threshold
is received. In the paper, the threshold was set to 25 dB below the strongest path.
The delay resolution was determined as 5 ns. The number of significant MPCs varied
depending on the scenario. For the frequency selective channel the (4.6) was modified, so
all the frequencies are integrated over the bandwidth of interest B [10]:

C =
1

B

∫
B

log2det

(
I+

ρ

Nt

HH (f)H (f)

)
df [bit/s/Hz], (4.9)

where H(f) is frequency–dependent channel matrix. The results of the measurement at a
central frequency of 5.66 GHz at a bandwidth of 200 MHz for 15 dB SNR were presented
as complementary CDF curves of the capacity. The selected CDF curves for NLOS and
LOS case were published. The capacity was compared to the keyhole capacity as the
lower bound and ideal IID Rayleigh channel as the upper bound. Keyhole capacity is the
scenario where between TX and RX screen with a small keyhole and the radio wave can
go through only through this keyhole, more on this in [12]. It was observed that capacity
significantly decreases in the LOS case as the corridor environment lacks the MPCs. In
the NLOS case, the mean capacity increases with the element spacing and approaches to
the upper bound capacity.

4.1.4 Conclusion for the State–Of–The–Art

When we compare the papers, we see that the main difference lies in obtaining the channel
matrix. Channel matrix is obtained either in the time domain or in the frequency domain.
Therefore, the estimation of the capacity is different as well. As for our purposes, the
time domain is chosen. All the papers presented in the previous sections were focused
on measurements, where both the environment and antennas were static. Since the real
communication systems are not static in the majority of the time, we have found this
as the key disadvantage. We would like to focus on the measurement of a dynamic
environment. Similarly, the papers are focusing on both LOS and NLOS scenarios; the
LOS is nevertheless rare within the modern mobile communication systems. Therefore,
we mainly focus on the NLOS scenarios. Finally, all the papers present the results as a
dependence on SNR, which we found suitable for our measurements as well.
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4.2 Simulation

The simulation and following measurement in the anechoic chamber are set to be the
first encounter with the SVD technique utilized in the estimation of the MIMO channel
capacity. The SVD algorithm is a powerful computational tool from linear algebra and is
used in MIMO systems to determine for every channel matrix its matrices of orthogonal
eigenvectors and diagonal matrix with its eigenvalues.

The simplified simulation follows the idea about 2×2 MIMO on central frequency of
2.45 GHz. The spacing between the antennas is set to l/2 as it is proposed in the real
measurement scenario. The simulation and the subsequent measurement in the anechoic
chamber follow geometry shown in Fig. 4.1. The propagation of the electromagnetic field

1.22 m

0.0625 m

0.92 m

wall 1

wall 2

T 1X R 1X

T 2X R 2X

0.0625 m

1.203 m

Figure 4.1: Schematic scenario of the simulation.

between TX and RX antennas is assumed to be only by the reflection of the walls, no
LOS propagation is considered. The distance of the walls from the axis of the antenna
arrays is different for every wall to show different behavior of the signal propagation.

Simple ray tracing using the image method is utilized. Two significant rays between
each TX and RX are used to get the channel matrix H as it is shown in Fig. 4.2. The

T 1X R 1X

T 2X R 2X

T 1´X

T 1´´X

d
1 d

2

d
3

d
4

Figure 4.2: Ray–tracing method.
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Figure 4.3: Capacity vs. SNR.

figure illustrates only two path rays of eight rays in total between the antennas. The
transmission between those two antennas is defined as:

H (1, 1) = R

(√
PGTX1GRX1

FSL (r1)
e−jkcr1 +

√
PGTX1GRX1

FSL (r2)
e−jkcr2

)
, (4.10)

where R = −1 is reflection coefficient for well conductive surface P is the transmitted
power, GTX1 and GRX1 are the gains of the TX1 and RX1 antenna respectively, kc = 2π/l is
the wavenumber, Free Space Loss (FSL) at given distance is denoted by FSL, r1 = d1+d2

and r2 = d3 + d4 are the lengths of the rays. Then, the 2×2 channel matrix H is the
transmission matrix between each transmitting and receiving antenna.

Firstly, we calculate the capacity of the channel between TX and RX according to
(3.11) with convenient normalization:

CMIMO = log2det

(
I+

ρ

Nr

HnormH
H
norm

)
, (4.11)

where superscript H is conjugate transpose and Hnorm is defined as follows:

Hnorm =

√
Nr

HFrobenius

H. (4.12)

The Frobenius norm of a matrix is defined as the Root Mean Square (RMS) value of its
elements. This normalization is convenient because we want to vary SNR as a parameter
in the the model. It was shown that the calculated capacity is not frequency dependent
and its dependence on the SNR is shown in Fig. 4.3.
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Then we apply the SVD on the channel matrix to obtain matrices U, V and D as it
is shown in (3.2) and as it mentioned here again:

H = UDVH. (4.13)

Orthogonal matrices U and V with same dimensions 2×2 are used to derive radiation
patterns of the RX and TX antenna array. A radiation pattern is derived utilizing angular
spectrum decomposition of plane waves [13]. The angular spectrum is used to represent
the field at every point of space as an appropriate linear combination of plane waves.
These plane waves are interfering in the far field making a radiation pattern that can
be described by a single non–planar wave. The principle of calculating the intensity of
such a wave in a single point in space is shown in Fig. 4.4. We sum both angular spectra
propagating from the antennas in the array in the point of observation. We use 512 points
to approximate the radiation pattern of every monopole used in the TX and RX array.
We calculate the pattern in the distance of d = (l + spacing/2) from the origin which is
placed between the antennas in the array as it is shown in the figure as well. The radiation
patterns are normalized to the isotropic radiator.

origin

antennas
point of observation

l + spacing/2

Figure 4.4: Radiation field calculation.

Let’s assume the channel defined as in (2.12) with omitting the noise matrix:

r = Hx. (4.14)

Using SVD and convenient modification we get the form used to determine the TX and
RX radiation patterns:

UHr = UHUDVHx. (4.15)

As it is stated in (4.15), rows of the conjugate transpose of matrix U are used to determine
RX pattern. Similarly, rows of the conjugate transpose of matrix V are used to determine



TX pattern. In our case, we assume:

x =

[
x11 x12

x21 x22

]
=

[
1 1
1 1

]
, r =

[
r11 r12
r21 r22

]
=

[
1 1
1 1

]
,

and from SVD we get matrices of complex numbers:

UH =

[
u11 u12

u21 u22

]
,VH =

[
v11 v12
v21 v22

]
.

Then, we get radiation pattern for every RX antenna (RX1, RX2) in the array as well as
radiation pattern for every TX antenna (TX1, TX2) in the array, calculating the field in
the observation point X as follows:

ETX1 = v11x11e
(−jk|X−TX1|) + v12x21e

(−jk|X−TX2|), (4.16)

ETX2 = v21x12e
(−jk|X−TX1|) + v22x22e

(−jk|X−TX2|), (4.17)

ERX1 = u11r11e
(−jk|X−RX1|) + u12r21e

(−jk|X−RX2|), (4.18)

ERX2 = u21r21e
(−jk|X−RX1|) + u22r22e

(−jk|X−RX2|), (4.19)

The resulting patterns are shown in Figs. 4.5 and 4.6. Both patterns in the same array
are orthogonal as the SVD is used to orthogonal decomposition. The patterns are comple-
mentary and fill the whole space. Since both metallic plates are not in the same distance,
the patterns are not ideally symmetrical as they would be for the equal distance of both
plates.

The utilization of the SVD in MIMO is illustrated in this section. Obtained matrices
of eigenvectors U and V, we can do proper pre–coding at the transmitter side to send the
parallel data streams without interference between the sub–channels in the channel. Since
the eigenvectors are orthogonal, the data are sent along these separate eigenchannels with
minimum bit error rate. Then, the SVD is used on the receiver side to separate these
eigenchannels properly.
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Figure 4.5: Patterns of the TX array.
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Figure 4.6: Patterns of the RX array.

Finally, the diagonal matrix D with dimensions 2×2 is used to calculate the channel
capacity as the summation of the capacities of the sub–channels as in (3.8):

CMIMO =

NH∑
i=1

log2

(
1 +

λiPs

NtPw

)
, (4.20)

The capacity calculated as the sum of the sub–channels and the generic capacity calcu-
lated using (3.11) are equal and was shown in Fig. 4.3. To maximize the sub–channel
capacity for high SNR regimes, the eigenvalues supposed to be equal. In general, the less
eigenvalues vary, the higher capacity is achieved. The dependence is described by the
so–called condition number, defined as the ratio between the maximum and the minimum
eigenvalue. Then the channel matrix H is called well–conditioned when the ratio equals



one. On the other hand, in the low SNR regime, only the strongest eigenchannel should
be used to achieve maximum capacity [4].

4.3 Verification of the Simulation

Measurement should verify the results from the simulation and together with that simu-
lation should make some improvements to proposed measurement in a real scenario. The
measurement of the channel defined in the simulation was carried in the anechoic chamber
at the Faculty of Electrical Engineering of Czech Technical University in Prague.

The measurement setup followed the same geometry as in Fig. 4.1, we used 4–port
Vector Network Analyzer (VNA) R&S ZVA 67 to obtain all important s–parameters. The
scheme of the measurement setup is shown in Fig. 4.7.

T 1X R 1X

T 2X R 2X

4-port VNA

1 2 3 4

Figure 4.7: Scheme of the measurement setup.

Several blocks made from the absorbent material are placed between the TX and
RX array to block the LOS, enabling the propagation only as of the reflection from the
metallic plates utilized as the walls. The metallic plates had a size 60×120 cm, so we had
to consider if there is enough reflected energy of the electromagnetic wave. The Fresnel
zone between an antenna and its image version is a rotary ellipsoid. The ellipsoid is
then ”cut” by our metallic plate, and it projects the ellipse on the plate. In the case
of perpendicular impact, the projection would be a circle. For the nth Fresnel zone, the
radius can be estimated using formula [14]:

r ≈
√

nd1d2
d1 + d2

, (4.21)

where d1 + d2 is a distance between the antenna and its image. We take into account
only the radius of the first Fresnel zone, since at least 60 % of the zone is considered to
be sufficient for transmission of the significant amount of energy [14] and its radius is
approximately fifty centimeters in our case.
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Figure 4.8: Real measurement setup.

Figure 4.9: Antenna holder.

In the case of perpendicular impact, the size of the metallic plate would be sufficient.
However, as we deal with a slant impact, the projection is an ellipse. We assume that
with the increasing angle of impact, the length of the semi–minor axis equals the radius
of the circle in case of perpendicular impact. However, the length of the semi–major
axis increases with the increasing angle of impact. Therefore, the space of the ellipsoid
increases as well. We have calculated the length of the semi–major axis in our case
as approximately 68 centimeters, and since our metallic plate size in this dimension is
120 centimeters, we consider this condition as fulfilled. The photo of the real measurement
setup is shown in Fig. 4.8.

An 2×2 array of monopole antennas at 2.45 GHz was utilized as TX and RX. We have
manufactured all four antennas for our purposes and created a holder shown in Fig. 4.9
for the antennas to ensure that antennas have a fixed position in the geometry and to
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Figure 4.10: Gain of the antennas.

each other. We had to adjust all the antennas for the wanted frequency of 2.45 GHz,
the obtained gain dependence on the frequency is shown in Fig. 4.10. The gain on the
frequency of 2.45 varies between 1.96 dB to 2.09 dB as it is shown in Table 4.1.

Table 4.1: Antenna gains.

Antenna Gain [dB] Gain [–]
TX1 2.0 1.6
TX2 1.9 1.5
RX1 1.8 1.5
RX2 2.1 1.6

The transmission power was set to 10 dBm, and four significant s–parameters were
obtained to construct H matrix. Then, the data processing was the same as in the
simulation part. We have obtained radiation patterns for all the antennas and compared
them to the patterns obtained from simulation. The results are shown in Figs. 4.11
and 4.12. As it is shown, the measured patterns correspond to the pattern from the
simulation. The differences between the pattern obtained from the simulation and the
measurement are caused by the inaccuracy of measuring the distance of the metallic
plates and positioning them in general. In the simulation, we considered both metallic
plates ideally parallel with the axis between the RX and TX antennas. However, the real
metallic plates have not been fixed ideally like in the simulations. There could be an error
in perpendicularity and the distance from the axis as well. We did a sensitivity analysis
of the distance of the plates as it is shown in Fig. 4.13. We have defined the radiation
patterns for three different distances, the ”center” distance, which was used in the original
simulation and the ±3 cm on either side. As we can see, the differences are similar to the
differences between the simulation and measured patterns mentioned before.
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Figure 4.11: Patterns of the TX array.
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Figure 4.12: Patterns of the RX array.
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Figure 4.13: Sensitivity of the measurement–TX array.

As well as in the simulation part, we calculate the channel capacity from the measured
data using SVD. The comparison of the capacities obtained in the previous text is shown
in Fig. 4.14.
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Figure 4.14: Capacity comparison.



Chapter 5

Measurements

The aim of this work is to study the MIMO channel capacity base on the eigenvalue
decomposition of the channel matrix. Therefore, various measurements were performed
to assess capacity. In this section, several measurements in the real scenarios are presented.
The measurement should have been carried on WiFi frequency of 2.45 GHz as we were
limited by the available equipment to go higher in the frequency range. However, as we
have measured in the real environment, we had to shift the frequency to avoid interference
with the real WiFi systems. Therefore, the central frequency was set to 2.484 GHz, which
is the 14th channel of the WiFi frequency band, which is not being used anymore.

Three NLOS scenarios inside the building in total were performed, and the data were
processed and interpreted. All the scenarios have different properties. Therefore, all the
details are described in the following text for each of them separately. The measurement
setup is the same as for the measurement in the anechoic chamber presented in Section
4.3, two antenna arrays utilized as the RX and TX and 4–port VNA to obtain all the
necessary s–parameters. The measurement took place on the 6th floor of the Faculty of
Electrical engineering, Department of Electromagnetic Field, block B2.
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5.1 Static Scenario

The first scenario is divided into two measurements–LOS case and NLOS case, mainly to
compare radiation patterns and capacities with and without Line–of–sight between the
antennas.

corridor

TX RX

office office office office

610 cm

Figure 5.1: Measurement scenario–NLOS case.

The NLOS scenario is shown in Fig. 5.1. The RX and TX antennas are both placed
in the corridor in a static environment. The LOS between the antennas is blocked by a
wall in the distance of 1.5 meters. Since the wall is made of six 60×60 cm blocks made
from the absorbent material, its dimensions are 180×120 cm. The LOS case differs only
by no obstacle between the antennas. The distance between TX and RX is set to be 5.6
meters, mainly due to the limitations of the cables between the antennas and VNA. The
photos of the real measurement setup are shown in Fig. 5.2.

Figure 5.2: Real measurement setup.
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The measured data are processed the same way as in the simulation part. The SVD is
applied to the obtained channel matrix H to estimate the channel capacity and radiation
patterns. Firstly, we obtained the radiation patterns the same way as in the simulation
part. The patterns for the LOS case are shown in Figs. 5.3 and 5.4. For both cases,
there are completely different radiation patterns for each element in the TX array. These
patterns of the monopole elements are kind of complementary to each other as they cover
the whole space as a dipole in the end as it is expected from the simulation. The main
lobes of the TX elements in the LOS are in a direction towards the RX antenna while the
other pattern has the main lobe in the perpendicular direction using the reflections of the
wall.
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Figure 5.3: Pattern of the TX array–LOS case.
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Figure 5.4: Pattern of the RX array–LOS case.



On the other hand, as it is shown in Figs. 5.5 and 5.6 for the NLOS case, the radiation
from the two monopoles in the TX towards both walls of the corridor can be seen. Since
the antennas were not placed in the middle of the corridor, but rather closer towards one
of the walls, the patterns are not symmetrical.
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Figure 5.5: Pattern of the TX array–NLOS case.
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Figure 5.6: Pattern of the RX array–NLOS case.
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The capacity of the channel is calculated using both generic formula (3.11) and (4.20).
The calculated results of these two ways of capacity estimation are equal as expected.
The capacity for both LOS and NLOS are presented with the SNR as the parameter, as
it is shown in Fig. 5.7. The different transmitting power is defined to achieve the equal
SNR parameter and compare the capacity afterwards. Therefore, the NLOS capacity is
greater than the LOS capacity in the figure. In our case, the equal transmitting power
is used for both LOS and NLOS scenarios. The achieved capacity in the LOS scenario is
15.07 bit/s/Hz for SNR = 30.52 dB. In the NLOS scenario, the cpacity is 13.78 bit/s/Hz
for SNR = 25.53 dB. Both achieved capacities are illustrated in the figure as well. The
achieved LOS capacity is higher than the NLOS capacity as it is expected. However,
the difference is not significant, as the MIMO architecture using diversity and spatial
multiplexing is utilized, and in the NLOS case offer higher gain in comparison the case of
transmitting one symbol per one time slot.
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Figure 5.7: Measured capacity comparison.



5.2 Dynamic Scenario

The second scenario setup is the same as the previous one, but the environment was
dynamic, with a movement between the antennas. The antennas were still in the corridor,
there is no obstruction, and the dynamic environment was achieved by the movement of
several volunteers between the antennas as it should simulate a crowded hallway. The
scenario was measured many times; exactly 501 snapshots have been taken within the
4 seconds of the measurement. It allowed estimating the expected value of the capacity
during long enough time when the hallway is full of moving objects (pedestrians). Thus,
empirical distribution of the capacity is obtained in this scenario. The time to take one
snapshot of the channel response is approximately 7.98 milliseconds and is considered to
be short enough to consider even such environment as static.

As it was stated before, 501 snapshots were taken to get the expected value of the
channel impulse responses. However, we firstly take every single snapshot and calculate
the capacity of the channel within the snapshot to show the capacity statistics during the
time. In this case, there is no normalization utilized to maintain the information about
the change of the SNR between individual measurements. The SNR in our case is very
high as the distance between the antennas is only few meters. Therefore, we have used
usual receiver sensitivity of the WiFi routers of -93 dBm and as the noise level in the SNR
in (4.11). Moreover, the maximum transmitting power of the WiFi system of 100 mW was
taken into account. The histogram of the capacity in the snapshots is shown in Fig. 5.8.
The capacity changes with the time as the movement differs between the snapshots. The
mean value of the capacity calculated from the histogram is 36.83 bit/s/Hz for the SNR
obtained from the given transmitted power and given noise floor; the standard deviation
is 2.37 bit/s/Hz.

The channel matrix H was obtained as the expected value of the impulse responses
over 501 snapshots measured by the VNA. The SVD was applied once again to estima-
tion of the channel capacity. The histogram of the capacity does not follow Rayleigh or
Ricean distribution, as the variations of amplitude of the channel impulse response are
not Rayleigh or Ricean. If the variations will be one of these, the distribution of the SNR
would be χ2 and then the distribution of the capacity would be C ∼ log2

(
1 + 1

ρ
χ2
)

. and
would have only one maximum. The measured capacity is presented in Fig. 5.9.
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Figure 5.8: Histogram of the capacity.
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Figure 5.9: Measured capacity.



5.3 Quasi–Dynamic Scenario

The third scenario emulates a mobile user as it assumes one antenna placed statically
at one place, while the other one is placed in several positions. In order to simulate the
movement of the mobile station, the positions of the moving RX antenna are within the
range of 5.6 meters with a step of 10 centimeters, so a total of 20 positions of the RX
antenna is considered. The measurement scenario should illustrate the fluctuations of the
capacity during the pedestrian movement with constant speed, and its scheme is shown
in Fig. 5.10.

office officeoffice office

office office office office

corridor

TX moving RX

560 cm

430 cm
10 cm

office office

office

Figure 5.10: Measurement scenario.

The fluctuations are illustrated in the form of the histogram shown in Fig. 5.11. The
histogram consists of 20 measurements as mentioned before. The properties of the data
processing are same as in the section 5.2; no normalization, receiver sensitivity and max-
imal transmitting power. During the movement, the destructive interference occurs, re-
sulting in the deep fades in the signal level and then in the lower channel capacity itself.

The histogram of the capacity in the snapshots is shown in Fig. 5.8. The capacity
changes with the time as the movement differs between the snapshots. The mean value of
the capacity calculated from the histogram is 38.82 bit/s/Hz for the SNR obtained from
the given transmitted power and given noise floor; the standard deviation is 1.21 bit/s/Hz.
The expected capacity estimated using the channel matrix H obtained as the matrix of
expected values of the channel responses at each distance is shown in Fig. 5.12. The
capacity of this scenario is lower then in the dynamic scenario in Section 5.2. It can be
expected since the LOS in the dynamic scenario is not obstructed whole time as in the
scenario in this section.
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Figure 5.11: Histogram of the capacity.
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Figure 5.12: Measured capacity.





Chapter 6

Conclusions

We have studied the basic theory behind the MIMO systems used for wireless communi-
cations in an indoor environment with a focus on eigenvalue decomposition and its use
for the channel capacity and wireless communication coding.

The second chapter shows the basic mechanisms in the wireless channel, especially
related to the MIMO systems. Moreover, the model of the channel utilized in the whole
thesis was presented in this section as well. The model is then used for decomposition of
the MIMO channel into orthogonal parallel sub–channels and estimation of the MIMO
capacity.

The third chapter is dedicated to the capacity of the MIMO channel, its estimation
and comparison with the capacities of the non–MIMO systems. The concept of the Sin-
gular Value Decomposition (SVD) is explained, and its utilization in the MIMO capacity
estimation is described in this section as well. The SVD is used to decompose the channel
matrix to its eigenvalues and used to transform the interfering paths between the trans-
mitter and receiver to parallel orthogonal sub–channels. The capacity is then given by a
simple sum of the capacities in these sub–channels.

A research of the recent or older papers related to this topic and simulation part is
presented in the fourth chapter. We became acquainted with similar measurement setups
used for measurement–based estimation of the capacity. Several different approaches of
the estimation were published in the papers. The estimation using a correlation matrix
or using frequency channel impulse response can be found in these papers. Base on
the obtained theoretical knowledge and research of the state–of–the–art in the capacity
estimation, the simulation was proposed. The simulation of 2×2 MIMO was created
and the SVD was utilized to get acquainted with this numerical tool of decomposition
the channel matrix. We have estimated the capacity using the generic formula derived
from the Shannon theorem and the capacity using the sum of the sub–channel capacities.
We have proved that these two capacities are equal. Moreover, we have calculated the
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radiation patterns for the elements in the RX and TX arrays. The pattern confirmed the
orthogonal decomposition of the SVD as the patterns of the elements within the array
were complementary. Finally, we have confirmed these results by the measurement in the
anechoic chamber.

The fifth chapter is dedicated to the measurement of the channel capacity in a real
scenario. The measurement was based on the impulse response measurement using the
Vector Network Analyzer (VNA). Three scenarios in total were presented in the section.
The static scenario in the corridor was designed as very similar to the measurement in
the anechoic chamber, while both LOS and NLOS cases were measured. The capacity
results were presented as for the SNR as a parameter. The achieved capacity for the LOS
was estimated as slightly higher than the NLOS capacity as it is expected. However, the
difference was found not so significant as the MIMO utilized in the NLOS. The radiation
patterns were presented as well, proving the orthogonal decomposition into independent
channels once again.

The dynamic scenario was illustrating the dependence of the channel capacity on the
movement between the antennas. The antennas were placed in the crowded corridor,
and 501 snapshots within four seconds were taken. Therefore, the mean and standard
deviation of the capacity from the histogram were calculated; the mean value equals
36.3 bit/s/Hz, and standard deviation equals 2.37 bit/s/Hz. The capacity is estimated
using the channel matrix obtained as an expected value of the channel responses between
the antennas.

The quasi–dynamic scenario presented the moving antenna as emulating of the pedes-
trian movement inside the corridor. Twenty measurements within 130 centimeters were
obtained, and histogram of the measurements was presented and used for the calculation
of the mean value, and standard deviation; the mean value equals 38.82 bit/s/Hz and
standard deviation equals 1.21 bit/s/Hz. The capacity was estimated the same way as in
the previous scenario using the expected value of channel responses. The expected value of
the capacity in the dynamic scenario with no permanent obstruction of the LOS is higher
that the capacity in the quasi–dynamic scenario where the obstruction is permanently
placed between the antenna arrays.

The eigenvalue decomposition for coding in the wireless systems was studied, simu-
lated and applied in the real scenario measurements of the MIMO channel capacity. The
main benefit of the eigenvalue decomposition is in estimating the orthogonal sub–channels
of the wireless channel and sending the data through these sub–channels with minimum
error rates. The work utilizes SVD as the tool of the decomposition in real scenario mea-
surements to estimate the channel capacity. The comparison of the estimated capacity
between the LOS and NLOS static scenarios were presented; the capacity of the MIMO
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channel for LOS is higher than the capacity in the NLOS case. Two other dynamic sce-
narios were measured and the capacity for the cases was estimated. As the standard
deviation in the second scenario is lower than in the third scenario, we find the capacity
of the dynamic scenario with the pedestrian movement between the antennas more sta-
ble than the quasi–dynamic scenario where one antenna was moving towards the other
antenna. However, the expected values of the capacities estimated from the mean values
of the impulse responses are very similar.
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Extra

Content of the .zip file

The .zip file is enclosed with the work, which contains:

• Root directory: contains the thesis in format of .pdf

• Directory MATLAB: contains scripts for the simulation, scripts for processing the
measured data and altered measured data

• Directory DATA: contains raw data from the VNA
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