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Abstract

This doctoral thesis deals with the design of true random number generators (TRNGs) suitable for integrated circuits (ICs). These devices exploit randomness of physical phenomena, in this case, noises in semiconductors structures. The first proposal is a TRNG with time multiplexed metastability-based sources of randomness using the principle of pipelining. Digitized random signals coming from sources of randomness are interleaved in a time multiplexer, which allows increasing output data rate. This TRNG has been fabricated in a 130 nm HCMOS9GP bulk CMOS technology from STMicroelectronics, occupies an area of 0.029 mm², and can operate in changing environmental conditions. Random bit sequences can be generated up to the data rate of 20 Mb/s without any corrective mechanisms while its power consumption is 72.48 µW at temperature of 25 °C.

Another proposal is enhanced generic architecture of TRNGs, which can detect attempts of attackers trying to manipulate with properties of random number sequences. Protective mechanisms detecting sudden changes in sequence properties are based on features of the von Neumann corrector and an approximately entropy estimation. A presented reconfigurable noise source can produce random sequences in two settings between which is switched when entropy decreases. These circuits have been designed in a 130 nm HCMOS9A bulk CMOS technology also from STMicroelectronics.

Simulations of the presented TRNGs are very time-consuming. Therefore, for verification of systems containing these generators, their behavioral models have been created in the Verilog-A HDL. They approximate properties of the TRNGs and are able to shorten duration of the simulations to allow revealing possible errors of systems.

The developed TRNGs are analog and mixed-signal (AMS) circuits containing very sensitive parts. Their precise handmade physical design is very time-consuming. Hence new methodology steps of the physical design have been proposed. Introduced functions can automatically sort electrical devices according to their topological, structural and electrical properties, control layout objects without filling forms, or search an IC design database based on similarity of object properties. They speed up the physical design, help to prevent errors and make the design more robust.

Keywords: True random number generator, integrated circuit, source of randomness, behavioral model, physical design of analog and mixed-signal circuits.
Abstrakt

Tato doktorská práce se zabývá návrhem generátorů pravých náhodných čísel (TRNG) vhodných pro integrované obvody (IC). Tato zařízení využívají náhodnost fyzikálních jevů, v tomto případě šumů v polovodičových strukturách. Prvním návrhem je TRNG s časově multiplexovanými metastabilními zdroji náhodnosti využívající tzv. princip řetězení. Digitalizované náhodné signály produkované zdrojem náhodnosti jsou prokládány v časovém multiplexoru, který umožňuje zvýšení výstupní datové rychlosti. Tento TRNG byl vyroben ve 130nm CMOS technologii nazvané HCMOS9GP od společnosti STMicroelectronics na ploše 0,029 mm² a je schopen pracovat v proměnných podmínkách. Sekvence náhodných bitů mohou být generovány až do datové rychlosti 20 Mb/s bez použití opravných mechanismů při výkonové spotřebě 72,48 µW a teplotě 25 °C.

Dalším návrhem je rozšířená obecná architektura TRNG, jenž je schopná detekovat pokusy útočníků snažících se manipulovat s vlastnostmi sekvencí náhodných čísel. Ochranné mechanismy detekující náhlé změny vlastností těchto sekvencí jsou založeny na charakteristikách von Neumannova korektoru a na přibližném odhadu entropie. Uvedený rekonfigurovatelný zdroj šumu je schopen produkovat náhodné sekvence ve dvou nastaveních, mezi nimiž je přepínán při poklesu entropie. Tyto obvody byly navrženy ve 130nm CMOS technologii nazvané HCMOS9A od společnosti STMicroelectronics.


Klíčová slova: Generátor pravých náhodných čísel, integrovaný obvod, zdroj náhodnosti, behavorální model, fyzický návrh analogových a smíšených obvodů.
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Introduction

Can we imagine our lives without modern communication systems? Internet and modern hand-held devices are used every day. These modern communication systems connect people and allow us to reduce geographical distances between different places in the world. Almost immediately through these systems, we can transmit or receive the latest information about development of the newest events and things. Important transactions in business, negotiations with offices, and sending of sensitive information can be also made by these communication systems. To make it all possible, one condition must be met. Security of transfers made by the modern communication systems has to be ensured. For this purpose, different session keys for authentication and encryption are created. Therefore parts of these systems are devices that are able to generate unpredictable and nonrecurring numbers – random numbers [1]. These very important devices – random number generators (RNGs) – generate random numbers with specific features, for example, uniform distribution and high entropy.

Random numbers are usually generated by mathematical computational algorithms known as pseudo-random number generators (PRNGs). Number sequences generated by PRNGs only approximate to properties of true random number sequences and are not appropriate for use in cryptographic devices and communication systems because they are generated by the computational algorithm using present and past values. The initial state usually called seed is set externally. Thus, under certain conditions, future values could be theoretically predictable [2].

For higher security level, devices based on a physical source of randomness can be incorporated into structures of modern communication or cryptographic systems instead of
PRNGs. These generators are commonly called true random number generators (TRNGs) and are based on physical phenomena exhibiting a random behavior. However, magnitudes of these sources of randomness are very small. Therefore TRNGs are very sensitive to disturbance. The basic function of these generators can be affected by sources of undesired deterministic noise such as temperature variations or power supply noise. In an extreme case, this weakness allows deliberate attacks that are executed by malicious noise. Hence, the TRNGs described in this work contain structures that are able to suppress temperature and process variation or are able to react to states caused by deterministic noises.

Another fundamental parameter of the TRNGs usable in the systems above-mentioned is sufficient output random data rate. Therefore the presented TRNGs are proposed to generate high-quality random numbers with high output random data rate.

It is not possible to prove that an arbitrarily long sequence of random numbers is really random. Therefore the quality of generated output random number sequences is evaluated using well-known statistical test suites, which are composed of certain amount of exactly defined tests and are able to find any undesirable hidden dependencies or unbalanced distribution.

In order to be possible to put the proposed TRNGs on the market, it is necessary to come up with a functional product on time. This can be achieved by shortening design time because fabrication time is usually fixed. However, shorter design time must not adversely affect the quality and reliability of fabricated devices. Therefore, during development of described TRNGs, new design methodology steps have been proposed and used. For correct function of TRNGs, the high quality of physical design is essential because any inaccuracy in physical design can cause an undesirable distortion of output random data or even generator failure. Hence the introduced methodology steps are also focused on physical design of integrated circuits (ICs).

The development of TRNGs is an actual topic. The main goals of this thesis are following:

- Development of a new TRNG architecture allowing an increase of output random data rate.
- Proposal of mechanisms detecting a significant decrease of the quality of random number sequences.
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- Development of behavioral models of TRNGs allowing acceleration of system simulations.

- Development of extensions of physical design methodology speeding up the design process and making designs more robust.

1.1 Organization of This Thesis

This thesis is organized as follows. The topic of this work together with descriptions of author’s contributions and the state of the art are introduced in chapter 1 followed by summary of TRNG fundamentals in chapter 2. Methods of random number sequence evaluation are presented in chapter 3.

Principle and design of the improved TRNG structure with time multiplexed sources of randomness are shown and discussed in chapter 4. Chapter 5 deals with the TRNG completed by protective mechanisms detecting deliberate malicious attacks.

Simulations of systems on chip (SoCs) containing TRNGs are very time-consuming. Therefore behavioral models of TRNGs, which are able to shorten simulation time, are presented in chapter 6. Physical design time of TRNGs can be reduced by new analog and mixed-signal (AMS) methodology steps described in chapter 7. Finally, the work is concluded in chapter 8.

1.2 Author’s Scientific Contributions

This work is aimed at the development of improved structures of true random number generators that produce high-quality random number sequences and can be integrated into modern communication and cryptographic systems quickly and easily. The presented TRNGs are proposed as parts of complex SoCs, which can be fabricated in standard complementary metal-oxide-semiconductor (CMOS) or bipolar-CMOS-double diffused MOS (BCD) [3] processes on silicon substrates. In other words, they are designed both from the perspective of the generated random number sequences quality and from the perspective of system integration. More specifically, this work brings the following contributions:

- Development of the TRNG with time multiplexed sources of randomness to get higher output random data rate.
In the proposed TRNG presented in chapter 4, the random data rate is increased by a transition from a serial approach to the parallel use of more independent sources of randomness. The so-called principle of pipelining has been implemented. This new architecture together with obtained results has been published in the impacted journal Radioengineering [4].

- **Implementation of protective mechanisms into TRNG structure.**
  
  The new enhanced generic architecture introduced in chapter 5 includes mechanisms, which can detect a bias in sequences of random numbers caused by deliberate malicious attacks and can reveal a significant decrease in the entropy of sources of randomness. This idea has been published in the reviewed journal ElectroScope [5] and presented at an international conference [6].

- **Development of behavioral models of designed TRNGs allowing faster simulations and verifications at a system level.**
  
  Simulations of SoCs containing TRNGs at the transistor level are enormously time-consuming. This work presents behavioral models of the developed TRNGs, which approximate their properties, speed up the simulations, and allow revealing system errors. The behavioral models of TRNGs have been presented at an international conference [7].

- **Development of methodology steps of AMS IC physical design allowing faster and more robust design of the TRNGs.**
  
  This thesis introduces new features suitable for the physical design of the developed TRNGs. A tool automatically sorting electrical devices according to their topological, structural and electrical properties has been published in the impacted journal named Integration, the VLSI Journal [8]. Other functions controlling layout objects without filling forms, searching an IC design database based on similarity of object properties, or classifying matched structures regarding systematic mismatch have been published in the reviewed journal named Advances in Science, Technology and Engineering Systems Journal [9] and presented at international conferences [10], [11], [12], and [13].
1.3 State of the Art

Cryptographic devices and secure communication systems use random numbers for their operations [1]. In other words, RNGs help to ensure the security. Random number generators can be also used for other purposes. They are commonly used to model and simulate various natural phenomena or physical processes. Random numbers are the basis for simulations of electrical circuits and elements, semiconductor structures or simulators of physical fields. Specifically, the Monte Carlo simulation method is based on generating random number sequences [14]. In statistics, random numbers are used, among other things, for selection of random samples from larger data sets. Very often for measurements in acoustics, noises with different spectral characteristics are generated by random number generators. Sequences of random numbers are used not only for scientific purposes but they appear in art or in commercial applications such as various lottery games and gambling slot machines.

Functions of many electronic devices and systems depend on generating of high-quality random number sequences with sufficient output random data rate. Any failure of the RNG leads to total failure of the whole system. Therefore it is essential to use random number sequences generated by any TRNG. In the past, different variations of TRNGs were only presented in specialized cryptographic devices such as hardware security modules, cryptographic accelerators, or smart cards. With the advent of modern compact fast computers and more sophisticated programs, the need for available high-quality random number sequences has increased. TRNGs have been incorporated into more complex systems such as motherboard chipsets [15], platforms or processors [16]. Today, TRNGs are individual blocks of SoCs [17].

True random number sequences can be extracted from the chaos, which occurs in semiconductor lasers [18], from randomness occurring in Josephson junctions in superconductive integrated circuits [19]. Other TRNGs are based on radioactive decay [20] and [21] or magnetic tunnel junctions [22]. However, these principles are not suitable for TRNGs, which are parts of SoCs, usually fabricated in standard CMOS processes on silicon substrates.

Thus TRNGs integrable into these SoCs are based on more principles appropriate such as amplification of electrical noise, oscillator jitter, metastable states of electronic circuits, or chaotic based non-linear dynamical systems. The amplification of electrical
noise is pure analog technique. In this case in a part called a noise source, a type of analog noise is extracted and amplified directly. In 1997, Holman et al. described the technique of direct noise amplification in [23]. This technique was also used by Intel in the design of the RNG, which was described by Jun and Kocher in 1999 [15]. Eberlein and Bakar proposed a TRNG based on CMOS channel noise, which is suitable for smart card applications in 2007 [24]. The new structure based on random current spikes appearing in a reverse polarized p-n junction and influencing a circuit with an unstabilized operating point was proposed by Kotě et al. in 2012 [25].

The phenomenon called the jitter is the basis for TRNGs, which are composed of standard digital cells without any analog parts. This phenomenon arises in all digital clocked circuits and can be described as an uncertainty in the exact timing of the rising edge or the falling edge in a square wave signal. Thus basic parts of these TRNGs are ring oscillators. This type of TRNGs is usually designed in Field Programmable Gate Arrays (FPGAs) or in ICs. In 2004, Kohlbrenner and Gaj proposed a TRNG using a FPGA [26], which do not contain any phase-locked loops and only uses configurable logic blocks. A detailed description of the behavior of TRNGs based on a large number of ring oscillators with the same ring length and a post-processing based on resilient functions was developed by Sunar et al. [27]. In 2006, this proposal was implemented into a FPGA by Schellekens et al. [28]. This TRNG needed minimally 110 ring oscillators of three inverters.

Fischer et al. analyzed the jitter generated in ring oscillators [29]. They used a simple physical model of jitter sources to show that the random jitter accumulates slower than the global and manipulable deterministic jitter. In 2009, Bochard et al. continued with the analysis of a improved TRNG structure based on ring oscillators and showed that the proportion of the pseudo-randomness compared to the true-randomness in the generated random raw signal is much bigger than expected [30]. In 2010, Güler and Ergün presented a high speed RNG based on the jitter, which was design and fabricated as the first known application specific integrated circuit (ASIC) [31]. For better extraction of randomness from an oscillator based TRNG, Amaki et al. proposed a jitter amplifier [32], which was fabricated in a 65 nm CMOS process in 2013. A classical ring oscillator in TRNGs was replaced by self-timed rings. A new self-timed based TRNG was presented by Cherkaoui et al. [33] where self-timed rings allowed to adjust the time lapse between two successive events propagating around the ring.
Effect of flicker noise on a CMOS ring oscillator based TRNG was described by Güler et al. in 2014, which showed that flicker noise has a positive effect on increasing the entropy [34]. Then in 2017, Coustans et al. exploited subthreshold properties of jitter of events propagating in a self-timed ring oscillator and in an inverter based ring oscillator for a design of a TRNG in a 180 nm CMOS process [35]. A concept of capacitive coupling between two ring oscillators amplifying jitter and a dual-edge sampling scheme increasing the output random data rate was used by Do and Liu for a design of a low-power TRNG fabricated in a 65 nm CMOS process [36]. In 2018, Saxl et al. published an ultra-low power TRNG based on ring oscillators composed of current-starved inverter design [37], which is intended for passive radio frequency identification tags and fabricated in a 55 nm semiconductor process.

In integrated circuits, metastable states appear and have the random behavior caused by the presence of noises. Therefore this phenomenon is especially suitable for ICs and is the basis for modern TRNGs. A TRNG based on metastable behavior was published by Kinniment and Chester in 2002 [38] and fabricated in an AMS 0.6 µm process. This solution uses a feedback loop to set the ratio between output ones and zeros. In 2008, Tokunaga et al. proposed a metastability based TRNG fabricated in a 130 nm CMOS process [39], which grades the probability of randomness regardless of the output bit value by measuring the metastable resolution time. The proposed system determines the original random noise level at the time of metastability and tunes itself to achieve a high probability of randomness. TRNGs based on metastability of digital latches and fabricated in a 350 nm CMOS process were presented by Holleman et al. [40]. Used floating-gate memory cells allow compensating offsets causing any nonrandom behavior.

A pure digital TRNG was designed by Srinivasan et al. [41] in 2009. In this TRNG, programmable cross-coupled inverters and programmable delay components reducing parasitic deterministic influences were implemented. For this design, a 45 nm CMOS technology was used. In 2010, Suresh and Burleson used this design for comparison of the digital post-processing effectiveness of using the XOR corrector and the von Neumann corrector [42], which are the most used correctors for direct post-processing in TRNGs. Then in 2015, Suresh and Burleson followed up on this work with an article [43] that described a stochastic model for metastability based TRNG and an impact of intra-die variations. Using this model, they compared three basic post-processing tech-
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Techniques the XOR corrector, the von Neumann corrector, and the PRESENT cipher corrector. Meanwhile, in 2012, they proposed a sub-vdd pre-charge technique [44], which improve the tolerance of the used metastability based TRNG to device mismatch. Mathew et al. designed TRNGs based on the above-mentioned unstable cross-coupled inverter pair architecture in a 45 nm CMOS process [45] and in a 14 nm fin field effect transistor (FinFET) CMOS process [46]. Another TRNG linked a jitter generator as a noise pre-amplification and a metastable latch as jitter edge detector [47]. This solution was developed by Kuan et al. in 2014 and was fabricated in a 40 nm CMOS technology. In 2017, Tao and Dubrova presented a TRNG fabricated in a 65 nm CMOS process [48], in which randomness was extracted from a circuit formed by latch comparators and a metastable detector allowing ternary valued outputs. Kotě et al. developed a TRNG with time multiplexed metastability-based sources of randomness in 2018 [4]. This generator fabricated in a 130 nm CMOS technology is suitable for ICs used in modern hand-held devices and is resistant to changing environmental conditions.

Metastability based TRNGs have been mostly implemented into ICs. However, in 2012, Hata and Ichikawa proposed a pure digital metastability based solution of TRNGs [49] that can be implemented in any FPGAs. The RS latch was implemented as a source of randomness. The XOR tree was applied on the outputs of the 256 RS latches for improving the quality of output random sequences. Then in 2013, Wieczorek presented another solution [50] and [51], which is based on a response time difference of a pair of nearly metastable D flip-flops and can also be implemented in any FPGAs. Another TRNG developed by Li et al. in 2017 uses cross-coupled NAND gates and manual routing [52]. The proposed TRNG was implemented in a FPGA and contained self-calibration and post-processing circuits.

Another type of TRNGs also suitable for ICs uses chaotic based non-linear dynamic systems and their high sensitivity to initial condition changes. A TRNG developed by Petrie and Connelly [53] combined direct noise amplification, oscillator sampling, and discrete-time chaotic system based on the Bernoulli shift map and was fabricated in 2 μm CMOS technology in 1998. A TRNG architecture based on a circuit called a double-scroll attractor was published by Yalcin et al. in 2004 [54]. This generator was realized by current feedback operational amplifiers and is appropriate for integration on a chip. Drutarovsky and Galajda proposed a TRNG extracting randomness from a chaotic
switched-capacitor circuit in 2007 [55]. This proposal is embedded into a mixed-signal reconfigurable device without any external components. In 2010, Pareschi et al. designed two TRNG prototypes [56] developed from a pipeline analog-to-digital converter (ADC) design, which was modified to operate as a set of piecewise-linear chaotic maps. The prototypes were fabricated in a 350 nm respectively in a 180 nm CMOS processes. In 2014, Cicek et al. developed two chaos based TRNGs. The first [57] used the dual Bernoulli map as a source of randomness and was implemented in a field programmable analog array IC. The second [58] operated with a current mode skew tent map circuit and was designed in a 250 nm CMOS technology.

A compact discrete-time chaotic oscillator is proposed to approximate a V-shape map and is a core of a TRNG [59], which was designed in a 180 nm CMOS process and presented by Jiteurtragool et al. in 2015. In the same year, Park et al. proposed a TRNG using a discrete Boolean chaotic oscillator [60] fabricated in a 350 nm CMOS technology. Also, the chaotic based TRNGs can be implemented in a FPGA. In 2017, Koyuncu and Ozcerit published a solution suitable for FPGAs [61] that used the Sundarapandian-Pehlivan chaotic system. Next year, Wieczorek and Golofit introduced a new concept of a TRNG combining metastability based source of randomness and a chaotic circuit using a time-continuous random variable in a feedback loop [62]. This concept was verified in a FPGA and is also appropriate for gate level on-chip implementations.

Safety of contemporary systems is dependent on the unpredictability of random number sequences. Safety of these systems can be violated if there is a possibility that the values of generated random numbers can be detected or affected by a deliberate attack. Therefore the random number sequences are generated by TRNGs, which are tested and qualified by statistical tests. For testing of the majority of TRNGs, two well-known statistical test suites are usually used. The first test suite – FIPS PUB 140-2, Security Requirements for Cryptographic Modules [63] (the FIPS test suite) – was published by the National Institute of Standards and Technology in 2001. The second test suite – A Statistical Test Suite for Random and Pseudorandom Number Generators for Cryptographic Applications [64] (the NIST test suite) – was published by the National Institute of Standards and Technology in 2010. This strict test suite is suitable for applications where the strongest requirements are needed. In some publications, the third statistical test suite – The Diehard Battery of Tests of Randomness [65] – developed by Marsaglia in 1995
appears. A necessary condition for implementation of a TRNG into modern systems is positive results of these test suites.

Simulations of proposed circuits are an integral part of IC design. As described above, TRNGs can be parts of SoCs. Simulations of these complex systems at a transistor level is becoming unrealistic due to enormous time demands [66]. Therefore researchers and designers develop behavioral models of individual parts of SoCs, which allow to simulate and verify the whole system in an acceptable time. Petrie and Connelly presented a model of the proposed TRNG in [53]. Properties of output random data were evaluated by statistical tests. The TRNG structure published by Kotě et al. in [25] was verified by a developed behavioral model, which was created in analog hardware description language Verilog-A. Then, they described an enhanced architecture of TRNGs [5], which was also modeled in Verilog-A and can detect deliberate malicious attacks. For evaluation of well-known post-processing techniques, Suresh and Burleson developed a model of the metastability-based TRNG [43]. Behavioral models of TRNGs developed on the base of usually used architectures were presented by Kotě et al. in [7]. These types of generators are suitable for implementation in SoCs.

Another integral part of IC design is physical design. TRNGs are sensitive circuits, whose physical design has to be created with the utmost care because any error can cause generator failure. Moreover, TRNGs are often not only composed of digital cells. They are a typical representative of AMS circuits. This part of state of the art can also be found in the author’s publication [8].

In the early years of IC design and production, a lot of time was spent on an inspection of the semiconductor structures drawn on tracing paper as all geometrical parameters were checked manually by rulers and protractors. As time passed, this inefficient technique was replaced by computer-aided design (CAD) applications, which are beneficial for both design and inspection of the semiconductor structures. Development of CAD applications for IC physical design began in the second half of the 20th century [67], [68]. Today’s CAD systems [69], [70], [71] allow modifications of physical design flow and implementation of new algorithms. Unlike digital synthesis and implementation tools, AMS physical design still remains handwork. Several automated tools for analog layout were presented [72]. Some of them are capable of good quality routing, some of them help with generation of devices, unfortunately still there is no tool widely commer-
cially used for analog placement. There are two main reasons for this situation. At first, placement of AMS circuits requires much more constraints compared to digital ones. As described by Scheible and Lienig in [73], these constraints can be implicit or explicit, and in AMS physical design flow it is very difficult to express all of them explicitly to be then accessible for algorithmic processing.

The second obstacle in AMS physical design flow, well-stated in [74], is somehow a reluctance of analog designers to use a complete automated analog flow. They are missing some kind of “aesthetics” in an automatically proceeded layout. Aesthetics which enables human beings to verify with a naked eye if electrical and matching requirements are met. Instead, analog designers prefer small automated steps, using so-called in-design assistants [73] that design environments from different vendors such as [69], [70], [71] are full of. Moreover, in-design assistants are not only developed by the vendors, but they are also developed by researchers. Vacula et al. developed an incremental control of layout objects [10], which removes form filling based on incremental approach. They also introduced a way of search in IC design database [12], which is based on similarity of object properties. Systematic mismatch arising in matched structures can be minimized by a method of matched structure classification presented in [13]. Designers can use in-design assistants for time-consuming tasks, but they keep the control of the whole layout.

In the final phase of physical design, lithographic design shapes are transformed into text or vector files and their geometrical and electrical parameters are checked by automatic algorithms [75]. The principle of these checks has remained similar up to now, of course, modern and more efficient algorithms [76], [77] are used in the contemporary CAD environments. Unfortunately, this saves time only during the inspection at the end of design.

However, another amount of time can be saved by anticipating human failure in early stages of layout. Again, automatic algorithms implemented in some CAD environment can do a part of the job. They are able to lay out simple integrated circuits [78], typical circuit structures [79], [80], basic analog building blocks [81] or to optimize floorplan using multi-objective optimization algorithm based on topological benchmark [82]. They can replace lengthy and complex manual work, in which humans are most likely to make a mistake. Moreover, if they keep respecting particular stages of IC layout, these algo-
rithms can be appropriately combined, so results of one algorithm can be used as an input for another one. The analog layout flow is then becoming partially automated.

Numerous works describing almost fully autonomous physical design synthesis have been published. The approach [83] introduced by Eick et al. describes automatically generated constraints used for an automatic placer and then for an automatic router. Another automatic physical design flow [84] developed by Habal and Graeb takes into account influence of each device reshaping and is focused on finding an optimal layout by applying a non-slicing placement algorithm and numerical simulation to evaluate device sizing procedure and effect of layout parasitics.

Automated methods [83], [84] look very promising, but there are several drawbacks which limit their usage in practice. The core of these methods is an extraction of matched structures such as current mirrors, cascaded current mirrors, and differential pairs. High precise designs use trimmed structures which contain a number of pass-gates and switches to be able to configure required circuit parameters. Also in low power designs used in mobile applications and the Internet of Things (IoT), the power consumption is very optimized. Due to this need, AMS circuits contain switches disconnecting dedicated parts. In high reliable design, the negative bias temperature instability (NBTI) [85] and the positive bias temperature instability (PBTI) phenomena [86] are taken into account. Therefore inputs of differential amplifiers are usually reconfigurable. The additional switches do not allow simple detection of basic analog structures. It is another reason why until today there is no universal tool for automated AMS physical design synthesis and AMS physical designs are still made manually. Therefore Kotč et al. introduced a pre-placement phase of IC AMS physical design flow [8], which automatically sorts electrical devices used in planar IC technologies according to their topological, structural and electrical properties. The automated pre-placement phase is able to prevent a creation of hardly detectable errors occurring during physical design and speeds up the entire design process.

1.4 Solution Methods of the Work

Known and world-wide spread environment Cadence Virtuoso has been used to development TRNGs suitable for ICs. As described above, proposed TRNGs are the representative of AMS electronic circuits. For proposal implementation, the Analog-on-Top
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appach has been applied. Thus schematic diagrams have been created in Cadence Virtuoso Schematic Editors [87], [88]. Functions of proposed circuits have been simulated by known tools such as Mentor Eldo [14] or Virtuoso Spectre Circuit Simuator [89]. The TRNGs have been developed in 130 nm bulk CMOS technologies known as HCMOS9GP and HCMOS9A and in 160 nm BCD technologies known as BCD8sP and SOIBC8S. All of these technologies have been provided by STMicroelectronics. To be possible to simulate SoCs containing TRNGs in an acceptable time, behavioral models of these generators have been created in the Verilog-A hardware description language (HDL) [90]. The models have been simulated in the simulators above-mentioned.

Physical design of proposed TRNGs has been created in Cadence Virtuoso Layout Editors [91], [69]. New methodology steps of physical design flow have been developed in the Cadence SKILL programming language [92] and in the Cadence SKILL IDE environment [93]. Before pattern generation tape-out, the proposed topologies were checked by Calibre DRC and LVS [94] whether they were compatible with design rule manual (DRM) respectively with the proposed schematic diagrams. Parasitic capacitors and resistors have been extracted from completed physical designs by Synopsys Star-RCXT [95]. A fabricated TRNG has been characterized and validated by standard laboratory equipment such as precise voltage and current sources, oscilloscopes, logic analyzers, etc. All generated and measured data have been processed by MATLAB [96].
TRNG Fundamentals

Development of true random number generators progresses dynamically, as it is mentioned in state of the art description in section 1.3. Modern communication and cryptographic systems still have higher requirements on safety. In this regard, random number sequences generated by PRNGs have insufficient properties such as periodicity of the generated sequences. Therefore it is necessary to develop new and more sophisticated TRNGs. Although the development of TRNGs is advanced, it is essential to describe fundamentals of the TRNGs as first.

Before the description of basic structures of TRNGs, random numbers are defined. The random numbers can only be considered in the case when the number is a part of a sequence of several other numbers, which were generated independently within each other of a defined set or an interval with a probability distribution. Moreover, future values of random numbers are not possible to predict based on knowledge of present or past values of the number sequence. Cores of the TRNGs usually generate digital values in the form of logic bits, which can be processed in additional blocks creating any more complex format of numbers. Therefore, in this case, sequences of logic zeros and logic ones are assumed.

In this chapter, a generic architecture of TRNGs is introduced. The basic principles of TRNGs suitable for utilization in ICs are thermal noise generated by resistors, oscillator jitter, metastable states of electronic circuits, or chaotic behavior of non-linear dynamic systems. Description of these principles is followed by explanations of basic physical phenomena with the random behavior, which serve as a source of randomness.
2.1 Generic Architecture

True random number generators are devices, whose output digital signals exhibit non-deterministic properties. Cores of these devices are able to generate random bits, and by their processing, random numbers can be formed. The generated sequences of logic zeros and logic ones are divided into frames with a fixed length. These created numbers are written in the frames in the binary form and can be marked as the random numbers. For modifications of some of their properties, a post-processing algorithm can be incorporated into a TRNG architecture. Majority of TRNGs follows a generic architecture that was also presented in [97], [28] and [98]. The generic architecture consists of several blocks. A noise source and a digitizer form a source of randomness. Into the generic architecture, a post-processing block and an output interface are also incorporated. The arrangement of these blocks is shown in figure 2.1.

A noise source produces a signal with non-deterministic features commonly called an analog noise signal $v(t)$, which is a continuous signal in the time $t$. This signal $v(t)$ is digitized in the next block – a digitizer – that creates a digitized noise signal $s[i]$ where $i$ is a normalized period, $i = t/\Theta_c$, and $\Theta_c$ is a period of a clock signal. Occurring imperfections of the digitized noise signal $s[i]$ such as a bias, hidden dependencies, or unbalanced distribution can be solved in the post-processing block, which produces internal random numbers $r[i]$. The format of the internal random numbers must be adapted to the required output data format. This is a function of an output interface that produces an external random numbers $r_{\text{out}}[i]$ compatible with system requirements.

![Figure 2.1: The generic architecture of a TRNG [97]](image-url)
2. TRNG Fundamentals

2.1.1 Noise Source

The noise source is a unit creating the analog noise signal $v(t)$ based on a physical phenomenon. If this phenomenon has the random behavior, the output analog noise signal $v(t)$ can also have random features. An ideal noise source generates the analog noise signal $v(t)$ with the uniform probability distribution. However, it is tough to develop such a source of randomness. Therefore some correction data techniques are usually used in combination with an appropriate source of randomness, whose properties are closer to the properties of the ideal source of randomness.

Physical phenomena such as radioactive decay, chaos occurring in lasers, or randomness occurring in superconductive circuits can be used as noise sources for TRNGs. However, the TRNGs are usually implemented in SoCs. For these purposes, it is essential to use the noise source, which can be integrated into a chip. In real integrated TRNGs, electrical noises generated in semiconductor structures, jitter arising in ring oscillators, metastable states appearing in ICs, or chaos emerging in non-linear dynamic systems can be used.

2.1.2 Digitizer

The contemporary SoCs works with digital signals. For this reason, TRNGs generate a random signal in digital form. To be possible to produce the digitized random signal, the generic architecture of TRNGs contains the digitizer. For demonstration in this part, there are shown basic models of analog noise signal digitization.

The main component of the first model of digitization is a clocked comparator. Structure of this model is shown in figure 2.2. The internal analog noise signal is amplified to have sufficient amplitude to be able to drive the input of the clocked comparator. The analog noise signal $v(t)$ is compared with a reference in each clock period. Thus the signal $v(t)$ is converted to a signal with discrete levels, which is synchronized with the system clock. The output signal can be marked as the digitized noise signal $s[i]$ and processed in next blocks. The topology containing comparator was described in [23].
Another digitization model is composed of digital circuits, namely an inverter and a D-type flip-flop, and is shown in figure 2.3. In cases where the analog noise signal $v(t)$ has sufficient amplitude and its DC component is set at a level of the transition region of the inverter, any deflection of $v(t)$ causes inverter flip, which creates a signal with discrete levels. Then this signal is sampled by the D flip-flop. In this manner, the digitized noise signal $s[i]$ is formed. This principle was used in [25].
The jitter can be defined as uncertainty of exact timing of a rising edge or a falling edge of digital signals. In principle, TRNGs working on the base of this phenomenon contain an element, which only samples the noise signal. This signal is generated by ring oscillators composed of digital cells and therefore has only discrete levels as it is described in [26] and [27]. In other words, the digitized noise signal $s[i]$ is produced by the D flip-flip, which samples the noise signal.

### 2.1.3 Post-processing Block

The post-processing block can solve imperfections of random data that arise in the noise source or the digitizer. The probability distribution of the digitized noise signal $s[i]$ does not have to be purely uniform, and hence it is appropriate to adjust it. For example, an input offset of the clocked voltage comparator depicted in figure 2.2 creates statistical defects in the digitizer and distorts the uniform probability distribution of the digitized noise signal $s[i]$. After post-processing, a probability distribution of the adjusted internal random numbers $r[i]$ is closer to the uniform distribution than a probability distribution of the digitized noise signal $s[i]$.

The digitized noise signal $s[i]$ may also exhibit low entropy. Then entropy per bit of the internal random numbers $r[i]$ can be increased by a suitable post-processing algorithm applied on the digitized noise signal $s[i]$. The result is higher entropy of the internal random numbers $r[i]$, however, lower random data rate. In other words, inclusion of the post-processing block into a TRNG structure allows to use a source of randomness with lower entropy per bit and to increase resistance to deliberate malicious attacks and deterministic environmental changes such as temperature variations or power supply distortion.

In the post-processing block, several different functions can be implemented for reduction of a distortion of internal random numbers $r[i]$. Fundamental and mostly used functions for the post-processing block in TRNGs are the XOR corrector [99] and the von Neumann corrector [100]. The post-processing can be based on other more complex algorithms such as cryptographic hash functions [101], linear feedback shift registers (LFSRs) [36], or linear codes [102]. The more complex algorithms can affect the power consumption of TRNGs, which is undesirable especially in modern hand-held devices.
where it could affect the overall power consumption of the system and shorten the time between charging the battery.

For description of properties of the mostly used post-processing functions, basic statistic operations are defined. Symbols $X$, $Y$, and $Z$ denote random bits having logic zero or logic one. Thus, in this case, the mean value $E(X)$ can be defined as the average value of a large number of consecutive random bits and thus

$$E(X) = \Pr(X = 1) \quad (2.1)$$

where $\Pr(X = 1)$ is the probability when the random bit is equal to 1. The variance of $X$ is measure of the variability of $X$ and is determined by

$$\text{var}(X) = E[(X - E(X))^2] = E(X)[1 - E(X)]. \quad (2.2)$$

The correlation of $X$ and $Y$ is defined as

$$\text{cor}(X, Y) = \frac{\text{cov}(X, Y)}{\sqrt{\text{var}(X)\text{var}(Y)}} \quad (2.3)$$

where $\text{cov}(X, Y)$ is the covariance of $X$ and $Y$ defined by

$$\text{cov}(X, Y) = E[(X - E(X))(Y - E(Y))]. \quad (2.4)$$

The correlation is equal to 0, when $X$ and $Y$ are independent. However, when $X$ and $Y$ are identical, the correlation is equal to 1.

An ideal TRNG generates logic ones with the probability of $\frac{1}{2}$. Thus according to (2.1), the mean value of the digitized noise signal $s[i]$ is equal to $\frac{1}{2}$. However, a real TRNG generates logic ones with the probability, which may be slightly deviated from the ideal case. Therefore the mean value also deviates. In other words, the real TRNG generate random bits with a bias $b$, which can be defined as

$$\Pr(X = 1) = \frac{1}{2} + b \quad (2.5)$$

and

$$\Pr(X = 0) = \frac{1}{2} - b \quad (2.6)$$

where the bias $b$ is a real number in the range of $-\frac{1}{2}$ to $\frac{1}{2}$.

The XOR corrector is based on logic exclusive or (XOR) operation and its function is described in detail [98] and derived in [99]. This known operation can be defined by
a truth table 2.1 and marked by a symbol ⊕. Basic properties of the XOR operation is commutativity
\[ X \oplus Y = Y \oplus X \]  
(2.7)
and associativity
\[ (X \oplus Y) \oplus Z = X \oplus (Y \oplus Z). \]  
(2.8)

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>X \oplus Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Tab. 2.1: The truth-table of the XOR operation

The introduced bias can be reduced by implementation of the XOR corrector in the post-processing block. Amount of bias reduction is determined by the probability when the XOR corrector creates logic one from biased input data assuming that random bites are generated independently. Thus
\[
\Pr [(X \oplus Y) = 1] = \Pr [(X = 1)(Y = 0) \cup (X = 0)(Y = 1)]
\]  
(2.9)
and after apparent adjustments, the probability can be transferred into
\[
\Pr [(X \oplus Y) = 1] = \Pr(X = 1)\Pr(Y = 0) + \Pr(X = 0)\Pr(Y = 1).
\]  
(2.10)

By inserting the formulas (2.5) and (2.6) into the equation (2.10), the bias reduction is expressed as
\[
\Pr [(X \oplus Y) = 1] = \frac{1}{2} - 2b^2.
\]  
(2.11)
The form (2.11) shows that the XOR corrector reduces the bias from \( b \) to \( 2b^2 \). However, output random data rate \( B_{\text{XOR}} \) is halved.

The bias reduction can be also described from the point of view of the mean value. Moreover, in this way, an effect of correlated \( X \) and \( Y \) can be determined. Thus if \( X \) and \( Y \) are independent then the mean value of the XOR operation is described by
\[
\mathbb{E}(X \oplus Y) = \frac{1}{2} - 2 \left[ \mathbb{E}(X) - \frac{1}{2} \right] \left[ \mathbb{E}(Y) - \frac{1}{2} \right].
\]  
(2.12)
From this equation, it is obvious that

\[ |E(X \otimes Y) - \frac{1}{2}| \leq \min \left( |E(X) - \frac{1}{2}|, |E(Y) - \frac{1}{2}| \right). \tag{2.13} \]

Thus the bias is reduced in all cases.

In case when \( X \) and \( Y \) have any non-zero correlation, the mean value of the XOR operation is given by

\[ E(X \otimes Y) = \frac{1}{2} - 2 \left[ E(X) - \frac{1}{2} \right] \left[ E(Y) - \frac{1}{2} \right] - 2 \text{cor}(X, Y) \sqrt{\text{var}(X) \text{var}(Y)}. \tag{2.14} \]

The mean value of generated random data by a real well-functioning TRNG is usually very close to \( \frac{1}{2} \). Therefore, for these cases, formula (2.14) can be approximated by

\[ E(X \otimes Y) \approx \frac{1}{2} - 2 \left[ E(X) - \frac{1}{2} \right] \left[ E(Y) - \frac{1}{2} \right] - \frac{1}{2} \text{cor}(X, Y). \tag{2.15} \]

As can be seen from formulas (2.14) and (2.15), the correlation of \( X \) and \( Y \) can affect the result and add bias.

In some cases, the XOR corrector can processed more than two random bits. The mean value of the XOR operation of independently generated random bits \( X_1, X_2, \ldots, X_w \) is expressed by

\[ E(X_1 \otimes X_2 \otimes \ldots \otimes X_w) = \frac{1}{2} + (-2)^{w-1} \left[ E(X) - \frac{1}{2} \right]^w. \tag{2.16} \]

This formula (2.16) describes the basic property of the XOR corrector. The resulting bias decreases with the increased amount of the processed independent random bits. A bias reduction of random bit sequences with the same mean values is shown in table 2.2.

<table>
<thead>
<tr>
<th>( E(X) )</th>
<th>( w = 2 )</th>
<th>( w = 3 )</th>
<th>( w = 4 )</th>
<th>( w = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.48</td>
<td>0.4992</td>
<td>0.499968</td>
<td>0.49999872</td>
<td>0.4999999488</td>
</tr>
<tr>
<td>0.49</td>
<td>0.4998</td>
<td>0.499996</td>
<td>0.49999992</td>
<td>0.4999999998</td>
</tr>
<tr>
<td>0.50</td>
<td>0.5000</td>
<td>0.500000</td>
<td>0.50000000</td>
<td>0.5000000000</td>
</tr>
<tr>
<td>0.51</td>
<td>0.4998</td>
<td>0.500004</td>
<td>0.49999992</td>
<td>0.5000000016</td>
</tr>
<tr>
<td>0.52</td>
<td>0.4992</td>
<td>0.500032</td>
<td>0.49999872</td>
<td>0.5000000512</td>
</tr>
</tbody>
</table>

Tab. 2.2: Examples of the mean value calculated using the formula 2.16
In 1951, John von Neumann proposed a method [100], which is able to remove the bias from random bit sequences. This method known as the von Neumann corrector is often implemented in the post-processing block of TRNGs such as [15], [42], [43], or [25]. The basic function of the corrector is defined by a table 2.3 and marked by a symbol \( \ominus \) in this work. The corrector converts two different input bits into one valid output bit, but the same input bits do not generate any new output bit. This operation is neither commutative nor associative.

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>X ( \ominus ) Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>none</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>none</td>
</tr>
</tbody>
</table>

Tab. 2.3: The table describing the basic function of the von Neumann corrector

The bias removal can be determined by the probability when the von Neumann corrector produces logic one from biased input data. Because at the input bit equality, the corrector does not produce any output bit, the probability is determined under the condition of the valid input, that is, in other words, the different input bits [102]. Thus

\[
Pr[(X \ominus Y) = 1] = Pr[(X \ominus Y) = 1|(X = 1)(Y = 0) \cup (X = 0)(Y = 1)].
\] (2.17)

After adjustments, the probability is

\[
Pr[(X \ominus Y) = 1] = \frac{Pr[(X = 0)(Y = 1)][(X = 1)(Y = 0) \cup (X = 0)(Y = 1)]}{Pr[(X = 1)(Y = 0) \cup (X = 0)(Y = 1)]}. \] (2.18)

This equation can be modified to the following form

\[
Pr[(X \ominus Y) = 1] = \frac{Pr(X = 0)Pr(Y = 1)}{Pr(X = 1)Pr(Y = 0) + Pr(X = 0)Pr(Y = 1)}. \] (2.19)

By inserting the formulas (2.5) and (2.6) into the equation (2.19), the effect of the bias on processed bit sequences is expressed as

\[
Pr[(X \ominus Y) = 1] = \frac{\frac{1}{4} - b^2}{2(\frac{1}{4} - b^2)} = \frac{1}{2}.
\] (2.20)

So, as is apparent from equation (2.20), the von Neumann corrector completely eliminates the bias. However, this extraordinary feature is at the cost of lower output random data.
rate $B_{VN}$ than the data rate of the source of randomness $B_{SR}$. The output data rate $B_{VN}$, which is even variable, can be determined by the probability of occurrence of valid input bit pairs. This corrector creates one valid bit from the input pair. Therefore the probability must be divided by two \[102\]. Thus

$$B_{VN} = \frac{\Pr[(X = 1)(Y = 0) \cup (X = 0)(Y = 1)]}{2} B_{SR}. \quad (2.21)$$

After adjustments above-used and by inserting the formulas (2.5) and (2.6), the output random data rate $B_{VN}$ is expressed as

$$B_{VN} = \left(\frac{1}{4} - b^2\right) B_{SR}. \quad (2.22)$$

This formula (2.22) describes a considerable disadvantage of the von Neumann corrector. Thus, at zero bias, the maximal output random data rate $B_{VN}$ is only one-quarter of the data rate of the source of randomness $B_{SR}$. With the increasing bias, the output random data rate $B_{VN}$ falls further.

A resilient function as a method of bias reduction is used in some cryptographic applications. This technique can reduce the bias but at the cost of reducing the random data rate. Its definition is taken from \[27\]. An $(e_1, e_2, e_3)$-resilient function is a function

$$F(x_1, x_2, \ldots, x_{e_1}) = (y_1, y_2, \ldots, y_{e_2}) \quad (2.23)$$

from $\mathbb{Z}_2^{e_1}$ to $\mathbb{Z}_2^{e_2}$ enjoying the property that, for any $e_3$ coordinates $h_1, \ldots, h_{e_3}$, for any constants $z_1, \ldots, z_{e_3}$ from $\mathbb{Z}_2$ and any element $y$ of the codomain

$$\Pr[F(x) = y|x_{h_1} = z_1, \ldots, x_{h_t} = z_t] = \frac{1}{2^{e_2}}. \quad (2.24)$$

In the computation of this probability, all $x_h$ for $h \notin \{h_1, \ldots, h_t\}$ are viewed as independent random variables, each of which takes on the logic one or the logic zero with probability 0.5.

In other words, the input to the resilient function is the digitized noise signal $s[i]$, which is composed of a large number (for example 0.9$t$) of random bits infiltrated by a small number (for example 0.1$t$) of bits produced by a source of randomness. If an $(t, e_2, 0.1t)$-resilient function processes this signal with length $t$ bits, the output marked as the internal random numbers $r[i]$ consist of $e_2$ corrected random bits \[27\]. From this, it follows that the output random data rate is given by the ratio of $e_2$ to $e_1$. 
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The resilient function is preferably constructed by a linear code, which is given by

\[ F(x) = xG^T \]  

where \( F \) is the \((e_1, e_2, e_3)\)-resilient function and \( G \) is a generator matrix for the so-called \([e_1, e_2, e_3 + 1]\) linear code. The resilient functions can be implemented at the hardware level by LFSRs. A short code length is more accessible to implement and requires smaller buffers, but TRNGs using such a code are more threatened by deterministic noise or possible deliberate malicious attacks. Therefore there must be done a trade-off between code length and the size of the buffers.

### 2.1.4 Output Interface

TRNGs are usually implemented in complex SoCs, and therefore they have to meet requirements of the system for an output data format to be able to communicate with other parts. The output interface, which is a part of TRNGs, modifies the internal random numbers \( r \), adjusts the format of output data, and creates the external random numbers \( r_{\text{out}} \) with required properties such as suitable voltage levels of logic ones and logic zeros, correct data timing, and the sufficient fan-out.

In generators using a post-processing algorithm with variable output data rate, a buffer or a shift register are incorporated into the output interface. They store random bits and provide random data stream with constant data rate.

### 2.2 TRNGs with Direct Noise Amplification

Electrically measurable characteristics resulting from random behavior of charge carriers in conductors of semiconductors are the basis for randomness extraction in TRNGs. Direct amplification of noise is a pure analog type of the randomness extraction. This method exploits noises arising in resistors, semiconductor junctions, or CMOS structures, where noises described in 2.6 occur. An internal noise signal \( \nu_{\text{int}}(t) \) formed by noises in a circuit is directly amplified and the processable analog noise signal \( \nu(t) \) is created according to

\[ \nu(t) = A \nu_{\text{int}}(t) \]  

(2.26)
where $A$ is amplifier amplification. This principle is a part of figure 2.2. The amplifier has to preserve all components of randomness of the internal analog noise signal $\nu_{\text{int}}(t)$. In order to minimize the bias of the analog noise signal $\nu(t)$, the circuit used for the amplification should have very good properties such as a high degree of linearity and a high bandwidth. Then the signal $\nu(t)$ can be processed by some digitization method described in section 2.1.2 or its derivative.

### 2.2.1 Source of Randomness Based on Thermal Noise of Resistors

The method of direct noise amplification was implemented in the TRNG described in [15]. Its block diagram is shown in figure 2.4. The internal noise signal $\nu_{\text{int}}(t)$ is generated by subtracting signals from two undriven well-matched resistors, in which thermal noise occurs. Subtraction of the signals eliminates deterministic environmental changes such as fluctuations of temperature, power supply, or electromagnetic radiation. The internal noise signal $\nu_{\text{int}}(t)$ is amplified by an amplifier, which does not cause any additional bias.

![Fig. 2.4: The block diagram of the TRNG exploiting thermal noise of resistors [15]](image)

The analog noise signal $\nu(t)$ is not directly sampled, but it modulates a basic frequency of a voltage controlled oscillator (VCO). The output signal of the VCO with the changing frequency controls sampling a square-wave signal, which a high-frequency oscillator produces. The process of sampling is shown in figure 2.5. The basic frequency of the VCO is hundred times lower than the frequency of the high-frequency oscillator. Maximal deflection of the modulated frequency corresponds to 20 periods of the high-frequency oscillator signal.
Any possible bias of the digitized noise signal was removed by the von Neumann corrector implemented in the post-processing block of this TRNG. A 32-bit register was incorporated into the output interface due to the variable random data rate, which exceeded 75 kb/s. The correct function of this proposal was confirmed by successful statistical tests.

2.2.2 Direct Amplification of Noise in Semiconductor Junction

A TRNG with direct amplification of analog noise arising in P-N junctions of semiconductor structures was published in [25], and its block diagram is depicted in figure 2.6. Randomness is extracted by two identical independent noise sources, whose schematic diagram is shown in figure 2.7. A reverse polarized P-N junction emitter-base of the NPN bipolar transistor $Q_1$ works as the source of random noise, more precisely, as the source of random spikes occurring in current that flows through the junction. This current flows into the base of the transistor $Q_2$. Then the internal noise signal $v_{\text{int}}(t)$ appearing on the collector of the transistor $Q_2$ is amplified in next part because the analog noise signal $v(t)$ must have sufficient amplitude to be able to drive digitizer inputs. Therefore the amplifier composed of the same bipolar transistors is incorporated. The part of the amplifier input is a capacitor separating DC component of the internal noise signal $v_{\text{int}}(t)$. 

Fig. 2.5: The principle of VCO controlled sampling [15]
The digitizer processes both analog noise signals \( v_1(t) \) and \( v_2(t) \). Inverters create signals with discrete voltage levels, which are processed together by the XOR gate and then sampled by the D flip-flop, as can be seen in figure 2.6. Any possible bias of the digitized noise signal \( s[i] \) can be reduced in the post-processing block where the XOR and von Neumann correctors are implemented. A user can choose the corrector type or disable them. Then the internal random numbers \( r[i] \) are formed directly from the digitized noise signal \( s[i] \) without modifications.

Random number sequences generated by this TRNG were evaluated by the FIPS [63] and NIST [64] statistical test suites. The NIST test suite found a small bias in sequences.
generated without corrector. However, this bias was removed to a large extent by the correctors, especially by the von Neumann corrector.

2.3 TRNG Based on Ring Oscillators

A pure digital solution of randomness extraction is based on the phenomenon commonly-called the jitter, which is described in section 2.1.2. This type of the TRNGs was described in detail in [27], allows efficient design without any analog parts, and is suitable for FPGAs and ICs. Its implementation in an FPGA was presented in [28]. The proposal of the source of randomness is shown in figure 2.8.

The fundamental part of this solution is the ring oscillator (RO), which is a source of a square waveform signal exhibiting the jitter in rising or falling edges. The ring oscillator is composed of an odd number of inverters arranged in the rings. The output of each inverter oscillates between logic zero and logic one. Thereby the periodic square waveform signal \( \Psi_j(t) \) is formed and can be described as

\[
\Psi_j(t) = \Psi_j(t + \Theta_{RO})
\]  

(2.27)

where \( j \) is a number of the ring oscillator, \( \Theta_{RO} \) is a period of its output signal, which is determined by the number of inverters \( \xi \) and the delay of the inverters \( \tau_{inv} \). Thus the
period $\Theta_{RO}$ can be expressed as

$$\Theta_{RO} = \xi \tau_{\text{inv}}. \quad (2.28)$$

However, in the real world, the output signal $\Psi_j(t)$ does not have the ideal square waveform. The period $\Theta_{RO}$ is not fixed but consists of a constant part $\Theta_{RO,c}$ and of a random variable part $\Theta_{RO,r}$, whose value occurs in the range from $-\Theta_{RO,c}/2$ to $\Theta_{RO,c}/2$ with the normal distribution and the mean value in the middle of this interval. Thus the period $\Theta_{RO}$ is given by

$$\Theta_{RO} = \Theta_{RO,c} + \Theta_{RO,r}. \quad (2.29)$$

The random variable part $\Theta_{RO,r}$ — the jitter — appears around the rising edge or the falling edge of the output signal $\Psi_j(t)$ and can be divided into a random variable part around the rising edge $\Theta_{RO,r,r}$ and a random variable part around the falling edge $\Theta_{RO,r,f}$. Similarly the constant part $\Theta_{RO,c}$ can be divided into a constant part of logic one $\Theta_{RO,c,O}$ and a constant part of logic zero $\Theta_{RO,c,Z}$. The output signal $\Psi_j(t)$ with all described parts is depicted in figure 2.9. The jitter width depends on the number of used inverters $\xi$ [28].

![Diagram of RO output signal with jitter displayed](image)

**Fig. 2.9:** The RO output signal $\Psi_j(t)$ with the jitter displayed

It is not appropriate to sample the jitter directly because this part of the periodic square waveform signal $\Psi_j(t)$ is very short and so the deterministic part of this signal could be sampled. The result would be that the digitized noise signal would contain a significant deterministic component and the quality of generated random number sequences would be low. Therefore a more complex method described in [27] is usually used. More ring
oscillators produce more the square waveform signals $\Psi_j(t)$ that are processed in the XOR tree, which is composed of the standard XOR logic gates. The digitized noise signal $s[i]$ is formed by sampling the XOR tree product.

A part of the TRNG based on ring oscillators is the post-processing block, in which the method of bias reduction called the resilient function is implemented. This function is described in section 2.1.3. Successful results of the NIST and Diehard [65] statistical test suites confirmed fine properties of random number sequences generated by the described TRNG with the random data rate of 2.5 Mb/s [28].

TRNGs based on ring oscillators are usually composed of standard digital cells. Hence they are suitable for implementation in FPGAs and ICs. However, to work it correctly, this type of TRNGs use a large number of ROs and proper timing of internal signals must be ensured. Thus this TRNG type has significant placement constraints. Also with the large number of ROs, high power consumption is connected. Based on these inconveniences, this type is not suitable for mobile and hand-held devices. Moreover, immunity to power supply distortion is weak. By signal injected into the power supply, frequencies of ROs can be locked, and the jitter can be eliminated [103].

### 2.4 Metastability-Based TRNG

Randomness can also be extracted from circuits with a so-called metastable behavior. In modern systems during recent years, the number of applications of the metastability based TRNGs in ICs grows primarily due to their compact design [41], [45], [46], or [48]. For an easy description of the metastable system, a mechanical analogy shown in figure 2.10 can be used. Two ideally slant planes are symmetrically inclined to each other. An ideal spherical bead is precisely placed on the created top. If any external noises do not influence this system, the bead stays on the top. This state can be called as the metastable state. However, if some external noises influence this system, the bead falls to a stable position. The stable positions are on both sides of the slant planes and are marked with the numbers “0” and “1”, which represent logic zero and logic one. External noises can have a deterministic character or a random character. If the random character prevails over the deterministic character, then the selection of the side, on which the bead ended, can be considered as random.
A TRNG with an architecture corresponding to the above-mentioned mechanical analogy was published in [41]. This circuit composed of a pair of cross-coupled inverters and two pre-charged metal-oxide-semiconductor field effect transistors (MOSFETs) is a typical structure exhibiting the metastable behavior, which is shown in figure 2.11. The pair of P-channel MOSFETs $M_1$ and $M_2$ initialize the metastable state in the circuit. Both transistors $M_1$ and $M_2$ are controlled by a square waveform clock signal, which is represented by $V_{CLK}$. When the clock signal is in logic zero, signals in both nodes “a” and “b” switch to logic one. Then when the rising edge of the clock signal appears, the circuit goes to the metastable state. In other words, voltages in both nodes $V_a$ and $V_b$ drop to a metastable voltage $V_{meta}$. Random noise present in the nodes “a” and “b” causes a transition of the circuit to the stable state. Then, the resulting logic levels in both nodes are dependent on noise difference between the nodes during the metastable state. Specifically, thermal and flicker noise described in section 2.6 occurs in channels of MOSFETs fabricated in CMOS technologies. Thus the logic levels are generated randomly. Thanks to the circuit structure, a new random bit can be generated each period of the clock signal. The digitized noise signal $s[i]$ is usually formed by a sampling of voltages $V_a$ and $V_b$.

Waveforms of signals in the above-described noise source are depicted in figure 2.12. Voltages $V_a$ and $V_b$ in the nodes “a” and “b” are formed in the following sequence. In the first part, the circuit is reset by switched on MOSFETs $M_1$ and $M_2$. So in fact, the voltages $V_a$ and $V_b$ are connected to the power supply $V_{SUP}$. Then after switching off the transistors $M_1$ and $M_2$, the voltages $V_a$ and $V_b$ go through the metastable voltage $V_{meta}$ into a stable state based on present noise. Time of circuit flipping is known as the resolution time and is defined as the time, which the metastable system needs for the transition.
from the metastable state to the stable state. The resolution time $t_r$ is given by several parameters [39] and can be modeled as

$$t_r = \tau_{\text{meta}} \ln \left( \frac{\kappa_f \Delta V_f}{\Delta V_i} \right) \quad (2.30)$$

where $\tau_{\text{meta}}$ and $\kappa_f$ are system dependent constants, $\Delta V_f$ is a final voltage difference in the nodes “a” and “b” in the stable state, and $\Delta V_i$ is a initial voltage difference in the metastable state. Theoretically, if there were no noise in the nodes “a” and “b”, the described circuit would not go into the stable state. However, in reality, there is always present some type of noise, and the circuit flips into the stable state.

![Fig. 2.11: Waveforms of signals in the metastability based noise source [41]](image)

This type of TRNGs allows compact design especially suitable for ICs. During the metastable state, the power consumption is higher, but in rest of period, the power consumption is comparable to the consumption of conventional digital circuits. The metastability based TRNGs are resistant to deterministic noise of power supply, which is injected into the circuit during the metastable state [41]. However, the metastable systems are very sensitive to a mismatch between core devices such as the cross-coupled inverters of the above-mentioned TRNG. In the extreme case, the mismatch can cause that the random behavior changes to deterministic and the system fails. In AMS design of ICs, the mismatch between devices can be eliminated by proper physical design, but which can be can be very time-consuming. Therefore it is advisable to use AMS physical design assistants or automatized functions [10], [13], or [8]. Due to its properties, this type of TRNGs is suitable for modern hand-held devices.
2.5 TRNG Based on Chaos

Random number sequences can be generated by TRNGs, which are based on chaos arising in non-linear dynamical systems. A principle of the chaos based TRNGs is well described in [58]. The non-linear dynamical systems are defined by deterministic equations, but they are very sensitive to changes of initial conditions. Their behavior has exponentially divergent aperiodic characteristic given by the so-called positive Lyapunov exponents. Noise present in the non-linear dynamical systems continuously affects the initial conditions and causes unpredictable output values. Moreover, these systems can be implemented in circuits fabricated in commercially available CMOS and BCD technologies [58], [59], in FPGAs [61], or in circuits composed of discrete components [54]. So the non-linear dynamical systems are suitable for utilization in noise sources of TRNGs integrated into ICs.

The non-linear dynamical systems suitable for TRNGs can be categorized from the viewpoint of the processed signal on the systems working in continuous time and the systems working in discrete time. The continuous time systems are described by differential
equations and a typical representative of TRNGs based on these systems is the TRNG using the double-scroll attractor published in [54]. These TRNGs are usually composed of analog blocks such as operational amplifier, which can mean that they require a larger silicon area.

The discrete time systems are described by difference equations and are usually composed of lower number of components. A fundamental architecture of the TRNG with the discrete time non-linear dynamical system is shown in figure 2.13. The noise source consists of a circuit with a non-linear transfer function and a sample and hold circuit. A signal produced by the noise source is digitized by a clocked comparator, which thus generates the digitized noise signal \( s[i] \).

An example of this TRNG type was published in [58]. As the discrete time non-linear dynamical system, a CMOS compatible current mode circuit using skew tent map was proposed and is depicted in figure 2.14. The skew tent map is defined by

\[
x[i+1] = \begin{cases} 
\zeta x[i], & 0 \leq x[i] \leq \frac{1}{\zeta} \\
\frac{\zeta}{\zeta-1} (1 - x[i]), & \frac{1}{\zeta} < x[i] \leq 1 
\end{cases}
\]

(2.31)

where \( \zeta \) is a skew tent map coefficient, \( x[i] \) is an actual value, and \( x[i+1] \) a future value.

The current mirror composed of N-channel MOSFETs \( M_{N1} \) and \( M_{N2} \) copies a reference
current $I_{\text{REF}}$. Similarly, the input current $I_{\text{IN}}$ is mirrored by P-channel MOSFETs $M_{P1}$, $M_{P2}$ and $M_{P3}$. The current difference between currents flowing through $M_{P3}$ and $M_{N2}$ is mirrored by N-channel MOSFETs $M_{N3}$ and $M_{N4}$. The output current $I_{\text{OUT}}$ is formed by combination of currents flowing through $M_{P3}$ and $M_{N4}$.

The sample and hold circuit working on the current mirror principle samples the output current $I_{\text{OUT}}$ and iterates the one-dimensional skew tent map. The ratio of the current mirror composed of $M_{N5}$ and $M_{N7}$ is the main chaos controlling parameter. Results of a transient simulation and a phase portrait plot taken from [58] are shown in figure 2.15 respectively in figure 2.16. Random number sequences generated by this TRNG were tested by the NIST test suite [64] and passed all the tests.

![Non-linear system](image)

**Fig. 2.14:** The noise source as the CMOS compatible current mode circuit published in [58]

The chaos controlling parameter must be very precisely tuned so that the chaotic based TRNG operates in the chaotic regime. Variations of this parameter can reduce the quality of random number sequences and, in extreme case, system failure. Therefore tolerances of the chaos controlling parameter must be large enough. Chaos controlling parameter
variations are a weak point of the TRNGs based on chaos. Nevertheless, these TRNGs can be integrated into ICs and are suitable for mobile devices.

Fig. 2.15: The transient simulation of the noise source published in [58]

Fig. 2.16: The phase portrait plot of the noise source published in [58]

2.6 Noises Occurring in Electronic Circuits

TRNGs suitable for implementation in SoCs fabricated in CMOS or BCD technologies exploit physical phenomena with the random behavior specifically noises occurring in electronic semiconductor circuits. Therefore, in this section, electronic noises most fre-
Electric noise occurs in all real electronic circuits and devices and can be observed as random disturbances in electrical signals. In circuit theory, electrical signals are explicitly described by mathematical equations, and it is possible to determine their values at all moments. However, it is not possible to predict any future values of noise. Therefore noises are generally described by a probabilistic approach thus by characteristics such as the mean value, the variance, or the standard deviation. In most cases, the mean value of some noise is zero. Thus the noise variance corresponds to the noise power. Amplitude distribution of noise is characterized by the probability density function (PDF).

Noise can be classified from the point of view of the mechanism of origin and contribution to total noise. Some types of noise are always present in circuits due to its physical nature, but some types are dependent on the quality of manufactured devices, which is given by, for example, defects of the gate oxide or the silicon bulk in CMOS technologies.

2.6.1 Thermal Noise

Thermal noise described by Johnson [104] and by Nyquist [105] is generated by a spontaneous motion of charge carriers in a real electrical conductor. Thus it arises regardless of an applied voltage on a real device. The charge carriers are usually electrons, but thermal noise appears in other types of conducting materials where the charge carriers are, for example, ions in an electrolyte. Thermal noise is a kind of white noise with the normal amplitude distribution and the constant power spectral density (PSD) throughout a frequency range, which is expressed as

\[
\frac{d\nu^2}{df_{\text{th}}} = 4k_BTR
\]

where \( k_B \) is the Boltzmann constant, \( T \) is ambient temperature, and \( R \) is total resistance of the real conductor. In CMOS or BCD technologies used for applications above-mentioned, thermal noise occurring in channels of MOSFETs can be modeled as an equivalent input noise voltage source [106] with the PSD

\[
\frac{d\nu^2_{\text{n,th}}}{df} = 4k_B T \gamma \frac{1}{g_m}
\]

where \( \gamma \) is the gate-source voltage coefficient.
where $g_m$ is MOSFET transconductance, and $\gamma$ is a technology dependent coefficient, whose value depends on the used technology. Often used value is $2/3$, but increases for submicron CMOS technologies [107].

The root mean square (RMS) of the thermal noise voltage is used to set parameters of noise sources implemented in behavioral models of TRNGs. A real resistor can be modeled as an ideal resistor in series with the thermal noise voltage source. Then the RMS value can be calculated according to

$$V_{n,th,R} = \sqrt{4k_BTR\Delta f}$$

(2.34)

where $\Delta f$ is an assumed frequency bandwidth. Thermal noise also occurs in real capacitors and is known as $kT/C$ noise. The real capacitor can be modeled by the ideal resistor $R$, the ideal capacitor $C$ and the thermal noise voltage source connected as a one-pole low pass filter. Then the RMS of voltage $V_C$ on the capacitor $C$ is given by

$$V_{n,th,C} = \sqrt{\frac{k_BTR}{C}}.$$  

(2.35)

Derivation of $k_BT/C$ noise can be found in [98]. Thermal noise occurring on resistors is basis for the TRNG described in [15].

### 2.6.2 Flicker Noise

Flicker noise is a fluctuation of the conductance with the PSD, which can be described by $f^{-\eta}$ where $\eta$ equals $1 \pm 0.1$ in a wide frequency range [108]. It is also often referred to as $1/f$ noise according to its specific PSD and is considered a kind of pink noise [109]. Its origin has not yet been fully elucidated and is subject to discussion. This noise cannot be observed at higher frequencies because it disappears in above-mentioned thermal noise, which is always present and has the flat PSD.

Fluctuations of resistance can be seen, among other things, in real resistors. Generated noise is proportional to the DC current flowing through the resistor and is also dependent on the quality of fabricated components. The flicker noise PSD of a resistor $R$ [110] can be described by

$$\frac{dv_{n,t,R}^2}{df} = \frac{K_{f,R}R \Omega V_R^2}{WR LR} \frac{1}{f}$$

(2.36)

where $K_{f,R}$ is a material-dependent coefficient of flicker noise, $R \Omega$ is sheet resistance, $V_R$ is voltage of the resistor $R$ with dimensions $WR$ and $LR$. Resistors fabricated from
homogeneous material produce smaller flicker noise. Specifically, diffusion resistors from the crystalline silicon have smaller coefficient \( K_{f,R} \) than poly-silicon resistors [106].

Flicker noise can be observed in all electronic devices such as in base current of bipolar transistors, current of diodes, or even cathode current of vacuum tubes. Also MOSFETs exhibit this type of noise due to a contribution of surface states occurring on the boundary between the silicon crystal and the gate oxide. Thus flicker noise of MOSFETs can be modeled as an equivalent input noise voltage source [106] with the PSD

\[
\frac{\langle v^2 \rangle_{n,f}}{df} = \frac{K_f}{WLC_{ox}^2} \frac{1}{f}
\]  

(2.37)

where \( K_f \) is a flicker noise coefficient with low technology dependence, \( C_{ox} \) is the gate oxide capacitance per unit area, \( W \) is the gate width and \( L \) the gate length.

### 2.6.3 Shot Noise

Unlike flicker noise, the origin of shot noise is known. Shot noise occurs in semiconductor materials with junctions. It is associated with DC current flowing through a semiconductor component with a junction and is caused by passages of charge carriers across the junction. Charge carriers with sufficient velocity and energy pass the junction at random time. Thus, in fact, the current flowing through the junction is composed of a large number of random independent pulses.

Shot noise has the PDF corresponding to the normal distribution and is considered white [109]. Thus its PSD is flat and is given by

\[
\frac{\langle i^2 \rangle_{n,s}}{df} = 2q_e I
\]  

(2.38)

where \( q_e \) is the elementary charge and \( I \) is the current flowing through a device [108]. Also MOSFETs in subthreshold regime exhibit shot noise while its RMS value [111] can be described by

\[
I_{n,f,D} = 2q_e I_{sat} \left( 1 + e^{-\frac{q_e V_{DS}}{kT}} \right) \Delta f
\]  

(2.39)

where \( V_{DS} \) is the drain-source voltage of a MOSFET and \( I_{sat} \) is its saturation current in subthreshold conduction defined in [112].
2.6.4 Generation-Recombination Noise

Generation-recombination (GR) noise described in [108] occurs in semiconductor components and is caused by fluctuations of free electrons in the conduction band. The free electrons fluctuate due to generation and recombination process between the band and traps. Thus GR noise is a fluctuation of the conductance $G$ with the spectral density $S_G$ described by

$$
\frac{S_G(f)}{G^2} = \frac{S_{NCC}(f)}{N_{CC}^2} = \frac{\langle (\Delta N_{CC})^2 \rangle}{N_{CC}^2} \frac{4\tau_r}{1 + (2\pi f \tau_r)^2}
$$

(2.40)

where $\tau_r$ is a relaxation time characteristic for the trap, $N_{CC}$ is the number of charge carriers, and $\langle (\Delta N_{CC})^2 \rangle$ is their variance, which is given for one type of traps by

$$
\frac{1}{\langle (\Delta N_{CC})^2 \rangle} = \frac{1}{N_{CC}} + \frac{1}{N_{ot}} + \frac{1}{N_{et}}
$$

(2.41)

where $N_{ot}$ is the average number of occupied traps and $N_{et}$ is the average number of empty traps.

2.6.5 Random Telegraph Signal Noise

Random telegraph signal (RTS) noise also frequently called burst noise or popcorn noise is another type of noise, which is significant in very small MOSFETs and at low frequencies. This noise can be observed as signal switching between two discrete levels at random time. It is caused by trapping of an individual carrier in a single active trap in the oxide, or by a scattering center in the region of the inversion layer of the device [113]. Trapping centers in the vicinity of Fermi levels generate RTS noise and are the result of heavy metal ions contamination or defects of crystalline lattice [114]. If there are more traps in near-interface of the gate oxide, RTS noise is more complicated and randomly switches among more discrete levels [115].

The PSD of RTS noise [113] can be expressed by

$$
\frac{dI_{n,RTS}^2}{df} = \frac{4K_{RTS}\tau_c I_D^2}{1 + (2\pi f \tau_c)^2}
$$

(2.42)

where $K_{RTS}$ is a coefficient of RTS noise, $I_D$ is drain current of a MOSFET, and $\tau_c$ is the characteristic time constant of the trap given by

$$
\frac{1}{\tau_c} = \frac{1}{\tau_l} + \frac{1}{\tau_h}
$$

(2.43)
where \( \overline{\tau} \) is the average time of captures and \( \overline{\tau_h} \) is the average time of emissions. The coefficient of RTS noise \( K_{rts} \) represents the trap occupation probability, which can be calculated according to

\[
K_{rts} = \frac{\overline{\tau_h} \overline{\tau}}{(\overline{\tau_h} + \overline{\tau})^2}.
\]  

(2.44)

A TRNG published in [116] is based on RTS noise, which causes perturbation of a Sigma-Delta modulator. This TRNG was integrated into a chip and fabricated in a 55 nm process.

### 2.6.6 Avalanche Noise

Another type of noise – avalanche noise – occurs in semiconductor devices with reverse-biased P-N junctions and is well described in [117]. The condition is that the P-N junction is biased by a strong electric field. Thus a free charge carrier acquires sufficient energy in the avalanche zone and has a significant probability that it may collide with a crystalline lattice and create a new hole-electron pair in the zone. If there is the sufficiently strong electric field then one or both carriers probably cause another collision and generate another hole-electron pair before they leave the zone. In this way, a steady avalanche is created and is free of noise.

However, in reality, some carriers with high energy do not produce any hole-electron pair, and some produce two or more hole-electron pairs while their average number is the same as in the steady avalanche. This process creates a fluctuation of the avalanche. Thus avalanche noise is composed of a random sequence of avalanche fluctuations. Its PSD can be described by

\[
\frac{d\overline{r_{a,n}^2}}{df} = \frac{2q_eI}{(2\pi f \tau_a)^2}
\]

(2.45)

where \( I \) is the current flowing through the P-N junction and \( \tau_a \) is the average interval between two consecutive hole-electron pair generations.

Avalanche noise can be used in TRNGs composed of discrete components or fabricated in BCD technologies. A solution of a discrete TRNG presented in [118] compares outputs from two noise sources, which are based on diodes producing avalanche noise.
Chapter 3

Evaluation of Random Number Sequences

Modern communication systems are secured by different session keys, hash functions, or key protocols [1], which are based on random numbers. Therefore parts of these systems are RNGs namely PRNGs or TRNGs producing random numbers in the form of logic ones and zeros. The generators based on the random behavior of physical phenomena – the TRNGs – provide higher security level. Features of the RNGs are evaluated, among other things, from properties of generated random number sequences. As already mentioned in chapter 2, it is possible to evaluate only random number sequences, not the individual random numbers. The number sequences generated by a TRNG have to have properties, which are expected from random numbers sequences. For example, the sequence should be composed of the same number of logic ones and zeros while this property results from an assumption that each new bit is generated with the probability equal to 1/2 that its value will be logic one. It is also necessary in order no deterministic fluctuations occur in the produced sequences. Any deviations from the expected properties might be deliberately misused. In this way, the communication systems might be attacked.

Properties of random number sequences are classified by statistical test suites. Functionality of most TRNGs mentioned in section 1.3 was tested by A Statistical Test Suite for Random and Pseudorandom Number Generators for Cryptographic Applications [64] (the NIST test suite) and FIPS PUB 140-2, Security Requirements for Cryptographic Modules [63] (the FIPS test suite) both defined by the National Institute of Standards and Technology. Therefore these test suites are used to evaluate the proposed TRNG structures, which are described in the following chapters. This chapter explains basic
principles of the statistical test suites. The quality of random number sequences can also be evaluated using entropy introduced by Shannon in [119], which is also mentioned here.

3.1 NIST Test Suite

The NIST test suite is designed to detect different types of non-randomness in arbitrarily long number sequences produced by RNGs. This test suite is a package consisting of 15 statistical test and some of them are composed of other subtests. All tests defined in [64] are briefly described in the following sections. Source codes in the C programming language were provided by the National Institute of Standards and Technology.

Each test tests a null hypothesis, which in this case is that the tested number sequence is random. Thus an alternative hypothesis is that the tested sequence is not random. For each test, a suitable reference distribution is used. From the reference distribution, a critical value is determined. From the tested sequence, a value of test statistic is computed and compared to the critical value. If the value of test statistic exceeds the critical value, the null hypothesis is rejected. Otherwise, the null hypothesis is not rejected [64].

The tests use the normal distribution or the chi-square ($\chi^2$) distribution as reference distributions. If some non-randomness is revealed, the calculated test statistic falls in extreme regions of the reference distribution. The test statistic for the normal distribution is described by

$$z_t = \frac{x_t - \mu}{\sigma}$$

where $x_t$ is the sample test statistic value, $\mu$ is the mean value of the test statistic, and $\sigma^2$ is the variance of the test statistic. Good fit of observed occurrences of a sample measure and expected occurrences of the hypothesized distribution is classified by the $\chi^2$ distribution. Thus the test statistic for the $\chi^2$ distribution is expressed by

$$\chi^2 = \sum_{q=1}^{N_o} \frac{(o_{o,q} - o_{e,q})^2}{o_{e,q}}$$

where $N_o$ is the number of occurrences, $o_o$ are observed occurrences, and $o_e$ are expected occurrences.

The test statistic is used for calculation of the so-called $P$-value, which is the probability that a perfect RNG would have produced a sequence less random than the tested sequence, given the kind of non-randomness assessed by the test [64]. The $P$-value equal
to 0 means that the tested sequence is absolutely non-random. On the other hand, the
$P$-value equal to 1 determines that the sequence is entirely random. A decisive value is
given by a significance level $\alpha$, which is usually equal to 0.01. This value has been used
for all tests in this work. Thus the tested sequence is considered random when the $P$-value
is equal to or greater than $\alpha$. Otherwise, if the $P$-value is less than $\alpha$, the null hypothesis
is rejected.

The $P$-value is calculated from the test statistic using so-called special functions. If
the reference distribution is normal, the $P$-value is computed by the error function
\[
\text{erfc} (z_t) = \frac{2}{\sqrt{\pi}} \int_{z_t}^{\infty} e^{-x^2} \, dx.
\] (3.3)

In the second case, when the $\chi^2$ distribution is reference, the $P$-value is determined by
the incomplete gamma function
\[
\text{igamc} \left( a_t, \frac{\chi^2}{2} \right) = \frac{\int_{\chi^2/2}^{\infty} y^{a_t-1} e^{-y} \, dy}{\Gamma (a_t)}
\] (3.4)

where $a_t$ is a test parameter and $\Gamma (a_t)$ is the gamma function defined by
\[
\Gamma (a_t) = \int_{0}^{\infty} u^{a_t-1} e^{-u} \, du.
\] (3.5)

In the provided algorithm, the exact reference distributions are replaced by asymp-
totic distributions to be possible to compute the desired values. Therefore, for each test,
a recommended minimum length of the test sequence is defined. For testing most TRNGs
mentioned in section 1.3, number sequences with the length 1 Mb were used.

### 3.1.1 Monobit Test

The Monobit test is based on the assumption that the random number sequence contains
the same number of logic ones and logic zeros. Therefore this test checks their numbers in
the tested sequence and decides if the numbers are approximately the same. The reference
distribution is normal for this test. The minimum length of the tested sequence should be
100 b. This test is crucial. If this test fails, then other tests will probably also fail.
3.1.2 Frequency Test within a Block

The Frequency test within a block tests the ratio between ones and zeros within \( M_f \)-bit blocks. The number of ones in the \( M_f \)-bit block should be approximately \( M_f/2 \) while \( M_f \) is an input parameter of this test. The block size \( M_f \) should be equal to or greater than 20 and greater than \( 0.01N_{ts} \) where \( N_{ts} \) is the length of the tested sequence. When \( M \) is set to 1, this test degenerates to the Monobit test above-mentioned. The tested sequence should be longer than 100 b. For the test statistic, the reference distribution is the \( \chi^2 \) distribution.

3.1.3 Runs Test

The Runs test detects the total number of uninterrupted sequences of identical bits with different lengths. The number of runs with different lengths should be as expected for the random sequence. This test is also able to determine the rate of oscillation between values partially. The recommended minimum length of the tested sequence is 100 b. The reference distribution for the test statistic is the normal distribution.

3.1.4 Test for the Longest Run of Ones in a Block

The Test for the longest run of ones in a block finds out the longest run of ones within \( M_l \)-bit blocks and determines if its length is consistent with the length of the longest run occurring in the random sequence. The minimum length of the tested sequence is dependent on the block length \( M_l \). If \( M_l \) is 8 b, the minimum length of the tested sequence is 128 b. If \( M_l \) is 128 b, the minimum length is 6 272 b. Finally, if \( M_l \) is \( 10^4 \) b, the minimum length is \( 75 \cdot 10^4 \) b. In this case, the \( \chi^2 \) distribution is the reference.

3.1.5 Binary Matrix Rank Test

The test called the Binary matrix rank test determines linear dependence in the tested sequence, which is divided into sub-strings with fixed length \( Q_b \). From the sub-strings, disjoint matrices are formed while \( M_b \) is a number of rows, \( Q_b \) is a number of columns, and the default value of \( M_b \) and \( Q_b \) is set to 32 b. Then linear dependence in each matrix is analyzed using the binary rank. The recommended minimum length of the tested sequence has to be higher equal to or greater than \( 38M_bQ_b \). Thus the minimum length
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is 38 912 b for the default values $M_b$ and $Q_b$. Also for this test, the $\chi^2$ distribution is the reference.

3.1.6 Discrete Fourier Transform Test

The Discrete Fourier transform test detects periodic features appearing in the tested sequence. It is mainly focused on repetitive patterns, which are near each other. Heights of peaks produced by the Discrete Fourier transform are compared with a threshold value. This test is based on the assumption that 95% of the peaks in the random sequence do not exceed the threshold value. The reference distribution is the normal distribution. The length of the tested sequence should be at least 1 000 b.

3.1.7 Non-overlapping Template Matching Test

The Non-overlapping template matching test evaluates too many occurrences of predefined non-periodic patterns with the length $Q_{no}$. The pattern is searched in an $Q_{no}$-bit window. The window slides one-bit position when the pattern is not found. Otherwise, the window is moved to the first following bit, and a new search is started. So no overlaps are created. During the test, the tested sequence is divided into eight $M_{no}$-bit blocks, which are further processed. The recommended and usually used length of the non-periodic patterns $Q_{no}$ is 9 b. Another condition for valid test results is that $M_{no}$ is greater than $0.01N_{ts}$. For this test, the reference distribution is the $\chi^2$ distribution.

3.1.8 Overlapping Template Matching Test

The Overlapping template matching test uses the same mechanism as the test above-mentioned but with one difference and that the window slides only one bit when the predefined non-periodic pattern is found. So this procedure creates overlaps. The recommended minimum length of the tested sequence is $10^6$ b. As in the previous case, the reference distribution is the $\chi^2$ distribution.

3.1.9 Maurer’s “Universal Statistical” Test

The Maurer’s “Universal Statistical” test verifies if the tested sequence can be significantly compressed without loss of information. This test is based on the assumption that
the random sequence cannot be significantly compressed. For this test, the reference distribution is the so-called half-normal distribution, which is a one-sided case of the normal distribution. The tested sequence should be at least 387 840 b long.

### 3.1.10 Linear Complexity Test

Some RNGs generate random number sequences by LFSRs. Therefore the Linear complexity test detects the length of the LFSR and evaluates if the tested sequence is sufficiently complex. The sequence is non-random when the detected length is too short. For the test statistic, the reference distribution is the $\chi^2$ distribution. The recommended minimum length of the tested sequence is $10^6$ b.

### 3.1.11 Serial Test

The frequency of all possible overlapping $M_s$-bit patterns in the tested sequence is determined by the Serial test, which is based on the assumption that each $M_s$-bit pattern can appear with the same probability as like any other $M_s$-bit pattern. Thus this test detects uniformity of occurrences of all $M_s$-bit patterns. The recommended minimum length of the tested sequence is given by $M_s < (\log_2 N_{ts}) - 2$. The reference distribution is the $\chi^2$ distribution.

### 3.1.12 Approximate Entropy Test

The Approximate entropy test determines frequencies of all possible overlapping $M_{ApEn}$-bit and $(M_{ApEn} + 1)$-bit patterns in the tested sequence. Then, on the basis of the so-called Approximate Entropy (ApEn) described in [120], the detected frequencies are compared with expected results for the random sequence. The reference distribution for the test statistic is the $\chi^2$ distribution and the recommended minimum length of the tested sequence is given by $M_{ApEn} < (\log_2 N_{ts}) - 5$.

### 3.1.13 Cumulative Sums Test

The Cumulative sums test evaluates cumulative sums of the tested sequence, which is adjusted before processing so that values 0 are replaced by -1. The cumulative sum of partial sub-sequences also named the excursion from zero of the random walk should
be near zero for the random sequence. A more significant value of the excursion indicates non-random properties of the tested sequence. The reference distribution is the $\chi^2$ distribution. The recommended minimum length of the tested sequence is 100 b.

### 3.1.14 Random Excursions Test

The Random excursions test determines the number of cycles, which have the defined number of visits to a particular state of a cumulative sum random walk. Also in this case, values 0 of the tested sequence are replaced by -1. The cycle of the random walk is a series of steps with unit length beginning and ending at zero. This test evaluates whether the number of visits to a particular state within a cycle is approximately equal to the expected number for the random sequence. The reference distribution is the $\chi^2$ distribution. The minimum length of the tested sequence should be equal to or greater than $10^6$ b.

### 3.1.15 Random Excursions Variant Test

The Random excursions variant test counts the total number of visits to a particular state in a cumulative sum random walk. The tested sequence is modified as in the previous test. The total number is compared with the expected number of visits to various states for the random sequence. Also in this case, the minimum length of the tested sequence should be equal to or greater than $10^6$ b. The reference distribution for the test statistic is the half-normal distribution.

### 3.2 FIPS Test Suite

The statistical test suite – the FIPS test suite – defined in [63] consist of 4 statistical tests. As in the NIST test suites, each test focuses on some property, which is significant for the random sequence. The basic condition is that all tests are intended for sequences containing exactly 20 000 b. All tests have been implemented in MATLAB according to their definitions.
3.2.1 Monobit Test

As well as the test with the same name from the NIST test suite, the Monobit test determines if the ratio between logic ones and zeros in the tested sequence is approximately the same. So in other words, if the number of ones in the tested sequence is in the range of 9,725 to 10,275, then the Monobit test from the FIPS test suite passes.

3.2.2 Poker Test

The Poker test reveals too high occurrences of 4-bit patterns in the tested sequence. Immediately after the start of the test, the tested sequence is divided into 5,000 sub-strings with the length 4 b. Each sub-string has one from 16 possible values. Occurrences of each value are counted across all sub-strings. The number of occurrences $N_{o,FIPS}$ is compared with expected results of the random sequence. The evaluation is done using the formula

$$X_{FIPS} = \frac{16}{5000} \left( \sum_{q=0}^{15} N_{o,FIPS,q}^2 \right) - 5000$$

while the Poker test passes when $X_{FIPS}$ is in the range of 2.16 to 46.17.

3.2.3 Runs Test

The run is defined in section 3.1.3 where the Runs test of the NIST test suite is briefly described. The Runs test defined in the FIPS test suite works similarly. The number of occurrences of runs with different lengths is counted across the tested sequence. If the numbers of occurrences are within ranges defined in table 3.1, the Runs test passes.

<table>
<thead>
<tr>
<th>Length of run</th>
<th>Required range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,315 – 2,685</td>
</tr>
<tr>
<td>2</td>
<td>1,114 – 1,386</td>
</tr>
<tr>
<td>3</td>
<td>527 – 723</td>
</tr>
<tr>
<td>4</td>
<td>240 – 384</td>
</tr>
<tr>
<td>5</td>
<td>103 – 209</td>
</tr>
<tr>
<td>6 or more</td>
<td>103 – 209</td>
</tr>
</tbody>
</table>

Tab. 3.1: The required ranges for runs with different lengths of the Runs test
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3.2.4 Long Runs Test

The Long runs test detects very long runs in the tested sequence. The long run can be defined as the run consisting of consecutive ones or zeros with the length of 26 or more. If the tested sequence does not contain any long runs, the long runs test passes.

3.3 Shannon Entropy

The entropy is often used for quality evaluation of random number sequences because it expresses a measure of unpredictability of possible events. This fundamental function was described by Shannon in [119] and is defined as follows. Individual events are marked as $x_1, x_2, \ldots, N_e$. The probability that some event $x_q$ occurs is always greater than or equal to zero where $q = 1, 2, \ldots, N_e$. Sum of all probabilities is

$$\sum_{q=1}^{N_e} \Pr(x_q) = 1. \quad (3.7)$$

Then the entropy is expressed as

$$H = - \sum_{q=1}^{N_e} \Pr(x_q) \log_{\upsilon} \Pr(x_q) \quad (3.8)$$

where $\upsilon$ is the base of the logarithm while $\upsilon > 0$ and $\upsilon \neq 1$. If the probability of any event is zero, then

$$\lim_{\Pr(x_q) \to 0^+} \Pr(x_q) \log_{\upsilon} \Pr(x_q) = 0. \quad (3.9)$$

Functional values of the entropy are in the range of 0 to 1. If the value is 0, it is possible to exactly determine the event. However, if the value of the entropy is 1, the event cannot be predicted. So the entropy of random number sequences produced by TRNGs should be very close to 1.
TRNG with Time Multiplexed Sources of Randomness

TRNGs provide unpredictable random number sequences but at a cost of lower data rate than the data rate of PRNGs. Rising level of system security increases demands on the amount of high-quality random numbers generated in the shortest possible time. Amount of generated random data is highly dependent on the used manufacturing process of TRNGs. For increasing generated random data at a given time, modern technologies such as superconductive circuits [19] or semiconductor lasers [18] can be used. However, TRNGs implemented in complex SoCs are proposed in technologies, which are suitable for these systems. It allows true random data generation directly in modern hand-held devices. Contemporary SoCs are usually designed in standard submicron CMOS technologies, in which the random data rate is limited. Therefore for these systems, the random data rate is increased by a transition from serial approach to the parallel use of more independent sources of randomness.

A TRNG working on the basis of electrical and thermal noises present in CMOS structures has been proposed and manufactured. Concretely for generation of random bits, metastability-based sources of randomness are used. Randomness is extracted from thermal noise and flicker noise, which are generated in metal-oxide-semiconductor field effect transistor (MOSFET) channels. For a random data rate increase, the parallelism of more sources of randomness is implemented. The designed TRNG can generate typically tens of random megabits per second, which is several times more than a conventional TRNG. Parts of this chapter has been published by the author of this thesis in [4].
4.1 Principle of Time Multiplexed TRNG

While increasing amount of random data at any defined time, technological limits of random data generation can be reached. Then while maintaining the same technology, the same way of random number generation and the same operating conditions of a TRNG – a further increase in the amount of random data in the defined time is impossible. Therefore it is necessary to find new options in TRNG architecture that allows increasing rate of random data whereas strict criteria of random sequences for cryptographic devices will be satisfied [64].

In this proposal, the parallelism of several sources of randomness is introduced. Thus a composition of generated random data in parallel into a serial random data stream is defined on the hardware level. For the above composition, the principle of pipelining is used. Thus individual raw random data streams are generated synchronously with a phase shift and with a proportionally lower clock frequency rather than a clock frequency of an output random data stream. The output random data are created by sequential mixing of raw random data streams according to

\[
\{r[l]\}_{l=0}^{\infty} = \left\{ s_1[i], s_2\left[i + \frac{1}{n}\right], s_3\left[i + \frac{2}{n}\right], \ldots, s_n\left[i + \frac{n-1}{n}\right] \right\}_{i=0}^{\infty} \tag{4.1}
\]

where \(n\) is number of independent serial random data streams, \(s_1, s_2, \ldots, s_n\) are random data streams, \(r\) is the output random data, \(i\) is a normalized period of the random data stream while \(i = t/T_c\), \(t\) is time, and \(T_c\) is a period of a clock signal, \(l\) is a normalized period of the output data stream while \(l = ni\). Values of \(l\) and \(i\) are non-negative integers because random data is generated after the system starts at \(t = 0\). The formula (4.1) may only be used under condition when the raw random data streams are generated in digitized sources of randomness independently. A bit rate of the raw random data stream is given by a clock frequency where \(f_c = 1/T_c\). Naturally from the above-defined output random data, their bit rate can be derived according to

\[
l = ni = n \frac{t}{T_c} = nf_c t \tag{4.2}
\]

where \(f_c\) is a frequency of the clock signal. Thus the result of mixing is that the data rate of the output random data is \(n\) times higher than the bit rate of one digitized source of randomness. The used principle is depicted in figure 4.1 where \(clk[i]\) denotes a clock signal with the period \(T_c\).
4. TRNG with Time Multiplexed Sources of Randomness

During mixing the randomness of generated data must be preserved. TRNGs do not generate a continuous analog signal but usually produce a digital signal with two voltage levels, which are represented by logic one and logic zero. Random data sequences composed of logic ones and zeros have significant properties, which must not be changed by data mixing. The most important one is the mean value of a bit sequence, which has to be close to 1/2 in case of a random bit sequence. Thus the mean value of output random data $r$ has to be close 1/2 after sequential mixing of single data streams $s_1, s_2, \ldots, s_n$, which are generated by fully functional and independent sources of randomness. One data stream can be described as

$$s_q = (s^q_1, s^q_2, s^q_3, \ldots, s^q_m) \quad (4.3)$$

where $m$ is length of the data stream, $s^q_k$ is a random value of the data stream, $k = 1, 2, 3, \ldots, m$, and $q$ is an identifier of the source of randomness, $q = 1, 2, 3, \ldots, n$. In general, a random signal $u$ with the mean value $\bar{u}$ is composed of consecutive data streams $s_1, s_2, \ldots, s_n$ so that

$$u = (s_1, s_2, s_3, \ldots, s_n) = (s^1_1, s^1_2, s^1_3, \ldots, s^m_n). \quad (4.4)$$

A random signal $u_{\sigma}$ is formed by any permutation without repetition of values $s^q_k$ of the random signal $u$ and has the mean value $\bar{u}_{\sigma}$. At this point the distributive property of summation is used and then

$$\bar{u} = \frac{1}{n} \sum_{q=1}^{n} \left( \frac{1}{m} \sum_{k=1}^{m} s^q_k \right) = \frac{1}{nm} \sum_{q=1}^{n} \sum_{k=1}^{m} s^q_k. \quad (4.5)$$
Because the random signal $u_\sigma$ is composed of values $s^q_k$ and summation has the commutative property it can be shown that

$$\bar{u} = \frac{1}{nm} \sum_{q=1}^{n} \sum_{k=1}^{m} s^q_k = \bar{u}_\sigma. \quad (4.6)$$

Output random data $r$ is a permutation of the random signal $u$, which means that the mean value of output random data is not changed during mixing.

### 4.2 Circuit Implementation

The introduced TRNG with time multiplexed sources of randomness has been designed and fabricated in the 130 nm CMOS technology from STMicroelectronics known as HC-MOS9GP in a standard variant with power supply voltage 1.2 V. This design is based on four independent sources of randomness. Therefore output random data $r$ are composed of four independent raw random data streams while equation (4.1) changes into the form

$$\{r[i]\}_{i=0}^\infty = \left\{ s_1[i], s_2 \left[ i + \frac{1}{4} \right], s_3 \left[ i + \frac{2}{4} \right], s_4 \left[ i + \frac{3}{4} \right] \right\}_{i=0}^\infty \quad (4.7)$$

because $n$ is a number of independent random data streams and is equal to 4 in this case. Thus the normalized period $l$ of output random data stream $r$ is four times higher than the normalized period $i$ of each raw random data stream $s_n$. And according to equation (4.2) the bit rate of output random data $r$ is four times higher than the bit rate of used sources of randomness. If a source of randomness works with a maximal bit rate the bit rate of output random numbers can be increased by implementation of above-described principle.

A block diagram of the proposed TRNG is shown in figure 4.2. In presented design, four independent sources of randomness based on metastable states of electronic circuits are integrated and they generate digitized random signals $V_{sq}$ where $q$ is the identifier of the source of randomness and $q = 1, 2, 3, 4$. The source of randomness is composed of the noise source and the digitizer. Proposed noise sources use fine reference currents $I_{\text{REF}q}$, which are generated in a reference current generator. All digitized random signals $V_{sq}$ are mixed in a time multiplexer, which is together with all sources of randomness controlled by a clock signal generator where control signals are derived from the reference signal of external oscillator $V_{\text{OSC}}$. Output buffer processes output of time multiplexer and is able to drive external digital circuits or inputs of measuring instruments.
Fig. 4.2: The block diagram of the designed TRNG with time multiplexed sources of randomness [4]
4.2.1 Noise source

A noise source is a part of the presented circuit, which is able to extract randomness from a physical phenomenon appearing in silicon semiconductors. In this case the proposed noise source structure shown in figure 4.3 is based on a fast comparator, whose inputs are connected to the same voltage $V_{IN}$ created on the transistor $M_{N3}$. Thus a noise present in circuit decides on an output value. The noise source has to work periodically. Therefore the circuit is extended by a reset transistor $M_{N6}$, which resets the proposed noise source and allows to generate a new random value each period. This is shown in figure 4.4 where a random value of the output signal $V_{O,M1}$ is generated when the clock signal $V_{CLK1}$ is in logic zero. The noise source is reset by the transistor $M_{N6}$ when the clock signal $V_{CLK1}$ is in logic one. Decision phase arises at the beginning of generating each random value when the circuit is in a metastable state and metastable voltage $V_{meta}$ is equal to 274 mV. The noise present in the circuit causes a transition to a stable state. The final random value of the output signal $V_{O,M1}$ is given by the noise in the circuit during decision phase.

Systematic errors can cause malfunction of the manufactured device. The noise source structure is proposed with maximum regard to symmetry, whose breach would adversely affect output random data, which would result in a deviation of the random data mean value. Therefore the important assumption is the conformity of dimensions of transistors $M_{P8}$ and $M_{P9}$ and also transistors $M_{N4}$ and $M_{N5}$. Not only the same dimensions of transis-
tor pairs but also totally symmetric topology design including metal interconnections and well-matched elements are prerequisites for the properly functioning noise source. Hence the proposed noise source is composed of two equal branches, which differ only in small details namely vias among metal layers. To reduce appreciable mismatches among parameters of paired transistors, a common-centroid configuration is used so that first-order gradients are canceled [107], [121].

![Fig. 4.4: Waveforms of signals inside the designed TRNG simulated by the Mentor Eldo simulator at the transistor level [4]](image)

The noise source is designed to minimize the offset voltage, which is able to cause an undesirable distortion of output random data, such as a deviation of the mean value of
output random data or even circuit locking in one logical value. Contribution to the offset voltage created by any difference between output voltages $V_{O,Pq}$ and $V_{O,Mq}$ is eliminated by proper circuit design and layout. Thus the offset voltage can be caused by a mismatch of MOSFET parameters such as a threshold voltage $V_{TH}$ or a $\beta$ parameter which is defined as

$$\beta = \mu_m C_{ox} \frac{W}{L}$$

where $\mu_m$ is mobility of charge carriers in MOSFET, $C_{ox}$ is the gate oxide capacitance per unit area, $W$ is the gate width and $L$ the gate length.

Fig. 4.5: The schematic diagram of the proposed metastable element used for offset analysis

The proposed noise source contains a metastable element, which is a core of the circuit and extracts randomness from noise present. The schematic diagram of the metastable element is shown in figure 4.5. To minimization the offset voltage, the metastable element is analyzed. First, it is necessary to calculate gain. Thus the metastable element is replaced by its small signal model depicted in figure 4.6. Difference between $v_{out1}$ and $v_{out2}$ is caused by circular current and is not affected by $r_{ds,B}$. For this reason, the small signal model can be simplified as shown in figure 4.7.
For gain calculation, the above mentioned simplified small signal model depicted in figure 4.7 can be described by equations

$$\frac{v_{out1}}{r_{ds,P8}} + \frac{v_{out1}}{r_{ds,N4}} + g_{m,N4}v_{out2} - g_{m,P8}v_{in1} = 0$$  \(\text{(4.9)}\)

and

$$\frac{v_{out2}}{r_{ds,P9}} + \frac{v_{out2}}{r_{ds,N5}} + g_{m,N5}v_{out1} - g_{m,P9}v_{in2} = 0$$  \(\text{(4.10)}\)

where \(g_m\) is transconductance of the relevant MOSFETs, \(r_{ds}\) is a output resistance of the MOSFET small signal model, \(v_{in1}\) and \(v_{in2}\) are input voltages, and \(v_{out1}\) and \(v_{out2}\) are output voltages. Then both equations (4.9) and (4.10) are expressed as

$$\frac{v_{out1}}{r_{ds,P8}} + \frac{v_{out1}}{r_{ds,N4}} + g_{m,N4}v_{out2} - g_{m,P8}v_{in1} = \frac{v_{out2}}{r_{ds,P9}} + \frac{v_{out2}}{r_{ds,N5}} + g_{m,N5}v_{out1} - g_{m,P9}v_{in2}.$$  \(\text{(4.11)}\)
This equation can be modified to the following form

$$v_{\text{out}1} \left( \frac{1}{r_{ds,P8}} + \frac{1}{r_{ds,N4}} - g_{m,N5} \right) - v_{\text{out}2} \left( \frac{1}{r_{ds,P9}} + \frac{1}{r_{ds,N5}} - g_{m,N4} \right) = $$

$$= g_{m,P8}v_{\text{in}1} - g_{m,P9}v_{\text{in}2}. \quad (4.12)$$

In case of good design and high-quality layout of the circuit, conditions mentioned below are fulfilled

$$g_{m,P8} = g_{m,P9}; \quad g_{m,N4} = g_{m,N5}; \quad r_{ds,P8} = r_{ds,P9}; \quad r_{ds,N4} = r_{ds,N5}. \quad (4.13)$$

Under these assumptions, the equation (4.12) can be simplified

$$(v_{\text{out}1} - v_{\text{out}2}) \left( \frac{1}{r_{ds,P8}} + \frac{1}{r_{ds,N4}} - g_{m,N4} \right) = g_{m,P8} (v_{\text{in}1} - v_{\text{in}2}). \quad (4.14)$$

Thus the gain is expressed as

$$A_v = \frac{v_{\text{out}1} - v_{\text{out}2}}{v_{\text{in}1} - v_{\text{in}2}} = \frac{g_{m,P8}}{r_{ds,P8}} + \frac{1}{r_{ds,N4}} - g_{m,N4} = \frac{g_{m,P8}}{g_{ds,P8} + g_{ds,N4} - g_{m,N4}} \quad (4.15)$$

where $g_{ds}$ is a output conductance of the MOSFET small signal model. In case $g_{ds,N4} << g_{m,N4}$ and $g_{ds,P8} << g_{m,P8}$, the gain can be expressed as

$$A_v \approx -\frac{g_{m,P8}}{g_{m,N4}}. \quad (4.16)$$

The circular current $i_c$ creates difference between $v_{\text{out}1}$ and $v_{\text{out}2}$ and is given by

$$i_c = g_{m,P8} (v_{\text{in}1} - v_{\text{in}2}). \quad (4.17)$$

For calculation of the difference between $v_{\text{out}1}$ and $v_{\text{out}2}$, the equation (4.14) is used. Then

$$v_{\text{out}1} - v_{\text{out}2} = \frac{g_{m,P8} (v_{\text{in}1} - v_{\text{in}2})}{\left( \frac{1}{r_{ds,P8}} + \frac{1}{r_{ds,N4}} - g_{m,N4} \right)}. \quad (4.18)$$

In the next step, the equation (4.17) describing the circular current is inserted into the equation (4.18) and

$$v_{\text{out}1} - v_{\text{out}2} = \frac{i_c}{\left( \frac{1}{r_{ds,P8}} + \frac{1}{r_{ds,N4}} - g_{m,N4} \right)} = \frac{i_c}{\left( g_{ds,P8} + g_{ds,N4} - g_{m,N4} \right)}. \quad (4.19)$$

If $g_{ds,N4} << g_{m,N4}$ and $g_{ds,P8} << g_{m,P8}$, the difference between $v_{\text{out}1}$ and $v_{\text{out}2}$ can be expressed as

$$v_{\text{out}1} - v_{\text{out}2} \approx -\frac{i_c}{g_{m,N4}}. \quad (4.20)$$
The offset voltage can be caused by mismatch of the threshold voltage \( V_{th} \) of P-channel MOSFETs \( M_{P8} \) and \( M_{P9} \). Thus the threshold voltage can be described by

\[
V_{th}^* = V_{th} + \Delta V_{th}
\]  

(4.21)

where \( \Delta V_{th} \) is change of the threshold voltage. If considered MOSFETs operate in saturation mode, their drain current is given by

\[
I_D = \frac{1}{2} \mu_m C_{ox} \frac{W}{L} (V_{GS} - V_{th})^2
\]  

(4.22)

where \( V_{GS} \) is voltage between the gate terminal and the source terminal. Then the change of the MOSFET threshold voltage affects its drain current, which can be expressed by

\[
I_{D,P8,9}^* = \frac{1}{2} \mu_{m,P} C_{ox} \frac{W_{P8,9}}{L_{P8,9}} (V_{GS,P8,9} - V_{th,P8,9})^2.
\]  

(4.23)

By substitution of the equation (4.21) into the equation (4.23), the drain current is written as

\[
I_{D,P8,9}^* = \frac{1}{2} \mu_{m,P} C_{ox} \frac{W_{P8,9}}{L_{P8,9}} (V_{GS,P8,9} - V_{th,P8,9} - \Delta V_{th,P8,9})^2
\]  

(4.24)

and then this equation is appropriately modified to a form

\[
I_{D,P8,9}^* = \frac{1}{2} \mu_{m,P} C_{ox} \frac{W_{P8,9}}{L_{P8,9}} \left( V_{GS,P8,9} - V_{th,P8,9} - \frac{\Delta V_{th,P8,9}(V_{GS,P8,9} - V_{th,P8,9})}{V_{GS,P8,9} - V_{th,P8,9}} \right)^2
\]  

(4.25)

to be possible to express influence on the fundamental equation of the MOSFET drain current (4.22) as

\[
I_{D,P8,9}^* = \frac{1}{2} \mu_{m,P} C_{ox} \frac{W_{P8,9}}{L_{P8,9}} \left( V_{GS,P8,9} - V_{th,P8,9} \right)^2 \left( 1 - \frac{\Delta V_{th,P8,9}}{V_{GS,P8,9} - V_{th,P8,9}} \right)^2.
\]  

(4.26)

As can be seen from the equation (4.26), the current \( I_{D,P8,9}^* \) is a function of \( \Delta V_{th,P8,9} \). So this equation can be linearized for \( \Delta V_{th,P8,9} << V_{GS,P8,9} - V_{th,P8,9} \). The first two members of the Taylor series in \( \Delta V_{th,P8,9} = 0 \) sufficiently approximate \( I_{D,P8,9}^* \). To simplify the next steps, coefficients in the equation (4.26) are replaced by the \( \beta_{P8,9} \) parameter according to the equation (4.8). Thus the first member of the Taylor series is given by

\[
I_{D,P8,9}^*(\Delta V_{th,P8,9} = 0) = \frac{1}{2} \beta_{P8,9}(V_{GS,P8,9} - V_{th,P8,9})^2.
\]  

(4.27)

The second member of the Taylor series is determined using derivative of \( I_{D,P8,9}^* \), which is expressed as

\[
\frac{dI_{D,P8,9}^*}{d\Delta V_{th,P8,9}} = \beta_{P8,9}(V_{GS,P8,9} - V_{th,P8,9})^2 \left( 1 - \frac{\Delta V_{th,P8,9}}{V_{GS,P8,9} - V_{th,P8,9}} \right) \frac{-1}{V_{GS,P8,9} - V_{th,P8,9}}
\]  

(4.28)
and after simplification, this equation is written as
\[
\frac{dI^*_{D,Pr,9}}{d\Delta V_{th,Pr,9}} = \beta_{Pr,9}(V_{GS,Pr,9} - V_{th,Pr,9}) - \beta_{Pr,9}(V_{GS,Pr,9} - V_{th,Pr,9}).
\] (4.29)

So the second member of the Taylor series is calculated using the equation (4.29). Thus
\[
\left(\frac{dI^*_{D,Pr,9}}{d\Delta V_{th,Pr,9}} (\Delta V_{th,Pr,9} = 0)\right) \Delta V_{th,Pr,9} = -\beta_{Pr,9}(V_{GS,Pr,9} - V_{th,Pr,9})\Delta V_{th,Pr,9}.
\] (4.30)

Then it is suitable to modify this equation into following form
\[
\left(\frac{dI^*_{D,Pr,9}}{d\Delta V_{th,Pr,9}} (\Delta V_{th,Pr,9} = 0)\right) \Delta V_{th,Pr,9} =
-\frac{1}{2} \beta_{Pr,9}(V_{GS,Pr,9} - V_{th,Pr,9})^2 - \frac{2\Delta V_{th,Pr,9}}{V_{GS,Pr,9} - V_{th,Pr,9}}.
\] (4.31)

Based on the calculated members of the Taylor series (4.27) and (4.31), the linearized form of \(I^*_{D,Pr,9}\) can be expressed as
\[
I^*_{D,Pr,9} \approx \frac{1}{2} \beta_{Pr,9}(V_{GS,Pr,9} - V_{th,Pr,9})^2 - \frac{1}{2} \beta_{Pr,9}(V_{GS,Pr,9} - V_{th,Pr,9})^2 - \frac{2\Delta V_{th,Pr,9}}{V_{GS,Pr,9} - V_{th,Pr,9}}
\] (4.32)

while the drain current can be written as
\[
I^*_{D,Pr,9} = I_{D,Pr,9} - \Delta I_{D,Pr,9}
\] (4.33)

where \(\Delta I_{D,Pr,9}\) is a change of the drain current caused by \(\Delta V_{th,Pr,9}\). From the equations (4.32) and (4.33), \(\Delta I_{D,Pr,9}\) is expressed in following form
\[
\Delta I_{D,Pr,9} = I_{D,Pr,9} - \frac{2\Delta V_{th,Pr,9}}{V_{GS,Pr,9} - V_{th,Pr,9}}.
\] (4.34)

The offset voltage \(V_{OS1}\) caused by \(\Delta V_{th,Pr,9}\) can be calculated by
\[
V_{OS1} = \frac{V_{out1} - V_{out2}}{A_v}
\] (4.35)

under the condition of the equality of input voltages. The difference between output voltages is caused by the circular current, which is \(\Delta I_{D,Pr,9}\) in this case. By inserting the above described equations (4.19) and (4.15) into the equation (4.35) and subsequent simplifications, the offset voltage is given by
\[
V_{OS1} = \frac{\Delta I_{D,Pr,9}}{g_{m,Pr,9}}.
\] (4.36)

At this moment, \(\Delta I_{D,Pr,9}\) can be substituted by the equation (4.34) and \(g_{m,Pr,9}\) by commonly used equation
\[
g_{m,Pr,9} = \frac{2I_{D,Pr,9}}{V_{GS,Pr,9} - V_{th,Pr,9}}.
\] (4.37)
Thus, after further simplification, the the offset voltage corresponds to

\[ V_{OS1} = \Delta V_{th,P8,9}. \]  \hspace{1cm} (4.38)

Also mismatch of the threshold voltages of N-channel MOSFETs \( M_{N4} \) and \( M_{N5} \) affects the offset voltage. For derivation of influence of \( \Delta V_{th,N4,5} \), the similar approach as in the previous paragraph is used. Therefore the drain current is expressed as

\[ I_{D,N4,5}^* = \frac{1}{2} \mu_{m,N} C_ox \frac{W_{N4,5}}{L_{N4,5}} (V_{GS,N4,5} - V_{th,N4,5}^*)^2. \]  \hspace{1cm} (4.39)

By inserting the equation (4.21) into the equation (4.39) and appropriate adjustment, the required form is prepared

\[ I_{D,N4,5}^* = \frac{1}{2} \mu_{m,N} C_ox \frac{W_{N4,5}}{L_{N4,5}} (V_{GS,N4,5} - V_{th,N4,5})^2 \left( 1 - \frac{\Delta V_{th,N4,5}}{V_{GS,N4,5} - V_{th,N4,5}} \right)^2. \]  \hspace{1cm} (4.40)

Assuming \( \Delta V_{th,N4,5} \ll V_{GS,N4,5} - V_{th,N4,5} \), the equation (4.40) is linearized by the first two members of the Taylor series in \( \Delta V_{th,N4,5} = 0 \) as in the previous case. So the resulting equation sufficiently approximating \( I_{D,N4,5}^* \) is written as

\[ I_{D,N4,5}^* \approx \frac{1}{2} \beta_{P4,5} (V_{GS,N4,5} - V_{th,N4,5})^2 - \frac{2 \Delta V_{th,N4,5}}{V_{GS,N4,5} - V_{th,N4,5}}. \]  \hspace{1cm} (4.41)

while the drain current is given by

\[ I_{D,N4,5}^* = I_{D,N4,5} - \Delta I_{D,N4,5} \]  \hspace{1cm} (4.42)

where \( \Delta V_{th,N4,5} \) causes \( \Delta I_{D,N4,5} \), which can be expressed from the equations (4.41) and (4.42) as

\[ \Delta I_{D,N4,5} = \frac{1}{2} \mu_{m,N} C_ox \frac{W_{N4,5}}{L_{N4,5}} (V_{GS,N4,5} - V_{th,N4,5})^2 \frac{2 \Delta V_{th,N4,5}}{V_{GS,N4,5} - V_{th,N4,5}}. \]  \hspace{1cm} (4.43)

This change of drain current causes difference between output voltages according to the equation (4.19). Then for offset voltage calculation, the equation (4.35) is used. So the offset voltage \( V_{OS2} \) caused by \( \Delta V_{th,N4,5} \) is described by

\[ V_{OS2} = \frac{\Delta I_{D,N4,5}}{g_{m,P8,9}}. \]  \hspace{1cm} (4.44)

By inserting the equation (4.43) into the equation (4.44) and subsequent simplification, the the offset voltage \( V_{OS2} \) can be written as

\[ V_{OS2} = \frac{\mu_{m,N} C_ox \frac{W_{N4,5}}{L_{N4,5}} (V_{GS,N4,5} - V_{th,N4,5}) \Delta V_{th,N4,5}}{g_{m,P8,9}}. \]  \hspace{1cm} (4.45)
Transconductance of MOSFETs can be expressed by commonly used equation

$$g_m = \mu_m C_{ox} \frac{W}{L} (V_{GS} - V_{th}).$$ \hfill (4.46)

By inserting the equation (4.46) into the equation (4.45), the offset voltage is given by

$$V_{OS2} = \frac{g_{m,N4,5}}{g_{m,P8,9}} \Delta V_{th,N4,5}. \hfill (4.47)$$

From design point of view, it is appropriate to adjust this equation (4.47) into the form containing geometrical dimensions of the MOSFETs, which can be modified during design of the TRNG. Therefore transconductance in the equation (4.47) are replaced by the equation (4.46). After simplification, the resulting form of the offset voltage caused by $\Delta V_{th,N4,5}$ is

$$V_{OS2} = \Delta V_{th,N4,5} \sqrt{\frac{W_{N4,5}}{L_{N4,5}} \frac{\mu_{m,N}}{\mu_{m,P}}} \beta_{P8,9} \beta_{P8,9}. \hfill (4.48)$$

The offset voltage is also caused by mismatch of the $\beta$ parameters of P-channel MOSFETs $M_{P8}$ and $M_{P9}$. A change of the $\beta$ parameter is defined by

$$\beta^* = \beta + \Delta \beta \hfill (4.49)$$

and affects the drain current flowing through the MOSFET, which is thus expressed as

$$I_{D,P8,9}^* = \frac{1}{2} (\beta_{P8,9} + \Delta \beta_{P8,9})(V_{GS,P8,9} - V_{th,P8,9})^2. \hfill (4.50)$$

After appropriate adjustment, the drain current is given by

$$I_{D,P8,9}^* = I_{D,P8,9} + \Delta I_{D,P8,9}.$$ \hfill (4.51)$$

and it can also be written as

$$I_{D,P8,9}^* = I_{D,P8,9} + \Delta I_{D,P8,9}. \hfill (4.52)$$

The change of the drain current is caused by $\Delta \beta_{P8,9}$. Using the equations (4.51) and (4.52), this change is described by

$$\Delta I_{D,P8,9} = I_{D,P8,9} \frac{\Delta \beta_{P8,9}}{\beta_{P8,9}} \hfill (4.53)$$

and it creates difference between output voltages. As in previous cases, the offset voltage can be determined by the equation (4.35) where the output voltage difference is replaced
by the equation (4.19) and the gain by the equation (4.15). After simplifications, it follows that

\[ V_{OS3} = \frac{\Delta I_{D,P8,9}}{g_{m,P8,9}}. \]  

(4.54)

By inserting the equation (4.53) into the equation (4.54), the offset voltage caused by \( \Delta \beta_{P8,9} \) can be expressed as

\[ V_{OS3} = \frac{I_{D,P8,9} \Delta \beta_{P8,9}}{g_{m,P8,9} \beta_{P8,9}}. \]  

(4.55)

To express geometrical dimensions of MOSFETs, the well-known form of transconductance is used

\[ g_m = \sqrt{2 \mu_m C_{ox} \frac{W}{L} I_D}. \]  

(4.56)

So after replacement of \( g_{m,P8,9} \) in the equation (4.55) by the equation (4.56) and subsequent simplifications, the resulting form of the offset voltage caused by \( \Delta \beta_{P8,9} \) is

\[ V_{OS3} = \frac{I_{D,P8,9} \Delta \beta_{P8,9}}{2 \mu_m C_{ox} W_{P8,9} \beta_{P8,9}}. \]  

(4.57)

Mismatch of the \( \beta \) parameters of N-channel MOSFETs \( M_{N4} \) and \( M_{N5} \) also contributes to the offset voltage of the metastable element. The offset voltage caused by \( \Delta \beta_{N4,5} \) is derived in the same way as the offset voltage caused by \( \Delta \beta_{P8,9} \). Therefore the whole derivation is not repeated. The difference between the \( \beta \) parameters creates a change of the drain current expressed by

\[ \Delta I_{D,N4,5} = I_{D,N4,5} \frac{\Delta \beta_{N4,5}}{\beta_{N4,5}}. \]  

(4.58)

This change causes difference between output voltages. Thus the offset voltage is calculated using the equation (4.35). After appropriate substitutions and following simplifications, the offset voltage is given by

\[ V_{OS4} = \frac{I_{D,N4,5} \Delta \beta_{N4,5}}{g_{m,P8,9} \beta_{N4,5}}. \]  

(4.59)

In this case, the drain current flowing through the transistor \( M_{P8} \) respectively the transistor \( M_{P9} \) is equal to the drain current flowing through the transistor \( M_{N4} \) respectively \( M_{N5} \). Therefore it can be assumed that

\[ I_{D,P8,9} = I_{D,N4,5} = I_D. \]  

(4.60)
By substitution of $g_{mP8,9}$, the offset voltage caused by $\Delta \beta_{N4,5}$ is also expressed using geometrical dimensions of MOSFETs as

$$V_{OS4} = \frac{I_D}{2\mu_{mP}C_{ox}} \frac{\Delta \beta_{N4,5}}{\beta_{N4,5}}. \quad (4.61)$$

The total offset voltage $V_{OS}$ of the used circuit can be described by a sum of individual contributors $V_{OS1}$, $V_{OS2}$, $V_{OS3}$, and $V_{OS4}$. Thus it can be expressed as

$$V_{OS} = \Delta V_{thP8,9} + \Delta V_{thN4,5} + \sqrt{\frac{\mu_{mN}W_{N4,5}L_{N4,5}}{\mu_{mP}W_{P8,9}L_{P8,9}}} I_D \frac{\Delta \beta_{P8,9}}{\beta_{P8,9}} + \frac{\Delta \beta_{N4,5}}{\beta_{N4,5}} \left( \frac{\Delta \beta_{P8,9}}{\beta_{P8,9}} + \frac{\Delta \beta_{N4,5}}{\beta_{N4,5}} \right) \quad (4.62)$$

where $\Delta V_{thP8,9}$ is the threshold voltage error between paired transistors $M_{P8}$ and $M_{P9}$ with the same widths $W_{P8,9}$ and the same lengths $L_{P8,9}$, $\Delta V_{thN4,5}$ is the threshold voltage error between paired transistors $M_{N4}$ and $M_{N5}$ with the same widths $W_{N4,5}$ and the same lengths $L_{N4,5}$, $\mu_{mN}$ is mobility of charge carriers in N-channel MOSFETs, $\mu_{mP}$ is mobility of charge carriers in P-channel MOSFETs, $\frac{\Delta \beta_{P8,9}}{\beta_{P8,9}}$ is a normalized error of $\beta$ parameter between paired transistors $M_{P8}$ and $M_{P9}$, $\frac{\Delta \beta_{N4,5}}{\beta_{N4,5}}$ is the normalized error of $\beta$ parameter between paired transistors $M_{N4}$ and $M_{N5}$. Thus according to the derived equation (4.62) for offset voltage minimization, the ratio $W_{P8,9}/L_{P8,9}$ should be maximized, the ratio $W_{N4,5}/L_{N4,5}$ minimized, and the bias current also minimized because it is obvious that $I_B = 2I_D$.

However, the proposed circuit has to be able to use non-deterministic noise as much as possible. In the CMOS technologies used for applications above-mentioned, thermal noise and flicker noise occur mainly [106]. Thermal noise is a noise with flat frequency spectrum so-called white noise, which is usually modeled as an equivalent input noise voltage source of MOSFET [106] with the noise density described by the equation (2.33). MOSFETs also exhibit flicker noise, which is briefly described in section 2.6.2 and is modeled as the equivalent input noise voltage source of MOSFET [106] with the noise density given by the equation (2.37).

The input-referred noise density of the metastable element is calculated according to a principle mentioned in [107] when

$$\frac{\overline{dv^2_{in}}}{df} = \frac{\overline{dv^2_{out}}}{A^2} \quad (4.63)$$
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where \( A_v \) is given by the equation (4.15) and \( \frac{dV^2_{n,\text{out}}}{df} \) is output power spectral noise density based on the equation (4.19) and given by

\[
\frac{dV^2_{n,\text{out}}}{df} = \frac{d^2\nu_n}{df} \left( g_{\text{ds,P8}} + g_{\text{ds,N4}} - g_{m,N4} \right)^2
\]

(4.64)

where \( \frac{d^2\nu_n}{df} \) is PSD of noise current. Using the equations (4.63) and (4.64), the input-referred noise density can be expressed as

\[
\frac{dV^2_{n,\text{in}}}{df} = \frac{d^2\nu_n}{df}.
\]

(4.65)

Each of the transistors \( \text{M}_{\text{P8}}, \text{M}_{\text{P9}}, \text{M}_{\text{N4}}, \) and \( \text{M}_{\text{N5}} \) generates noise, which contributes to the total noise occurring in the metastable element. PSD of drain noise current a MOSFET is given by the sum of PSD of thermal noise current [107] described by

\[
\frac{d^2\nu_{n,\text{th}}}{df} = 4k_BT \gamma g_m \]

(4.66)

and PSD of flicker noise current [107] described by

\[
\frac{d^2\nu_{n,f}}{df} = \frac{K_f}{WLC_{\text{ox}}^2} \frac{1}{f} g_m^2.
\]

(4.67)

The metastable element is designed symmetrically for the above reasons. Therefore PSD of noise current is given by

\[
\frac{d^2\nu_n}{df} = 2 \left( 4k_BT \gamma g_{m,\text{P8},9} + 4k_BT \gamma g_{m,N4,5} + \right.
\]

\[
\left. \frac{K_f}{W_{\text{P8,9}}} \frac{1}{f} g_{m,\text{P8},9}^2 + \frac{K_f}{W_{\text{N4,5}}} \frac{1}{f} g_{m,N4,5}^2 \right) \]

(4.68)

where \( K_{f,P} \) is the flicker noise coefficient for P-channel MOSFETs and \( K_{f,N} \) for N-channel MOSFETs. Using equations (4.68) and (4.65) and after subsequent simplifications, the input-referred noise density can be expressed as

\[
\frac{dV^2_{n,\text{in}}}{df} = 2 \left[ \frac{4k_BT \gamma}{g_{m,\text{P8},9}} \left( 1 + \frac{g_{m,N4,5}}{g_{m,\text{P8},9}} \right) \right.
\]

\[
\left. + \frac{K_{f,P}}{W_{\text{P8,9}}} \frac{g_{m,N4,5}^2}{f} \left( 1 + \frac{K_{f,N}W_{\text{P8,9}}W_{\text{N4,5}}}{K_{f,P}W_{\text{N4,5}}} \left( \frac{g_{m,N4,5}}{g_{m,\text{P8},9}} \right)^2 \right) \right].
\]

(4.69)
From design point of view, it is important to express the equation (4.69) using geometric dimensions of the MOSFETs. Thus the total input-referred noise density is given by

\[
\frac{dv_{n,\text{in}}^2}{df} = 2 \left[ \frac{4k_BT\gamma}{\sqrt{2\mu_mC_{\text{on}}W_{\text{PR}9}L_{\text{PR}9}I_D}} \left( 1 + \sqrt{\frac{\mu_mN}{L_{\text{N4}5}} \frac{W_{\text{N4}5}}{W_{\text{PR}9}}} \right) + \frac{K_{\text{fP}}L_{\text{PR}9}}{W_{\text{PR}9}L_{\text{PR}9}C_{\text{ox}}^2} \frac{1}{f} \left( 1 + \frac{\mu_mK_{\text{fP}}L_{\text{PR}9}}{\mu_mL_{\text{PR}9}} \right)^2 \right].
\]  

(4.70)

The first part of the equation (4.70) represents thermal noise influence, which can be maximized by decreasing the ratio \(W_{\text{PR}9}/L_{\text{PR}9}\), increasing the ratio \(W_{\text{N4}5}/L_{\text{N4}5}\), and decreasing the drain current \(I_D\). Similarly, the second part of the equation (4.70) describes flicker noise influence, which can be maximized by decreasing the product \(W_{\text{PR}9}L_{\text{PR}9}\) and increasing the ratio \(L_{\text{PR}9}/L_{\text{N4}5}\).

<table>
<thead>
<tr>
<th>Influence</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offset voltage ↓</td>
<td>(W_{\text{PR}9}/L_{\text{PR}9} \uparrow) (W_{\text{N4}5}/L_{\text{N4}5} \downarrow)</td>
</tr>
<tr>
<td>Thermal noise ↑</td>
<td>(W_{\text{PR}9}/L_{\text{PR}9} \downarrow) (W_{\text{N4}5}/L_{\text{N4}5} \uparrow)</td>
</tr>
<tr>
<td>Flicker noise ↑</td>
<td>(W_{\text{PR}9}L_{\text{PR}9} \downarrow) (L_{\text{PR}9}/L_{\text{N4}5} \uparrow)</td>
</tr>
</tbody>
</table>

Tab. 4.1: Summary of found recommendations for the noise source proposal [4]

Transistor dimensions of this most sensitive part are proposed in the light of the above considerations, which are summarized in table 4.1. Naturally, dimensions of all used components are chosen to fit the designed circuit into a predefined area on a die. Recommendations for minimizing the offset voltage and prerequisites for maximizing thermal noise are contradictory. Therefore MOSFETs \(M_{\text{P8}}, M_{\text{P9}}, M_{\text{N4}}, \) and \(M_{\text{N5}}\) have been proposed with the same dimensions. In order to maximize flicker noise influence, channel areas of transistors \(M_{\text{P8}}\) and \(M_{\text{P9}}\) have been minimized by shortening their lengths \(L_{\text{P8}}\) and \(L_{\text{P9}}\). The proposed MOSFET dimensions have been fine-tuned by numerical simulations of the whole circuit, especially by a noise transient simulation in the Mentor Eldo simulator [14]. Thus the final transistors dimensions are \(W_{\text{PR}9} = W_{\text{N4}5} = 5 \mu\text{m}\) and \(L_{\text{PR}9} = L_{\text{N4}5} = 0.5 \mu\text{m}\).

The operating conditions of the circuit depicted in figure 4.3 are set by a reference current \(I_{\text{REF}q}\) of \(1 \mu\text{A}\). Current distribution inside the circuit is made by current mirrors.
The current mirror composed of P-channel MOSFETs $M_{P1}$, $M_{P2}$, and $M_{P3}$ is used in a cascode variant, which is created from transistors $M_{P4}$, $M_{P5}$, and $M_{P6}$. A current branch generating the voltage $V_{IN}$ for inputs of the differential pair copies the reference current in a ratio of 1 : 1. A ratio of the differential pair bias current created by the MOSFET $M_{P3}$ is proposed with regard to offset voltage minimization when according to equation (4.62) currents flowing transistors $M_{P8}$ and $M_{P9}$ should be decreased. The total current consumption of the whole circuit has to be also minimized due to minimization of the power consumption of the whole proposed TRNG. However, this bias current also has to be set with regard to a random data rate because higher data rate requires the higher bias current. The presented TRNG is designed for the output random data rate of 20 Mb/s. Therefore, after verification by simulations, the current for the differential pair is set in the ratio 4 : 1 to the reference current $I_{REFq}$.

The described TRNG is designed for use in complex ICs where a number of different parts work at the same time. In these ICs, deterministic disturbance arises and spreads across the chip, especially via the substrate and the power supply. This deterministic disturbance can occur in the output random data stream as a deterministic component. In other words, the output random data stream can be deliberately influenced and a system using some TRNG can be attacked in this way. Therefore systems with TRNGs must be resistant to this type of attack.

In presented design, the power supply and ground are divided into two separated parts. The first part is intended to supplying sensitive analog blocks, that is all noise sources. Moreover, the power supply and ground of each noise source are star-routed due to prevention of mutual distortion. Digital blocks of the proposed TRNG are supplied with the other part of the power supply and ground. These blocks operate with digital signals and cannot be easily affected by the described non-invasive attack. The presented generator does not show any deterministic components in the output random data stream during simulations of the power supply distortion as well as during on-chip verification. Nevertheless, to increase security, a low drop out regulator without any external capacitor integrated into the same die is suitable to use because there is no possibility to attack via external supply pin.
4.2.2 Digitizer

A block transferring random values from the analog part of the proposed TRNG to the digital part is marked as the digitizer and is shown in figure 4.8. The random signal $V_{O,Mq}$ in analog supply domain is transformed into the digital signal $V_{sq}$ in digital supply domain. The random values have to be transferred without any damage and synchronized with rest of the system. This block separates both power supply domains as well. The sources of randomness shown in figure 4.2 are created by connection of the digitizer to the noise source.

![Fig. 4.8: The schematic diagram of the designed digitizer [4]](image)

The random values are transferred between both supply domains by differential signals, which are created by standard CMOS inverters $I_1$ and $I_2$. These standard cells also suitably shape the input signal $V_{O,Mq}$. A structure consisting of transistors $M_1$, $M_2$, $M_3$, $M_4$ and commonly used in level shifters perform the transmission itself and drives an RS latch $I_3$ composed of standard CMOS NOR gates. The large digital circuits in complex ICs usually create supply voltage distortion in form of voltage glitches, which can cause malfunctions of other circuits connected to the same supply voltage. The incorporated RS latch $I_3$ is able to hold a logic value during supply voltage fluctuations and thus increase system reliability.

The output signal $V_{SETM}$ of the RS latch $I_3$ is still not suitable for further processing in the time multiplexor because a logic value of the signal cannot be reliably read in the next rising edge of the clock signal $V_{CLK,q}$ as it is shown in figure 4.4. Therefore the signal
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$V_{\text{RESET}}$ is formed in the clock generator. Using this, a part of the signal $V_{\text{SETM}}$ containing the random logic value is extended in the RS latch $I_4$ so that it can be synchronized with $V_{\text{CLK}q}$ in the D latch $I_5$, which produces a further usable signal $V_{sq}$.

Slightly asymmetric or too large parasitic capacitances at the noise source outputs can cause the TRNG failure. The noise source can be locked in one logic value. Therefore from the layout point of view to maintain symmetry, the digitizer is connected to each noise source output but only one of them is used for next signal processing. The digitizer is also placed as near as possible to the noise source outputs due to parasitic capacitance reduction of interconnections $V_{O,Mq}$ and $V_{O,Pq}$. For the same reason, inverters with the smallest possible MOSFETs are used at the digitizer input. A layout of the most sensitive part of the TRNG – the symmetric metastable element connected to input parts of the digitizers – is depicted in figure 4.9.

![Symmetry axes](image)

Fig. 4.9: The layout of the metastable element connected to input parts of the digitizers with a drawn symmetry axis

4.2.3 Time Multiplexer

Each source of randomness is designed to generate the digital random signal $V_{sq}$ with clock frequency 5 MHz. The time multiplexer depicted in figure 4.10 combines all four generated signals $V_{sq}$ shown in figure 4.11 and forms the internal raw random signal $V_{r,i}$ with four times higher clock frequency. Transmission gates are opened consecutively by signals $V_{SNq}$ controlling N-channel MOSFETs $M_{SNq}$ and their negations controlling P-channel MOSFETs $M_{SPq}$. All control signals are generated in the clock generator and derived from the fast clock signal $V_{OSC}$.
More circuits switch on at the same time then peaks on the power supply can appear. The sources of randomness generate the digital random signals $V_{sq}$ with a shift of one.
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quarter the period $V_{CL,K_d}$ among them. It reduces peak current consumption and thereby power supply distortion.

The internal raw random signal $V_{r,1}$ does not have sufficient capability to drive external circuits or measuring instruments. Hence an output buffer increasing load-driving capability is incorporated into the proposed TRNG structure and produces the raw random signal $V_r$, which is accessible from a pin on the manufactured chip.

The designed TRNG is a part of a multi-project test chip, which consists of four projects and was funded by the Grant Agency of the Czech Technical University in Prague, grant No. SGS17/188/OHK3/3T/13. The second project contains a block for switch-mode power supply. A mismatch among different types of MOSFETs is studied in the third project. The aim of the last project is testing new electrostatic discharge ESD protective structures in customized pads. The first three project are protected by pads containing standard ESD protections available in the used process. A layout of the whole test chip is depicted in figure 4.12.

![Fig. 4.12: The layout of the multi-project test chip without displayed tiles for better layer planarization](image)

The die photo is shown in figure 4.13. The designed device occupies an area of 0.029 mm² including all described parts – the noise sources, the digitizer, the time mul-
tiplexer, and the output buffer. In figure 4.13, there are not almost visible any structures, which are visible in figure 4.12 because the fabricated die contains so-called tiles, which are intended to better planarization of individual layers during chemical-mechanical polishing. For unambiguous identification, the fabricated chip includes one of the smallest emblems of the Czech Technical University in Prague, whose microphotography is shown in figure 4.14.

Fig. 4.13: Photo of the fabricated die. The proposed TRNG containing all described parts – the noise sources, the digitizer, the time multiplexer, and the output buffer – occupies the marked area [4]

Fig. 4.14: One of the smallest emblems of the Czech Technical University in Prague with the width of 59.55 µm and the height of 44.85 µm is present on the fabricated chip
4.3 Measurement Results

The designed TRNG integrated on the fabricated chip has been characterized and validated both from the perspective of quality of generated random number sequences and from the perspective of integration into a system. All random sequences have been tested by the statistical test suite FIPS [63] and by the stricter statistical test suites NIST [64]. These statistical test suites are briefly described in chapter 3 and can reveal a bias, repeating patterns, or unbalanced distribution of random data.

4.3.1 Arrangement of Measuring Instruments

Before the presentation of the measured results, an arrangement of measuring instruments shown in figure 4.15 is described. First, it was necessary to ensure the power supply of the manufactured chip, which was supplied by DC voltage of 1.2 V. The supply voltage was generated by Keithley 2400 SourceMeter, which provides precision voltage and current sourcing as well as measurement capabilities.

![Diagram of the measuring instrument arrangement](image)

Fig. 4.15: Diagram of the measuring instrument arrangement

The measured TRNG has been designed to be integrated as one part of SoC where the reference current and the clock signal are generated in so-called common blocks,
which contain oscillators and sources of reference voltages and currents for the whole system. Thus, during measurement, it was necessary to deliver the reference current and the clock signal \( V_{\text{OSC}} \). The reference current was also generated by the second Keithley 2400 SourceMeter. A clock generator named Stanford Research Systems CG635, which is able to produce very stable square wave clock signals, generated the clock signal \( V_{\text{OSC}} \) for all measurement runs.

During measurement, the temperature of each measured sample has been controlled by a precision temperature forcing system Thermonics T-2500E, which uses compressed air for its operation. Thus the compressed air was produced by a compressor with an incorporated filter removing oil residues. This arrangement allows measuring random number sequences generated at various temperatures, as can be seen from the measured results mentioned below.

The fabricated chip also contains testing structures, which allow connecting some internal signals to an external pad. This function is important during a debugging phase when the internal signals are checked if their waveforms and behavior of the TRNG are as expected. The internal signals were switched by a testing multiplexer, which was set by three testing bits in this case. Available signals were observed by a digital oscilloscope LeCroy LT374M.

The random number sequences generated in all defined operation points of the TRNG were read by a 102-channel logic analyzer Agilent 16803A. Subsequent evaluation of random number sequences was performed by the statistical test suites described in chapter 3 in a personal computer (PC).

### 4.3.2 Evaluation of Generated Random Number Sequences

All 15 statistical NIST tests have been performed with a significance level \( \alpha \) equal to 0.01. Thus each test has passed, if the computed \( P \)-value would have been equal or greater than 0.01. For NIST tests, 1 Mb long random sequences have been generated by the output random data rate from 10 Mb/s to 60 Mb/s in the temperature range of \(-35^\circ \text{C}\) to \(85^\circ \text{C}\). For FIPS tests, the random sequences have been shortened to the desired 20 kb.

The generator presented has been optimized for the random data rate of 20 Mb/s. However, the theoretical limit is slightly more than 60 Mb/s because the duration of the decision phase of the noise source output signal \( V_{\text{OMq}} \) described in section 4.2.1 does
not depend on the clock frequency. While increasing the clock frequency, the duration of the stable state shortens but the duration of the decision phase does not change. For this reason, when increasing the clock frequency above the limit, the noise source is not able to move to the stable state and generate any random bits. In other words, when the output random data rate rises above the theoretical limit, there is not enough time after the decision phase for generation of a new random bit. Faultless FIPS and NIST tests have confirmed functionality of the designed TRNG at the output random data rate of 20 Mb/s and at the ambient temperature of 25 °C. Further, the TRNG was able to produce the output random data without failure even with the rate 60 Mb/s, which coincides with the assumed theoretical limit. At the ambient temperature of 25 °C and all measured data rates, the generated random data passed the FIPS tests but failed in some NIST tests as can be seen in tables 4.2, 4.3, 4.4, and 4.5 where the total number of subtests and the number of passed subtests are displayed. An essential part of the results has been published in [4].

As described above, deterministic disturbance of the power supply can affect the quality of generated random sequences. Hence the random sequences were generated with artificially created power supply distortion, which simulated power supply distortion with the voltage spike frequency in the range of 10 MHz to 100 MHz coming from digital circuits. Results of the FIPS and NIST tests are consistent with the results obtained from the output random data generated at the undistorted power supply. Of this comparison, it can be assumed that the above-described distortion of the power supply does not affect the output random data.

From the results obtained, it is obvious that the proposed TRNG has worked well at the output random data rates 10 Mb/s and 20 Mb/s at all measured temperatures. However, at maximum data rates, the NIST tests have revealed periodic features in the output sequences, which has been caused by deterministic noise present in the circuit. At the highest measured temperatures and the highest data rates, an imbalance between zeros and ones has been observed, which has been demonstrated by unmet Frequency tests from both NIST and FIPS test suites. This bias has been caused by the occasional locking of the generator in one logic value. All results of NIST and FIPS tests are listed in tables 4.2, 4.3, 4.4, and 4.5.

The approximate entropy (ApEn) defined in [120] is used to determine the amount of regularity and the unpredictability of fluctuations in random bit streams. Thus small
Table 4.2: Results of the FIPS tests (P – Passed; F – Failed)

|       | 60 MHz |      |      |      |      |      |      |      |      |      |      | 50 MHz |      |      |      |      |      |      |      |      |      |
|-------|--------|------|------|------|------|------|------|------|------|------|------|--------|------|------|------|------|------|------|------|      |      |      |
|       | d      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      | d      | d    | d    | d    | d    | d    | d    | d    |      |      |      |
| d     | d      | d    | d    | d    | d    |      |      |      |      |      |      | d      | d    | d    |      |      |      |      |      |      |      |      |
| F     | F      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      |      |      |      |      |      |      |      |      |      |      |
| F     | d      | F    | d    | d    | d    | d    |      |      |      |      |      | d      |      |      |      |      |      |      |      |      |      |      |

|       | 40 MHz |      |      |      |      |      |      |      |      |      |      |      |    40 MHz |      |      |      |      |      |      |      |      |      |      |
|-------|--------|------|------|------|------|------|------|------|------|------|------|--------|------|------|------|------|------|------|------|      |      |      |
|       | d      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      | d      | d    | d    | d    | d    | d    | d    | d    |      |      |      |
| d     | d      | d    | d    | d    | d    |      |      |      |      |      |      | d      | d    | d    |      |      |      |      |      |      |      |      |
| F     | F      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      |      |      |      |      |      |      |      |      |      |      |
| F     | d      | F    | d    | d    | d    | d    |      |      |      |      |      | d      |      |      |      |      |      |      |      |      |      |      |

|       | 30 MHz |      |      |      |      |      |      |      |      |      |      |      | 30 MHz |      |      |      |      |      |      |      |      |      |      |
|-------|--------|------|------|------|------|------|------|------|------|------|------|--------|------|------|------|------|------|------|------|      |      |      |
|       | d      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      | d      | d    | d    | d    | d    | d    | d    | d    |      |      |      |
| d     | d      | d    | d    | d    | d    |      |      |      |      |      |      | d      | d    | d    |      |      |      |      |      |      |      |      |
| F     | F      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      |      |      |      |      |      |      |      |      |      |      |
| F     | d      | F    | d    | d    | d    | d    |      |      |      |      |      | d      |      |      |      |      |      |      |      |      |      |      |

|       | 20 MHz |      |      |      |      |      |      |      |      |      |      |      | 20 MHz |      |      |      |      |      |      |      |      |      |      |
|-------|--------|------|------|------|------|------|------|------|------|------|------|--------|------|------|------|------|------|------|------|      |      |      |
|       | d      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      | d      | d    | d    | d    | d    | d    | d    | d    |      |      |      |
| d     | d      | d    | d    | d    | d    |      |      |      |      |      |      | d      | d    | d    |      |      |      |      |      |      |      |      |
| F     | F      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      |      |      |      |      |      |      |      |      |      |      |
| F     | d      | F    | d    | d    | d    | d    |      |      |      |      |      | d      |      |      |      |      |      |      |      |      |      |      |

|       | 10 MHz |      |      |      |      |      |      |      |      |      |      |      | 10 MHz |      |      |      |      |      |      |      |      |      |      |
|-------|--------|------|------|------|------|------|------|------|------|------|------|--------|------|------|------|------|------|------|------|      |      |      |
|       | d      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      | d      | d    | d    | d    | d    | d    | d    | d    |      |      |      |
| d     | d      | d    | d    | d    | d    |      |      |      |      |      |      | d      | d    | d    |      |      |      |      |      |      |      |      |
| F     | F      | d    | d    | d    | d    | d    | d    | d    | d    | d    |      |      |      |      |      |      |      |      |      |      |      |
| F     | d      | F    | d    | d    | d    | d    |      |      |      |      |      | d      |      |      |      |      |      |      |      |      |      |      |
4. TRNG with Time Multiplexed Sources of Randomness

### Number of passed subtests at output random data rates

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>-35</th>
<th>-20</th>
<th>-5</th>
<th>10</th>
<th>25</th>
<th>40</th>
<th>55</th>
<th>70</th>
<th>85</th>
<th>-35</th>
<th>-20</th>
<th>-5</th>
<th>10</th>
<th>25</th>
<th>40</th>
<th>55</th>
<th>70</th>
<th>85</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monobit</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Frequency</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Runs</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Longest runs</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Binary matrix rank</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Spectral DFT</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Overlapping template</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Universal statistical</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Linear complexity</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Serial</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Approximate entropy</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Cumulative sums</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Random excursions</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Random excursions variant</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

Tab. 4.3: Results of the NIST tests at the output random data rates 10 Mb/s and 20 Mb/s
Design of True Random Number Generators Suitable for Integrated Circuits

Number of passed subtests at output random data rates 30 Mb/s and 40 Mb/s

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>30 Mb/s</th>
<th>40 Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>80</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>75</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>70</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>65</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>60</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>55</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>50</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>45</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>35</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>30</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>25</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>20</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>15</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>0</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>-5</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>-10</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>-15</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>-20</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>-25</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>-30</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>-35</td>
<td>35</td>
<td>35</td>
</tr>
</tbody>
</table>

Tab. 4.4: Results of the NIST tests at the output random data rates 30 Mb/s and 40 Mb/s
### Number of passed subtests at output random data rates

<table>
<thead>
<tr>
<th>Number of subtests</th>
<th>Temperature (°C)</th>
<th>50 Mb/s</th>
<th>60 Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-35</td>
<td>-20</td>
<td>-5</td>
</tr>
<tr>
<td>Monobit</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Frequency</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Runs</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Longest runs</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Binary matrix rank</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Spectral DFT</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Non-overlapping template</td>
<td>148</td>
<td>134</td>
<td>141</td>
</tr>
<tr>
<td>Overlapping template</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Universal statistical</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Linear complexity</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Serial</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Approximate entropy</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Cumulative sums</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Random excursions</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Random excursions variant</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

Tab. 4.5: Results of the NIST tests at the output random data rates 50 Mb/s and 60 Mb/s
values of ApEn imply strong regularity or persistence, and large values of ApEn imply substantial fluctuation or irregularity [120]. The ApEn calculation is a part of the NIST test suite. The ApEn values of all sequences are shown in figure 4.16. The approximate entropy of sequences generated with the lower data rates is high and close to the maximum value of the natural logarithm of 2. However, the ApEn values of sequences generated with the higher data rates are lower. Even the ApEn values at high temperatures and data rates are very low, which proves the presence of the already mentioned bias in these data sequences.

![Figure 4.16: The approximate entropy of output random number sequences generated in the temperature range of −35 °C to 85 °C [4]](image)

### 4.3.3 Current Consumption

This TRNG is designed for use within complex SoCs. Therefore, from the point of view of the whole system, it is necessary to know the consumption in defined operation points. The used instrument arrangement depicted in figure 4.15 allowed its measurement in all defined operation points. Thus the current consumption was also measured in the temperature range of −35 °C to 85 °C for the output random data rate from 10 Mb/s to 60 Mb/s and results are depicted in figure 4.17. At the ambient temperature of 25 °C and at the output random data rate of 20 Mb/s, the current consumption is 60.4 µA.
4.3.4 Required Energy per Random Bit

Some published TRNGs integrated into a chip can be evaluated according to required energy per random bit, which is usually calculated according to

\[ E_b = \frac{P_{\text{cons}}}{B_{\text{out}}} \]  \hspace{1cm} (4.71)

where \( P_{\text{cons}} \) is the power consumption of the TRNG and \( B_{\text{out}} \) is its output random data rate. This measure expresses an average amount of energy, which is needed to generate one random bit. However, it does not evaluate the quality of random number sequences. Therefore it is usually stated together with the results of statistical test suites. The energy per random bit of the designed TRNG is shown in figure 4.18 where it can be seen that the generator produces random number sequences with very low values of \( E_b \) in all operation points.

Also using the energy per random bit, the already published TRNGs can be compared. Table 4.6 shows a comparison among selected TRNGs based on used technology node, source of randomness type, occupied area on a chip \( A_{\text{TRNG}} \), power supply voltage \( V_{\text{SUP}} \), power consumption \( P_{\text{cons}} \), output random data rate \( B_{\text{out}} \), and energy per random bit \( E_b \).
### Table 4.6: Parameters including required energy per random bit of published TRNGs

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2785.7, 14</td>
<td>Combination</td>
<td>2000</td>
<td>1.50</td>
<td>3.62</td>
<td>0.56</td>
<td>2.0</td>
<td>9.56</td>
<td>0.043000</td>
<td>5.0</td>
<td>0.004004</td>
<td>4.5</td>
<td>0.98</td>
<td>1.0</td>
<td>2300</td>
<td>0.003172</td>
<td>1.0 – 1.8</td>
<td>0.015</td>
<td>0.0005</td>
<td>30.00</td>
<td>2424.24</td>
<td>180</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1878, 00</td>
<td>Metastability</td>
<td>350</td>
<td>1.8</td>
<td>2280</td>
<td>0.0104000</td>
<td>1.1</td>
<td>9.3</td>
<td>0.0029000</td>
<td>1.2</td>
<td>0.003300</td>
<td>4.5</td>
<td>0.98</td>
<td>1.0</td>
<td>2300</td>
<td>0.003172</td>
<td>1.0 – 1.8</td>
<td>0.015</td>
<td>0.0005</td>
<td>30.00</td>
<td>2424.24</td>
<td>180</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>87, 00</td>
<td>Chaos</td>
<td>350</td>
<td>1.8</td>
<td>2280</td>
<td>0.0104000</td>
<td>1.1</td>
<td>9.3</td>
<td>0.0029000</td>
<td>1.2</td>
<td>0.003300</td>
<td>4.5</td>
<td>0.98</td>
<td>1.0</td>
<td>2300</td>
<td>0.003172</td>
<td>1.0 – 1.8</td>
<td>0.015</td>
<td>0.0005</td>
<td>30.00</td>
<td>2424.24</td>
<td>180</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2424.24</td>
<td>Random oscillators</td>
<td>220</td>
<td>1.0 – 1.8</td>
<td>0.015</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>2424.24</td>
<td>180</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5, 00</td>
<td>No ise amplification</td>
<td>180</td>
<td>0.003172</td>
<td>1.0 – 1.8</td>
<td>0.015</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>2424.24</td>
<td>180</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3, 00</td>
<td>Metastability</td>
<td>180</td>
<td>0.003172</td>
<td>1.0 – 1.8</td>
<td>0.015</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>2424.24</td>
<td>180</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3, 00</td>
<td>Metastability</td>
<td>180</td>
<td>0.003172</td>
<td>1.0 – 1.8</td>
<td>0.015</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>0.0005</td>
<td>30.00</td>
<td>2424.24</td>
<td>180</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This work
From this table, it is obvious that the designed TRNG produces random number sequences with one of the lowest energy per random bit while the total power consumption is low.

Fig. 4.18: The energy per random bit of the designed TRNG calculated in the temperature range of $-35 \degree C$ to $85 \degree C$

### 4.4 Comparison

Based on measurements and statistical test results, it might be said that the fabricated TRNG can be integrated inside SoCs for generation of random bit sequences with the bit rate up to 20 Mb/s at above-mentioned temperatures without incorporating any corrector. When used at higher random data rates, the TRNG should be supplemented with any corrector mentioned in section 2.1.3 to improve the properties of random sequences. However, use of the generator at the highest random data rate is not appropriate because the results of both statistical test suites at the highest temperatures show failures.

The designed TRNG has been fabricated in the 130 nm bulk CMOS technology as the part of the multi-project test chip where occupies the area of 0.029 mm$^2$ and consumes 72.48 $\mu$W at the ambient temperature of 25 $\degree C$ and the output random data rate of 20 Mb/s. A direct comparison can be done with the TRNG published in [39] and fabricated by the similar 130 nm bulk CMOS process. This generator occupies a larger area of 0.145 mm$^2$,
has a higher power consumption of 1 mW, and a lower random data rate of 200 kb/s. Both TRNGs resist temperature and power supply variations.

Very high random data rates have been achieved by TRNGs published in [41], [123], [45], or [46], which have been fabricated in advanced node CMOS processes optimized for higher clock frequencies of digital circuits. They have much higher power consumption, and that can be an obstacle for use in some applications such as hand-held devices due to energy saving. The introduced architecture in this work allows reducing the power consumption, while the output random data rate remains high enough. Because the designed TRNG does not contain passive analog devices it simplifies its migration to advanced process nodes to increase TRNG random data rate and decrease the power consumption even more.
Chapter 5

Protective Mechanisms for TRNGs

Safety of contemporary communication systems is dependent on the unpredictability of random number sequences produced by RNGs. Therefore it is advisable to generate the random number sequences using TRNGs for the reasons described in previous chapters. However, in these cases, the safety of the systems may be impaired by deliberate malicious attacks on the TRNGs integrated into these communication systems. Then the produced random number sequences are manipulated, and attackers are able to guess parts or even entire sequences.

The attacks against TRNGs differ according to the method of execution. Attack types are summarized in [124]. Passive attacks do not directly affect the generation of random number sequences, but the sequences are estimated based on measurements of external manifestations of the system such as actual power consumption or emissions of the electromagnetic field. Active attacks can be conducted non-invasively when the sequences are affected by changing environmental conditions such as intentional changes of surrounding electromagnetic field, supply voltage, or temperature. In this way, a bias can be introduced into the probability distribution of logic values produced by the TRNG. The TRNG behavior can also be influenced by a destruction of the whole generator or its parts, which can be marked as the invasive active attack.

TRNGs are usually parts of SoCs. Therefore these systems should not have any accessible external pin dedicated only to a power supply of the TRNG and the TRNG power consumption should be negligible compared to the power consumption of the whole system. In this manner, it is possible to limit the passive attacks. Also the invasive active attacks are very complicated. The destruction of the TRNG only is almost impossible.
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without damaging the other parts of the system because the systems are usually designed as complex ICs fabricated in submicron technologies. So it is necessary to have a very expensive device such as a focused ion beam (FIB) instrument and to know details of the physical design of the whole SoC containing the TRNG. The most dangerous attacks are active non-invasive because the attackers do not need any expensive equipment. The proposed mechanisms described in this chapter are able to detect and eliminate the non-invasive active attacks. Parts of this chapter have been published by the author of this thesis in [5].

5.1 Enhanced Generic Architecture

The conventionally used generic architecture of TRNGs described in section 2.1 does not allow testing of random number sequences during their generation. Thus any deliberately introduced bias of random number sequences cannot be detected, and the communication system can be attacked without noticing. The disadvantage mentioned above is eliminated by the new enhanced architecture of TRNGs that allows testing of random number sequences at the hardware level during their generation.

Each TRNG can be attacked by deliberate malicious attacks for the purpose to affect random number sequences. Then these sequences lose random properties. Such attacks threaten the security of communication and thus cause security failure of the whole system. However, not only attacks threaten the system security. Loss of randomness can also be caused by deterministic noises such as deterministic distortion of power supply and chip substrate, or regular temperature fluctuations. This deterministic disturbance naturally occurs in complex ICs where a lot of various blocks work at the same time. Therefore, the proposed architecture contains mechanisms, which can detect the bias of random number sequences and also reveal a significant decrease in the entropy of sources of randomness.

Security elements of TRNGs were published in [97] but this thesis presents the new complex extension of the generic architecture with a description of used mechanisms. A block diagram of the proposed enhanced generic architecture (EGA) of TRNGs is shown in figure 5.1. After attack detection, implemented mechanisms create a notification, which stops the output stream of random numbers in order to the communication
system is not endangered. The notification is sent to other TRNG blocks – the post-processing block and the output interface. It is also available to a master system, which is informed about the state of generated sequences.

The attacker tries to modify properties of the source of randomness. However, the post-processing block incorporated in the TRNG structure is capable of removing imperfections of random data to some extent, but large imperfections caused by an attack cannot be solved by the post-processing. Therefore a block detecting possible attacks – an attack detector – works with the internal random numbers \( r[i] \), which are produced by the post-processing block and should have suitable properties. If known parameters of the internal random numbers \( r[i] \) are changed, the attack detector creates the notification that the malicious attack is detected.

The external random numbers \( r_{\text{out}}[i] \) produced by the TRNG must be unpredictable. In other words, \( r_{\text{out}}[i] \) must meet requirements of the statistical test suites and have sufficient entropy, which is described in section 3.3. The decrease in the entropy of \( r_{\text{out}}[i] \) can be evaluated as loss of randomness. Therefore it is appropriate to continuously monitor the level of the entropy and create the notification when the entropy significantly drops.

If the entropy of the digitized noise signal \( s[i] \) is sufficient, then the entropy of the internal random numbers \( r[i] \) is also sufficient for the reason mentioned in section 2.1.3.
Thus the post-processing block solves imperfections of $s[i]$. Moreover, the output interface does not affect the quality of random number sequences. So the entropy of the external random numbers $r_{out}[i]$ is the same as the entropy of the internal random numbers $r[i]$. Based on these claims, it is evident that if the entropy of the digitized noise signal $s[i]$ is sufficient, then the generated external random numbers $r_{out}[i]$ must also have sufficient entropy and can be considered as really random. Therefore a new block – a low entropy detector – monitors the entropy level of the digitized noise signal $s[i]$.

If the entropy decreases under a certain level, the notification is generated and sent to other blocks and the master system. The certain level of the sufficient entropy – a low entropy threshold – is determined on the basis of results of the successfully passed statistical test suites.

The proposed EGA allows using a reconfigurable noise source, which is able to respond to the low entropy notification and change its configuration. So the noise source in the new configuration generates the analog noise signal $\nu(t)$ under different conditions, which means higher power consumption and lower random data rate but also entropy increase.

### 5.2 Protective Mechanisms

Currently, modern communication and cryptographic systems face attack attempts every day, which threatens the safety of all electronic equipment and causes problems in everyday life. A part of the attacks is directed to TRNGs. Therefore the described EGA contains protective mechanisms, which are able to detect the deliberate malicious attacks and generator malfunctions characterized by the entropy decrease of produced sequences of random numbers.

#### 5.2.1 Attack Detector

The attack detector is based on a model of the attack when an offensive signal $a_a(t)$ is superimposed to the analog noise signal $\nu(t)$. This attack model is depicted in figure 5.2. In normal conditions, the TRNG produces random values with a specific probability distribution, but which is changed during the attack. In other words, the change of the probability distribution of the analog noise signal $\nu(t)$ is caused by the offensive signal $a_a(t)$. How-
ever, one condition must be met. The standard deviation of the noise source probability distribution must be smaller than an amplitude of the attack. This type of the attack may be considered the so-called side channel attack. After digitization, the attack appears as the bias $b$ of the probability, with which random bits are generated and which is defined in section 2.1.3.

To be possible to detect the potential attack, the attack detector monitors the bias occurring in the internal random numbers $r[i]$. A sudden increase of the bias causes the creation of the attack notification on the basis of which the generator can stop delivering random bits. Bias monitoring is based on a principle resulting from the fundamental purpose of the von Neumann corrector, whose function is described in section 2.1.3. If the internal random numbers $r[i]$ are generated without any bias $b$, the random data rate of the von Neumann corrector $B_{VN}$ is exactly four times lower than the random data rate of the internal random numbers $B_{IR}$. However, if the random bits are generated with the bias, the random data rate $B_{VN}$ decreases depending on the magnitude of the bias. So the ratio between $B_{VN}$ and $B_{IR}$ is a function of the bias $b$ given by the formula

$$\frac{B_{VN}}{B_{IR}} = \frac{1}{4} - b^2,$$

which is derived in section 2.1.3. Relation between $B_{VN}$ and $B_{IR}$ depending on the bias $b$ is shown in figure 5.3.
At this moment, it is necessary to determine an acceptable level of the bias and the bias, which is considered the possible attack. As mentioned above, limit values of the bias can be determined on the basis of results of the successfully passed statistical test suites. Thus the bias limit values \( b_{l,1} \) and \( b_{l,h} \) can be calculated using the probability when the post-processing block generates logic one assuming the entire sequence passes the statistical test suite. The Monobit test of the FIPS statistical test suite briefly described in section 3.2.1 defines the admissible numbers of logic ones in the random number sequences, which is in the range of \( N_{lo,1} \) to \( N_{lo,h} \). So the probability is in the range

\[
\frac{N_{lo,1}}{N_{FIPS}} \leq \Pr ( s[i] = 1 \mid \text{FIPS Monobit test passed} ) \leq \frac{N_{lo,h}}{N_{FIPS}}
\]  

(5.2)

where \( N_{FIPS} \) is the required length of the random number sequence by the FIPS test suite. Using the definition of the bias (2.5) and the formula (5.2), the bias limits can be expressed as

\[
b_{l,1} = \frac{N_{lo,1}}{N_{FIPS}} - \frac{1}{2}
\]  

(5.3)

and

\[
b_{l,h} = \frac{N_{lo,h}}{N_{FIPS}} - \frac{1}{2}.
\]  

(5.4)

By insertion of the parameters defined in the FIPS test suite, the specific values of the bias limit are calculated. So the low bias limit \( b_{l,1} \) equals to \(-0.01375\) and the high bias
limit $b_{th}$ equals to 0.01375. Assuming a fully functional and tested TRNG, if the absolute value of the bias suddenly rises above the calculated limits, the attack detector produces the notification.

The attack detector is realized as a counter of valid bits coming from the von Neumann corrector. The case, where this corrector generates a value, is marked as the valid bit. So the detector is composed of the standard counter and a very simple generator of the valid bits, which is shown in figure 5.4. An advantage of the solution described above versus the solution based on the definition of the bias is that this solution saves a considerable amount of logic gates. The solution based on the definition of the bias counts logic ones in the internal random numbers $r[i]$. The number of logic ones can be more than a half the length of the considered sequence. However, the solution described above counts only valid bits, which is slightly less than a quarter the length of the sequence. It also means that this solution saves an area on a chip, which is an important not only economic indicator. A disadvantage of this solution is a lower resolution of the bias, which is given by the factor $b^2$ in the equation 5.1.

![Fig. 5.4: The principle schematic diagram of the valid bit generator without buffers for proper timing](image)

The above-described solution of the attack detector has been implemented as a block described in the Verilog HDL [125], which can be automatically compiled by Synopsys Design Compiler [126] into a CMOS gate logic. Then its physical design can be automatically realized using Synopsys IC Compiler [127], which ensures proper timing of all logic gates and their optimal placement and routing for a chosen CMOS technology.
5.2.2 Low Entropy Detector

The low entropy detector should determine the entropy of the random number sequences during their generation. However, it is not an easy task. The definition of the Shannon entropy given in 3.3 is based on the knowledge of the whole number sequence. Therefore it is not possible to determine the value of the entropy directly from the definition, but a way must be found how to estimate the entropy of the generated sequences.

The new block of the EGA – the low entropy detector – estimates the entropy of the sequences produced by the source of randomness. So the low entropy detector processes the digitized noise signal \( s[i] \), which is the digital signal composed of logic ones and zeros. Under this assumption, an alphabet \( \mathcal{A} \) is introduced while \( \mathcal{A} = \{0, 1\} \). Then the probabilities are \( \Pr(s[i] = 1) = p_1 \) and \( \Pr(s[i] = 0) = p_0 \). At this moment, the mentioned probabilities are used to determine the entropy. So

\[
H(p_1) = - \sum_{q \in \mathcal{A}} p_q \log_2 p_q = -p_1 \log_2 p_1 - p_0 \log_2 p_0
\]

and because \( p_0 = 1 - p_1 \). The entropy is

\[
H(p_1) = -p_1 \log_2 p_1 - (1 - p_1) \log_2 (1 - p_1). \tag{5.6}
\]

As can be seen from the formula (5.6), it is not possible to determine the exact value of the entropy of random number sequences, which are being generated, because the probability \( p_1 \) is calculated from the entire sequence. Moreover, the probability can vary during its generation. Therefore, in this case, an approximation of the entropy is determined from consecutive sub-sequences with a fixed length. The sub-sequence is defined as \( g[v] = s[m_g i + v] \) where \( 0 \leq v \leq m_g - 1 \) and \( m_g \) is the length of the sub-sequence.

According to the formula (5.6), periodically repeated sequences of ones and zeros have the maximal value of the entropy. However, generation of these sequences by a TRNG is impermissible. Thus the approximate entropy of sub-sequences must be computed more complexly. For this reason, a method of the approximately entropy estimation published in [128] is adopted. First, the term binary derivative of the binary sub-sequence \( d[v] \) is defined. So this term published in [129] is described by

\[
d[v] = \begin{cases} 1, & g[v] = g[v + 1], \\ 0, & g[v] \neq g[v + 1]. \end{cases} \tag{5.7}
\]
Marking $d^O[v]$ represents an application of $d[v]$ $O$ times. In other words, $O$ is order of the binary derivative. By the application of the binary derivative, it is possible to detect periodically recurring patterns in the sub-sequence $g[v]$.

Using the formula (5.6), the entropy of each binary derivative of the binary sub-sequence $g[v]$ can be computed and marked as $H(p_{1,O})$ where $p_{1,O}$ is the probability given by $p_{1,O} = \Pr\left(d^O[v] = 1\right)$. For estimation of the approximate entropy $H_{\text{est}}$, a mechanism using the weighting method was especially developed and presented in [128]. Thus the approximate entropy estimation $H_{\text{est}}$ can be calculated as

$$H_{\text{est}} = \frac{1}{\sum_{q=0}^{m_g-1} w[q]} \sum_{q=0}^{NBD-1} H\left(p_{1,q}\right) w[q]$$

(5.8)

where $w[k]$ is a weighting function.

For application in the TRNGs, the suitable weighting function is

$$w[q] = 2^q.$$  

(5.9)

This method is usually marked as a power weighting. Every order of the derivative has own weight, and every binary derivative has a specific value of the Shannon entropy according to the formula (5.6). A higher order of the binary derivative has a higher weight. Therefore it is possible to eliminate sub-sequences with the periodic pattern.

The highest binary derivative is not used for computing the approximate entropy estimation $H_{\text{est}}$ because its contribution is not essential. Therefore the first $m_g - 2$ binary derivatives of the sub-sequence $g[v]$ are used for computation of a weighted average of the entropy as

$$H_{\text{est}} = \frac{1}{\sum_{q=0}^{m_g-2} 2^q} \sum_{q=0}^{m_g-2} H\left(p_{1,q}\right) 2^q$$

(5.10)

where $p_{1,q}$ is the probability and $p_{1,q} = \Pr\left(d^q[v] = 1\right)$.

The formula suitable for computation of the approximate entropy estimation $H_{\text{est}}$ is obtained by substituting the equation (5.6) into the equation (5.10). Then the partial sum of the geometrical series is applied and the approximate entropy estimation $H_{\text{est}}$ of the binary sub-sequence is

$$H_{\text{est}} = \frac{1}{2^{m_g-1} - 1} \sum_{q=0}^{m_g-2} \left(-p_{1,q} - \log_2 p_{1,q} - \left(1 - p_{1,q}\right) \log_2 \left(1 - p_{1,q}\right)\right) 2^q.$$  

(5.11)

As written above, the thresholding method is used in the low entropy detector. Therefore a threshold of the approximate entropy estimation of the binary sub-sequence is set.
On this basis, the low entropy detector decides whether the sub-sequence is valid or, conversely, is marked as the sub-sequence with the low entropy. The disadvantage of this method of the approximate entropy estimation computation is large time requirements.

Online calculation of the approximate entropy estimation is not a trivial task. The suitable length of the sub-sequences $m_g$ can be determined on the basis of properties of the statistical test suites described in chapter 3 and possibilities to evaluate the sub-sequence in real time. The statistical test suite define so-called runs, which are uninterrupted sequences of identical bits, and measure their occurrence. For this reason, it is suitable to use 8-bit or eventually 4-bit sub-sequences. For these sub-sequences, a preferable solution is to compute their approximate entropy estimations and choose the sub-sequences with low values, which will be detected during the operation of the TRNG. The sub-sequences with the low values of the approximate entropy estimation are listed in tables 5.1 and 5.2. The low entropy detector has been implemented as a block described in the Verilog HDL.

<table>
<thead>
<tr>
<th>Sub-sequence</th>
<th>$H_{est}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0.000000</td>
</tr>
<tr>
<td>1111</td>
<td>0.000000</td>
</tr>
<tr>
<td>0101</td>
<td>0.142857</td>
</tr>
<tr>
<td>1010</td>
<td>0.142857</td>
</tr>
</tbody>
</table>

Tab. 5.1: The 4-bit sub-sequences with the low values of the approximate entropy estimation

The low entropy detector creates a control signal for the noise source, which is reconfigured so that the random number sequence does not contain more consecutive sub-sequences with the low entropy. A number of the sub-sequences with the low-entropy results from the so-called long run defined by the FIPS test suite and described in 3.2.4. Thus, in other words, the sequence including at least 26 identical consecutive bits should not be produced. From this statement, the primary function of the low entropy detector is derived. Thus the noise source is reconfigured when the low entropy detector detects three equal consecutive 8-bit sub-sequences with low entropy or six equal consecutive 4-bit sub-sequences with low entropy. These states are further referred to as low entropy runes. If this situation occurs, the noise source is very likely affected by deterministic
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noise or even is locked in some output logic value. Therefore the noise source is reconfig-figured into the second functional state. By early reconfiguration, there is a chance that any corrupted sequence will not be produced and the TRNG will not fail.

<table>
<thead>
<tr>
<th>Sub-sequence</th>
<th>$H_{est}$</th>
<th>Sub-sequence</th>
<th>$H_{est}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000000</td>
<td>0.000000</td>
<td>00001111</td>
<td>0.107277</td>
</tr>
<tr>
<td>11111111</td>
<td>0.000000</td>
<td>11110000</td>
<td>0.107277</td>
</tr>
<tr>
<td>01010101</td>
<td>0.007874</td>
<td>01011010</td>
<td>0.107277</td>
</tr>
<tr>
<td>10101010</td>
<td>0.007874</td>
<td>10100101</td>
<td>0.107277</td>
</tr>
<tr>
<td>00110011</td>
<td>0.023389</td>
<td>00111100</td>
<td>0.111551</td>
</tr>
<tr>
<td>01100110</td>
<td>0.023389</td>
<td>01101001</td>
<td>0.111551</td>
</tr>
<tr>
<td>10011001</td>
<td>0.023389</td>
<td>10010110</td>
<td>0.111551</td>
</tr>
<tr>
<td>11001100</td>
<td>0.023389</td>
<td>11000011</td>
<td>0.111551</td>
</tr>
<tr>
<td>00100001</td>
<td>0.053399</td>
<td>00011110</td>
<td>0.114125</td>
</tr>
<tr>
<td>00100010</td>
<td>0.053399</td>
<td>00101101</td>
<td>0.114125</td>
</tr>
<tr>
<td>01000100</td>
<td>0.053399</td>
<td>01001011</td>
<td>0.114125</td>
</tr>
<tr>
<td>01110111</td>
<td>0.053399</td>
<td>01110000</td>
<td>0.114125</td>
</tr>
<tr>
<td>10001000</td>
<td>0.053399</td>
<td>10000111</td>
<td>0.114125</td>
</tr>
<tr>
<td>10110111</td>
<td>0.053399</td>
<td>10110100</td>
<td>0.114125</td>
</tr>
<tr>
<td>11011101</td>
<td>0.053399</td>
<td>11010010</td>
<td>0.114125</td>
</tr>
<tr>
<td>11101110</td>
<td>0.053399</td>
<td>11100001</td>
<td>0.114125</td>
</tr>
</tbody>
</table>

Tab. 5.2: The 8-bit sub-sequences with the low values of the approximate entropy estimation

5.3 Reconfigurable Source of Randomness

The proposed EGA allows utilization of a reconfigurable source of randomness, which consists of a reconfigurable noise source and an appropriate digitizer. Therefore an example of the solution is presented in this section. This solution is convenient for ICs. Circuits are proposed in the 130 nm bulk CMOS technology known as HCMOS9A from STMi-
croelectronics. This technology is not only suitable for digital systems but also analog and AMS systems.

### 5.3.1 Reconfigurable Noise Source

Randomness is extracted from a CMOS circuit exhibiting the metastable behavior, which is described in section 2.4. This circuit can generate individual random bits directly in each period and is derived from the noise source described in section 4.2.1. Therefore it is proposed based on the methodology shown in chapter 4. Immunity against deterministic disturbance of a power supply, which can affect the quality of random number sequences, is increased by implemented circuit topologies such as cascode connections of transistors.

The proposed noise source is capable of generating sequences of random bits in two settings. If randomness in the first setting of the noise source is lost, the system mentioned above switches the circuit to the second setting. There is a chance that the noise source could again start producing the random sequences. This approach could be called as a method of dual protection.

The analog noise signal is generated by the reconfigurable noise source containing the metastable element. The schematic diagram of this noise source is depicted in figure 5.5. The noise source is composed of the current mirrors, the internal voltage generator, two amplifiers, and the metastable element. The current mirror created from the N-channel MOSFETs $M_{N12}$ and $M_{N13}$ copies the fine reference current $I_{REF}$ of the value of $1 \mu A$ into the circuit. The current mirrors composed of P-channel MOSFETs $M_{P3} - M_{P15}$ serve as the current sources for the internal voltage generator, both amplifier, and the metastable element. They contain the cascode transistors due to reducing the influence of deterministic power supply distortion.

The metastable element works as a fast comparator with inputs connected to the voltage $V_{SET}$. This voltage is generated in the simple internal voltage generator, which is composed of one branch of the P-channel MOSFET current mirror and N-channel MOSFETs $M_{N8}$ and $M_{N9}$. In the default setting, the cross-coupled N-channel MOSFETs $M_{N1}$ and $M_{N2}$ create a positive feedback during the decision phase while the transistors $M_{N3}$ and $M_{N4}$ are disabled by switches $SW_1$ and $SW_2$. In figure 5.6, the switches are drawn as symbols, but in reality, they are made up of MOSFETs. The N-channel MOSFETs $M_{N7}$, $M_{N8}$, and $M_{N9}$ reset the proposed noise source and keep it in the well-defined state when the
Fig. 5.5: The simplified schematic diagram of the reconfigurable noise source
clock signal $V_{CLK}$ is in logic one. At this moment, the circuit is in the reset phase. When the clock signal goes into logic zero, the circuit goes into the decision phase. The voltage in the nodes $V_P$ and $V_M$ goes from the metastable voltage $V_{meta}$ of 985 mV to one of the stable voltages as can be seen in figure 5.6. The final stable voltage value is given by the random noise present in the metastable element during the decision phase. As well as the noise source proposed in section 4.2.1, this noise source extracts randomness from thermal and flicker noise, which appear in CMOS circuits and are described in section 2.6.1 respectively in section 2.6.2.

---

**Fig. 5.6:** Waveforms of signals inside the reconfigurable noise source simulated by the Mentor Eldo simulator at the transistor level
Any asymmetry of the metastability element can cause a systematic error during random bit generation. Thus the random number sequences could be biased, and their quality would be low. Therefore the metastable element is proposed symmetrically. In other words, not only all active components of the metastable element are designed symmetrically, but also parasitic capacitances and resistances on both sides of the element must be the same. As well as the case of the TRNG described in the previous chapter, the high quality of physical design of this circuit is essential. Therefore it is necessary to make it manually with the utmost caution. Any deviation from the symmetry of circuit layout can cause some bias in the produced random number sequences. A symmetrical layout of the reconfigurable noise source is shown in figure 5.7.

![Symmetry axes](image)

Fig. 5.7: The layout of the reconfigurable noise source with a drawn symmetry axis

The single-stage amplifiers created from N-channel MOSFETs $M_{N5}$ and $M_{N6}$ and two branches of the P-channel MOSFET current mirror are incorporated into the circuit of the noise source to shape and create the analog noise signals, which are represented by the voltages $V_{OM}$ and $V_{OP}$ and should be complementary under normal conditions. They also cause slightly faster reaction of digitizer input circuits. Waveforms of signals inside the reconfigurable noise source depicted in figure 5.6 were created by the Mentor Eldo simulator at the transistor level when noise transient simulations were performed.
Into the second functional setting, the reconfigurable noise source is set by the control signal, which can be marked as a low entropy alert and is produced by the low entropy detector based on the conditions defined above. The circuit is designed based on the assumption that the low entropy alert represented by the voltage $V_{LEA}$ can occur at any time. Therefore the low entropy alert is synchronized with the clock signal $V_{CLK}$ using a D-type flip-flop $I_1$ in order circuit parameters are not changed during the decision phase when a random bit is generated. So the circuit is reconfigured during the reset phase. As can be seen in figure 5.6, the coming alert $V_{LEA}$ is synchronized and a generated internal alert signal $V_{LEAi}$ switches the circuits parameters using the switches $SW_1 – SW_4$. During reconfigurable noise source design, the low entropy alert was forced into the circuit to be possible to test both functional settings.

<table>
<thead>
<tr>
<th>MOSFETs</th>
<th>Number of elements (-)</th>
<th>Width (µm)</th>
<th>Length (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{N1}$, $M_{N2}$</td>
<td>2</td>
<td>4.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_{N3}$, $M_{N4}$</td>
<td>2</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_{N5}$, $M_{N6}$</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_{N7}$, $M_{N8}$</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_{N9}$</td>
<td>1</td>
<td>5</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_{N10}$, $M_{N11}$</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>$M_{N12}$, $M_{N13}$</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$M_{P1}$, $M_{P2}$</td>
<td>2</td>
<td>4.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_{P3}$, $M_{P5}$</td>
<td>1</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$M_{P4}$, $M_{P6}$</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$M_{P7}$, $M_{P13}$</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$M_{P8}$, $M_{P14}$</td>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$M_{P9}$</td>
<td>14</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$M_{P10}$</td>
<td>14</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$M_{P11}$</td>
<td>2</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$M_{P12}$</td>
<td>2</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

Tab. 5.3: Dimensions and numbers of elements of MOSFETs used in the reconfigurable noise source
After creation of the low entropy alert, the switches $SW_1 - SW_4$ enable additional circuit structures, which change parameters of the noise source. Specifically, the switches $SW_3$ and $SW_4$ enable an additional branch of the P-channel MOSFET current mirror formed by $M_{P11}$ and $M_{P12}$. By this step, the quiescent current flowing into the metastable element is increased by 14.3%, namely from 14 $\mu$A to 16 $\mu$A. Furthermore, the total ratio of width to length $W/L$ of transistors $M_{N1}$ and $M_{N2}$ creating the positive feedback is changed by switching $SW_1$ and $SW_2$ when parallel-connected transistors $SW_3$ and $SW_4$ are turned on. So the ratio is larger by 44.4% while the total width of the parallel-connected transistor pairs $SW_1 - SW_3$ and $SW_2 - SW_4$ increases from 9 $\mu$m to 13 $\mu$m and their length remains unchanged. Dimensions and numbers of elements of all MOSFETs are listed in table 5.3.

Also in this setting, the noise source is able to generate random bit sequences as can be seen in section 5.4 but at the cost of higher power consumption. The reconfigurable noise source is designed to be able to operate at the clock frequency of 25 MHz and the supply voltage 3.6 V. The simulated power consumption of the noise source together with the digitizer is 203.6 $\mu$W in the first parameter setting. In the second parameter setting, the power consumption is higher and is equal to 222.7 $\mu$W. Both simulations of the power consumptions were performed at ambient temperature 25°C.

5.3.2 Differential Digitizer

The presented differential digitizer shown in figure 5.8 transforms the analog noise signal into a digital form and exploits the basic feature of the proposed noise source mentioned above that the output signals of the noise source $V_{O,P}$ and $V_{O,M}$ depicted in figure 5.9 are complementary during the decision phase when a random bit is generated. In other words, in this phase, the signal $V_{O,P}$ randomly goes into one of the logic values and the other signal $V_{O,M}$ goes into the opposite logic value.

As in the previous chapter, the power supply and ground are divided into two separated parts and star-routed due to the prevention of mutual distortion. All sensitive parts of this source of randomness are connected to the quiet supply voltage $V_{ASUP}$ respectively to the quiet ground voltage $V_{AGND}$. The digital part is supplied by the power domain formed by the supply voltage $V_{DSUP}$ and the ground voltage $V_{DGND}$. Transmission of signals between both power domains is one of the digitizer tasks.
Input inverters $I_1$ and $I_2$ shape the signals $V_{O,P}$ and $V_{O,M}$ and form the signals $V_{DP}$ and $V_{DM}$, which are transferred by the circuit part composed of MOSFETs $M_1$, $M_2$, $M_3$, and $M_4$ from an analog power supply domain to a digital power supply domain. A RS latch $I_3$ created by CMOS NAND gates is incorporated to hold the transferred logic value during large fluctuations of the power supply when it could lead to erroneous transmission of the logic value. In this part, the signal $V_{SETR}$ is available with suitable logic values in the digital power supply domain, but it is not synchronized with the clock signal $V_{CLK}$ so that it can be further processed. Therefore another RS latch also composed of CMOS NAND gates produces the signal $V_{QR}$, whose duration of logic values are extended to be possible to be reliably sampled by a D flip-flop $I_5$. In this way, the output signal $V_s$ is synchronized with the clock signal $V_{CLK}$ and can be further processed in other digital parts of the TRNG.
The signal $V_{\text{RESET}}$ resetting the RS latches I$_4$ and I$_9$ is generated together with the clock signal $V_{\text{CLK}}$ in the master system.

![Waveforms of signals inside the differential digitizer](image)

Fig. 5.9: Waveforms of signals inside the differential digitizer simulated by the Mentor Eldo simulator at the transistor level.

This digitizer is also able to check the functionality of the proposed noise source. So the assumption is that a correctly generated bit is formed from the signals $V_{\text{OP}}$ and
V_{OM}, which are complementary during the decision phase under standard conditions. This complementarity is checked by an additional part of the introduced digitizer. This part is composed of a CMOS XOR gate at the input. The resulting value is then transferred into the digital power supply domain in the same way as described above. If the random bits are generated correctly, the signal checking validity V_V is in the logic one. However, if the TRNG was attacked, a situation could occur that the signals V_{OP} and V_{OM} would not be complementary. Thus the signal V_V would indicate invalid random bits generation and would be in the logic zero.

The inputs of the differential digitizer are connected directly to the most sensitive part of the TRNG – the noise source. Therefore the physical design of the noise source together with the digitizer inputs needs to be absolutely symmetrical. Any asymmetry can introduce the bias into random number sequences or even cause failure of the TRNG. So the physical design has been done manually using the methods described in chapter 7, which allow creating high-quality layouts of AMS circuits in a short time. Also all passive parasitic components such as parasitic resistors and capacitors must be minimized in order the circuit parameter would be minimally affected.

5.3.3 Power Supply

The proposed source of randomness has been developed with the power supply voltage of 3.6 V. Generally, it is suitable to minimize deterministic noises in the power supply, which might appear as a deterministic component in random number sequences. In extreme cases, this possibility might be abused, and little resistant TRNGs might be deliberately affected due to an intentional security breach of the system. Therefore, to minimize attack potential, a capacitor-less low dropout voltage regulator (LDO) with a high power supply rejection ratio and with no accessible external pin should be used to supply systems containing TRNGs.

For the power supply of the presented source of randomness, a capacitor-less LDO has been proposed and published in [130]. This LDO with the output power P-channel MOSFET is designed in the same CMOS technology, does not require any external component, is stable in a wide range of load currents, has fast transient response performance and low current consumption. Therefore it can be integrated with the presented circuit in one chip together. Also, for the power supply of this circuit, another variant of a LDO
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with the output power N-channel MOSFET [131] has been developed and can be used. This variant provides the similar parameters and even higher load current but at the cost of higher power consumption of a control part.

5.4 Achieved Results

The designed blocks have been tested both separately and also together as a system. The reconfigurable source of randomness designed in the 130 nm HCMOS9A bulk CMOS technology has been simulated. The quality of generated random number sequences has been tested by FIPS and NIST test suites described in chapter 3. These statistical tests can find any discrepancies in random number sequences such as the bias or periodically repeating patterns. For evaluation of the proposed circuit, random number sequences with the length of 1 Mb were generated for both configurations of the noise source mentioned above. The noise transient simulations lasted an enormous time. Therefore it is not possible to generate a large number of random number sequences. The produced sequences were processed by commonly used correctors – the XOR corrector and the von Neumann corrector, whose principles and features are described in section 2.1.3. At first, all generated and processed sequences of random numbers were tested by the FIPS test suite, which did not detect any bias or repeating patterns. Thus all sequences passed this test suite and results for the random number sequence generated at the ambient temperature of 25°C and the clock frequency of 25 MHz are listed in table 5.5. The proposed source of randomness can generate random bit during each period of the clock signal. Thus if the clock frequency is set to 25 MHz, the data rate of the digitized noise signal is 25 Mb/s.

The same random number sequences were also tested by the strict NIST test suite, whose results are listed in table 5.4. The results are in the form \( N_p / N_f \) where \( N_p \) is the number of the passed sub-tests and \( N_f \) is the number of the failed ones. In the case of sequences generated by the noise source in the default setting and not processed by any corrector, the Non-overlapping template test fails in only one subtest out of 148. The sequences processed by the XOR corrector and the von Neumann corrector passed all test from the NIST test suite, which is a very good result. In the other case, when the noise source was switched to the non-default setting, the random number sequences generated directly without any corrector also passed all test except the Non-overlapping
template test, which fails in three subtest. The results of the sequences processed by the XOR corrector show that the negligible distortion in the form of repeating patterns was not completely eliminated. The Non-overlapping template test fails in only one subtest. However, the von Neumann corrector removed this distortion to a large extent as can be seen from the achieved results. Thus all NIST statistical tests passed. Based on the obtained results, the reconfigurable noise source shows very good properties. Subtest failures of the Non-overlapping template test in the above-mentioned cases do not indicate any major problems because the $P$-value always approached the decisive value.

<table>
<thead>
<tr>
<th></th>
<th>Default setting of reconfigurable noise source</th>
<th>Non-default setting of reconfigurable noise source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Directly</td>
<td>XOR</td>
</tr>
<tr>
<td>Monobit</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Frequency within block</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Runs</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Longest runs</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Binary matrix rank</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Spectral DFT</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Non-overlap. template</td>
<td>147/1</td>
<td>148/0</td>
</tr>
<tr>
<td>Overlapping template</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Universal statistical</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Linear complexity</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Serial</td>
<td>2/0</td>
<td>2/0</td>
</tr>
<tr>
<td>Approximate entropy</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Cumulative sums</td>
<td>2/0</td>
<td>2/0</td>
</tr>
<tr>
<td>Random excursions</td>
<td>8/0</td>
<td>8/0</td>
</tr>
<tr>
<td>Random excursions var.</td>
<td>18/0</td>
<td>18/0</td>
</tr>
</tbody>
</table>

Tab. 5.4: Results of the NIST tests for both settings of the reconfigurable noise source which have been generated directly (Directly), using the XOR corrector (XOR), or using the Von Neumann corrector (VN)
5. Protective Mechanisms for TRNGs

<table>
<thead>
<tr>
<th></th>
<th>Default setting of reconfigurable noise source</th>
<th>Non-default setting of reconfigurable noise source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Directly</td>
<td>XOR</td>
</tr>
<tr>
<td>Monobit</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Poker</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Runs</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Long runs</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
</tbody>
</table>

Tab. 5.5: Results of the FIPS tests for both settings of the reconfigurable noise source which have been generated directly (Directly), using the XOR corrector (XOR), or using the Von Neumann corrector (VN)

Integration of any of above-mentioned correctors into the TRNG architecture improve the quality of random number sequences at the cost of a lower output data rate. Moreover, in the case of utilization of the von Neumann corrector, the output data rate is not constant but varies in time. It must be taken into account when designing the output interface. The presented circuit has been also simulated with deterministic disturbance of the power supply but no deterministic component has not appeared in the tested random number sequences.

The reconfigurable noise source has also been simulated together with the proposed low entropy detector, which has been tested in settings listed in table 5.6 where the used threshold value of the approximate entropy estimation $H_{est,th}$ and the used length of the sub-sequence $m_g$ are stated. The low entropy detector has not detected any low entropy run in random number sequences generated by the proposed noise source. Therefore, to verify functionality, random number sequences, into which the low entropy runs have been added, have been forced into the simulated system based on the EGA. Then the reconfigurable noise source has been switched to the non-default setting and back according to the proposed mechanism mentioned above.

A similar situation occurred when testing the attack detector. During simulations of the system based on the EGA, there has been no case when an attack has been detected. Therefore, to verify the functionality of the proposed attack detector, random number sequences with an introduced bias have been forced into the system. The attack detector
Design of True Random Number Generators Suitable for Integrated Circuits

has responded as expected and announced the possible attack. This information has been available to the master system on the output terminal of the proposed TRNG.

<table>
<thead>
<tr>
<th>Setting number</th>
<th>$H_{\text{est,th}}$</th>
<th>$m_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>0.06</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>0.11</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>0.12</td>
<td>8</td>
</tr>
</tbody>
</table>

Tab. 5.6: Used settings of the proposed low entropy detector

As mentioned above, the power consumption of the reconfigurable noise source is 203.6 $\mu$W in the first parameter setting and 222.7 $\mu$W in the second parameter setting. Thus the required energy per random bit defined in section 4.3.4 is 8.14 pJ/b in the first parameter setting and 8.91 pJ/b in the second setting. When compared to values in table 4.6, the achieved values are very low, but they are slightly higher than the achieved values of the TRNG with time multiplexed sources of randomness described in chapter 4. It is due to the use of another CMOS technology, which is preferable for power supply systems and less suitable for signal processing applications.

The designed system has been verified by noise transient simulations in the Mentor Eldo simulator [14] and is ready for integration into a chip, which will be fabricated in the 130 nm HCMOS9A bulk CMOS process. This system can be directly compared with the TRNG published in [39], which produces the quality random number sequences and is designed in the similar 130 nm bulk CMOS process. However, it achieves a lower output data rate of 200 kb/s and do not contain any protective mechanisms.

5.5 Future Work on Development of TRNGs

The aim of new TRNGs is to produce a large amount of data in a short time but with the lowest possible power consumption so that they might be integrated into SoCs, which are parts of mobile hand-held applications. It is also necessary to ensure safety in order the
TRNGs cannot be attacked by deliberate malicious attacks. Therefore the development of these generators still continues.

### 5.5.1 EGA with Time Multiplexed Sources of Randomness

Future development of TRNGs is based on connection of the new introduced EGA with the TRNG described in chapter 4. In a future proposal, randomness will be extracted in four reconfigurable sources of randomness, which are described in section 5.3. Each digitized noise signal produced by sources of randomness will be checked by the low entropy detector mentioned in section 5.2.2. The low entropy detector will control the setting of the reconfigurable noise source and pass its status to the control logic. If the reconfigurable noise sources work properly, the produced digitized noise signals will be multiplexed as described in the previous chapter.

If the low entropy detectors detect corrupted random data produced by some of the reconfigurable sources of randomness, the affected sources will be turned off, and the internal random numbers will be generated by the functional ones. Therefore the control logic will drive the time multiplexer. Turning off some sources of randomness will mean a reduction of output random data rate. The produced internal random numbers will be checked by the attack detector, whose function is described in section 5.2.1. If any possible attack is detected, the detector will stop random number generation. The control logic will inform the master system about TRNG status. This idea is depicted in figure 5.10.

All parts of the future TRNG except the control logic have been proposed and tested by the functional sample or simulations. The main task will be a proposal of the control logic and testing of the whole system. In the first phase, the system will be simulated using behavioral models, which are described in chapter 6. Then the behavioral models will be replaced by designs at the transistor level. After simulations, the physical design of this proposal will be done using the methodology steps mentioned in chapter 7.

### 5.5.2 Noise source with Automatic Zeroing

A TRNG can be influenced by any mismatch among used components. Therefore future work is aimed at a proposal of the noise source, which will be able to reduce an influence of the mismatch actively. The main idea of this proposal is an introduction of a mechanism of automatic zeroing, which will compensate for the consequences of the mismatch. The
Fig. 5.10: The block diagram of the TRNG connecting the EGA with time multiplexed sources of randomness.
new noise source with automatic zeroing will be derived from the noise sources mentioned above and also will work periodically. During the reset phase, the noise source will be reconfigured to be possible to measure the offset voltage and save it. Then, during the decision phase, the noise source will be reconfigured back to its default form and the saved offset voltage will be summed up with input voltages. This approach should actively eliminate the influence of the mismatch.
Behavioral Models of TRNGs

Behavioral models of electronics systems are used for the architecture definition of these systems and then during final verification of the designed device. It is not possible to manufacture all versions of proposed systems because fabrication of hardware prototypes is very expensive and together with testing, long-lasting process. The number of fabricated versions and duration of development phase is reflected in a price of the finished product and its competitiveness in the market. To use the behavioral models allow greater degree of optimization, reducing the number of bugs and also the manufactured prototypes. Therefore, in the result, to use these models during development phase increases competitive of the product.

Systems working with digital signals are usually modeled by so-called hardware description language (HDL) such as VHDL (Very-high-speed IC HDL) or Verilog HDL [125]. An advantage of these models is that they can be directly synthesized by tools such as Synopsys Design Compiler [126] into a gate level netlist with which the physical design can be automatically compiled by Synopsys IC Compiler [127].

Analog systems working with continuous signals and AMS systems working with both signal types can be modeled by derivatives of the Verilog HDL such as Verilog-A or Verilog-AMS. These extensions allow solving differential equations describing the behavior of the analog systems. The TRNGs proposed in this thesis are typical representatives of AMS circuits extracting randomness from a physical phenomenon and transferring random information into the digital domain. For simulations of the created behavioral models, simulators such as Mentor Eldo [14] or Virtuoso Spectre Circuit Simuator [89] can be used.
Creation and following simulations of precise models are time-consuming. Therefore physical phenomena exploited in the systems are modeled only approximately. A compromise between the time consumption and accuracy of the behavioral model must be done [66]. In other words, the behavioral models approximate properties of the designed circuits at the transistor level.

TRNGs are individual parts of a SoC, which are usually fabricated in CMOS or BCD processes. Simulations of the whole complex SoC at the most accurate transistor level are almost impossible due to enormous time demands. Therefore, during simulations, individual parts of the SoC can be substituted by their behavioral models. This replacement significantly speeds up simulations of the whole system, which makes it easier to find system bugs.

The behavioral models of the designed TRNGs must exhibit the same properties as the designed TRNGs themselves. Their properties are evaluated based on produced random number sequences, which are tested by the statistical test suites FIPS [63] or NIST [64] described in chapter 3. Thus the random number sequences generated by the behavioral models should have very similar results of the statistical test suites to the random number sequences produced by the real TRNGs. The behavioral models of TRNGs have been published by the author of this work in [7] and [98].

### 6.1 Behavioral Model of TRNG with Time Multiplexer

The models of the AMS systems are usually described by system structure and individual modules, which are defined by mathematical relations among input and output signals. The relations can be created by events defined in the used Verilog-A HDL and allowing better control of the models. Then the system structure can be defined hierarchically on multiple levels, in which the modules are placed and interconnected. After the definition of the system structure and description of all modules, a set of equations describing the system is created using Kirchhoff’s circuit laws and solved by a simulator to be obtained the system response. For simulations of the behavioral model of the TRNG with time multiplexed sources of randomness, both simulators mentioned above have been used.

This behavioral model of the TRNG described in chapter 4 has been analyzed by a transient analysis when the used simulator replaces nonlinear differential equations by
discrete-time finite difference approximations. Then, at each time point of a simulation time interval, the set of equations is iteratively solved by the Newton-Raphson method. The first convergence criterion is fulfilled when the solution of present iteration is close to the solution of the previous iteration. Similarly, the second criterion is met when the Kirchhoff’s Flow law is satisfied. The iteration process terminates if both convergence criteria are satisfied [90].

6.1.1 Description of Model

The structure of the behavioral model of the TRNG with time multiplexed sources of randomness is derived from the block diagram shown in figure 4.2. Individual blocks are modeled as the modules by event-based approach described in Verilog-A HDL [90]. The fundamental module is the source of randomness composed of the noise source and the digitizer as stated in section 2.1. The noise source extract randomness from the metastable behavior of the metastable element, which is explained in section 2.4. The metastable element is a symmetric structure and therefore is modeled by two identical modules.

Output voltages $V_{O,m,Pq}$ and $V_{O,m,Mq}$ are generated in several phases as described in section 4.2.1. In the first phase – so-called decision phase, the output voltage is equal to the metastable voltage $V_{\text{meta}}$ and the metastable element is in the metastable state. In CMOS ICs, thermal noise and flicker noise briefly described in section 2.6 are significant. Noise in this behavioral model is generated by a PRNG, which is available in the
Verilog-A HDL [90]. The fundamental disadvantage of the used PRNG is that it generates the same number sequences with the same seed. For this reason, the only differences between both modules of the noise source are different seeds of the PRNG. Structure of the model of the source of randomness is shown in figure 6.1.

Fig. 6.2: Waveforms of signals generated by the behavioral model of the TRNG with time multiplexed sources of randomness simulated by transient analysis of the Mentor Eldo simulator
Thus transition to the stable state is caused by the noise present in the model. The final value of the stable state is given by the modeled noise, which is not based on any physical phenomena with random behavior but a result of the computational algorithm. This model has to work periodically. Therefore it is controlled by the clock signal. If its value is in logic one, the model is reset. In the opposite value, the model generates a random value according to the principle mentioned above. The modeled output signals of the noise source are shown in figure 6.2. This solution is designed to verify the system. However, it can not be used to obtain random number sequences for real applications because they are not truly random but only pseudo-random.

The second part of the source of randomness module is the digitizer, which transfers the analog noise signal to the digital form. Another task of the digitizer is a separation of power supply domains. Thus the produced digitized noise signal shown in figure 6.2 is composed of two logic levels in the digital domain and is synchronized with the relevant clock signal. The digitizer is modeled by an event called Cross Event, which is generated when the required expression crosses zero in a specified direction.

The behavioral model of this TRNG contains four sources of randomness. Their output signals are composed in the time multiplexer according to the principle defined in section 4.1. It allows generating random number sequences with four-time higher random data rate. This block is modeled by another basic event known as Time Event, which is produced at defined time points.

A part of the TRNG proposed in chapter 4 is the output interface creating the desired format of output random data to be possible to read them. In the case of this behavioral model, the output interface is a module, which saves generated random values into a text file so that the random number sequences can be further tested by the described statistical test suites. The name and location of the text file can be specified as parameters of the module. Moreover, the model of the output interface produces an output digital signal with defined voltage levels, which may be marked according to the definition mentioned in section 2.1 as the external random numbers. This signal can be further processed by the master system.

The created behavioral model also contains correctors described in section 2.1.3 to be possible to compare properties of produced sequences before and after processing. The correctors are able to some extent eliminate the bias present in generated random number
sequences. The module containing the correctors processes the internal random numbers and thus is incorporated between the time multiplexer and the output interface. Therefore the output interface also saves resulting sequences produced by the correctors into other text files.

### 6.1.2 Properties of Model

As mentioned above, tasks of the developed model are to approximate the behavior of the TRNG with time multiplexed sources of randomness and generate random number sequences with very similar properties as random number sequences produced by the fabricated TRNG. The properties are visible from the obtained results of the applied statistical test suites FIPS [63] and NIST [64]. Each test of these suites evaluates some property, which is expected from random number sequences. As described in chapter 3, the sequences with the length 1 Mb was tested by the NIST test suite and then they were shortened to 20 kb to be evaluated by the FIPS test suite.

Random data were generated during the transient simulation by Mentor Eldo simulator [14]. The output random data rate was set to the nominal value of 20 Mb/s according to the value, on which the fabricated TRNG is proposed. The results obtained using the statistical test suites are listed in tables 6.1 and 6.2 while the results of the NIST test suite are in the already used form $N_P/N_F$ where $N_P$ is the number of the passed sub-tests and $N_F$ is the number of the failed ones.

<table>
<thead>
<tr>
<th></th>
<th>Directly</th>
<th>XOR</th>
<th>VN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monobit</td>
<td>PASSED</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Poker</td>
<td>PASSED</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Runs</td>
<td>PASSED</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Long runs</td>
<td>PASSED</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
</tbody>
</table>

Tab. 6.1: Results of the FIPS tests of the behavioral model of the TRNG with time multiplexed sources of randomness. The sequences were generated directly (Directly), using the XOR corrector (XOR), or using the Von Neumann corrector (VN)

The evaluated sequences were generated both directly without any post-processing and with use of the correctors. The FIPS test suite did not detect any bias or repeating
patterns. As well as the more strict NIST test suite did not reveal any major shortcomings. During testing the sequence produced by the XOR corrector, the Non-overlapping template test failed in only one subtest out of 148. It is not an obstacle for the use of this behavioral model, which is able to produce number sequences having very similar properties as the sequences generated by the developed TRNG. As explained in the description of the model in previous section, this model is written in the Verilog-A HDL. Therefore it need not be tested in any temperature range because various temperature does not affect the created source code.

<table>
<thead>
<tr>
<th></th>
<th>Directly</th>
<th>XOR</th>
<th>VN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monobit</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Frequency within block</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Runs</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Longest runs</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Binary matrix rank</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Spectral DFT</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Non-overlap. template</td>
<td>148/0</td>
<td>147/1</td>
<td>148/0</td>
</tr>
<tr>
<td>Overlapping template</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Universal statistical</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Linear complexity</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Serial</td>
<td>2/0</td>
<td>2/0</td>
<td>2/0</td>
</tr>
<tr>
<td>Approximate entropy</td>
<td>1/0</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Cumulative sums</td>
<td>2/0</td>
<td>2/0</td>
<td>2/0</td>
</tr>
<tr>
<td>Random excursions</td>
<td>8/0</td>
<td>8/0</td>
<td>8/0</td>
</tr>
<tr>
<td>Random excursions var.</td>
<td>18/0</td>
<td>18/0</td>
<td>18/0</td>
</tr>
</tbody>
</table>

Tab. 6.2: Results of the NIST tests of the behavioral model of the TRNG with time multiplexed sources of randomness

Simulations of the TRNG time multiplexed sources of randomness at the transistor level are very time-consuming. The very important task for the developed behavioral models is to accelerate simulations of SoCs containing TRNGs. Simulation of this model takes approximately 145 minutes for generation of number sequence with the length of
1 Mb. Simulation of the TRNG at the transistor level takes several days using a distributive mode of the simulator. Thus the duration of the simulation of the behavioral model is incomparably shorter than the duration of the transistor level simulation. Therefore, for verification of a SoC, it is necessary to use the behavioral model instead of the transistor level proposal.

6.2 Behavioral Model of EGA

The TRNG based on the enhanced generic architecture (EGA) introduced in chapter 5 is designed to be able to be a part of a SoC. Therefore its behavioral model was created in the Verilog-A HDL.

6.2.1 Structure of Model

The structure of this model is based on the block diagram shown in figure 5.1. The reconfigurable noise source is implemented as a module in the Verilog-A HDL, which is derived from the noise source module described in section 6.1.1. This derivation is possible because parameters of the model mentioned above are not so-called hard-coded, but they can be elegantly set as attributes of Verilog-A modules. Moreover, the module of the reconfigurable noise source is complemented by switching, which allows changing its setting. As defined in section 5.3, the change of reconfigurable noise source setting is performed when the entropy of produced random sequences decreases and there is a risk that generated sequences would not have passed the statistical test suites. The change of model setting affects the output signals $V_{O,m,P}$ and $V_{O,m,M}$ as can be seen in figure 6.3. It corresponds to the behavior of the proposed reconfigurable noise source, which is shown in figure 5.6.

Also a module of the differential digitizer is derived from the module of the digitizer described in section 6.1.1. This module is modified to be able to processed the complementary signals $V_{O,m,P}$ and $V_{O,m,M}$ produced by the reconfigurable noise source module according to the proposal in figure 5.8. Therefore this module is also extended by a part, which checks whether random bits are generated correctly. In other words, it monitors complementarity of the formed signals $V_{O,m,P}$ and $V_{O,m,M}$ during the phase, in which the reconfigurable noise source module creates a random bit.
6. Behavioral Models of TRNGs

Parts of this new architecture is the low entropy detector and the attack detector as can be seen in figure 5.1. They represent newly introduced protective mechanisms of TRNGs, which are capable of protecting communication systems against possible deliberate malicious attacks or can detect an unexpected drop in entropy of generated random number sequences. These blocks are designed in the Verilog HDL. Therefore they are used in the created behavioral model. The advantage is that these blocks were verified during the development of the TRNG based on the EGA.

Fig. 6.3: Waveforms of signals generated by the behavioral model of the TRNG based on the EGA simulated by the Mentor Eldo simulator

The EGA allows implementation of random number sequence post-processing. Therefore its behavioral model contains correctors described in section 2.1.3 for the same reason.
as mentioned in section 6.1.1. Equally the same module of the output interface creating
for the model of the TRNG with time multiplexed sources of randomness is used in this
behavioral model. Thus the generated and processed random values are saved into text
files so that the random number sequences can be further tested by the described statistical
test suites.

### 6.2.2 Evaluation of Model

The behavioral model of the TRNG based on the EGA was simulated by Mentor Eldo
simulator [14]. The random number sequences were generated with the nominal value of
the output random data rate equal to 25 Mb/s, on which the TRNG is proposed. The main
module of this model – the source of randomness – is derived from the behavioral model
described in section 6.1. Therefore the assumption is that this model should have very
similar properties, which confirms the results of the statistical test suites.

<table>
<thead>
<tr>
<th></th>
<th>Default setting</th>
<th>Non-default setting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Directly</td>
<td>XOR</td>
</tr>
<tr>
<td>Monobit</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Poker</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Runs</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
<tr>
<td>Long runs</td>
<td>PASSED</td>
<td>PASSED</td>
</tr>
</tbody>
</table>

Tab. 6.3: Results of the FIPS tests for both settings of the behavioral model of the TRNG
based on the EGA

Random number sequences were generated by this behavioral model in the first and
second settings. The results of the FIPS statistical test suite are listed in table 6.3. This test
suite did not reveal any non-random features of generated random number sequences. The
results of the NIST statistical test suite are listed in table 6.4 where the form of writing
the results is the same as in the previous case in section 6.1.2. As with the previous
model, the NIST test suite failed only in some subtests of the Non-overlapping template
test. However, their the $P$-values did not deviate fundamentally from the decisive value.
Based on the results obtained, it can be said that this behavioral model has very similar
properties as the proposed TRNG described in chapter 5.
The behavioral model has been created to be used in top-level simulations of a SoC because any top-level simulation with all blocks at the transistor level is extremely time-consuming. Therefore some blocks can be replaced by their behavioral models and the system can be verified in a shorter time. Simulation of this model based on the EGA takes approximately 35 minutes for generation of number sequence with the length of 1 Mb. As in the previous case, simulation of the relevant TRNG at the transistor level takes several days using a distributive mode of the simulator. Without this simulator setting, to produce number sequences with length of 1 Mb is enormously time-consuming.

<table>
<thead>
<tr>
<th></th>
<th>Default setting</th>
<th>Non-default setting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Directly</td>
<td>XOR</td>
</tr>
<tr>
<td>Monobit</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Frequency within block</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Runs</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Longest runs</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Binary matrix rank</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Spectral DFT</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Non-overlap. template</td>
<td>147/1</td>
<td>147/1</td>
</tr>
<tr>
<td>Overlapping template</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Universal statistical</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Linear complexity</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Serial</td>
<td>2/0</td>
<td>2/0</td>
</tr>
<tr>
<td>Approximate entropy</td>
<td>1/0</td>
<td>1/0</td>
</tr>
<tr>
<td>Cumulative sums</td>
<td>2/0</td>
<td>2/0</td>
</tr>
<tr>
<td>Random excursions</td>
<td>8/0</td>
<td>8/0</td>
</tr>
<tr>
<td>Random excursions var.</td>
<td>18/0</td>
<td>18/0</td>
</tr>
</tbody>
</table>

Tab. 6.4: Results of the NIST tests for both settings of the behavioral model of the TRNG based on the EGA
New methodology steps of physical design of AMS ICs

Design of semiconductor AMS ICs can be divided into several subsequent and mutually dependent steps. Out of those, a very crucial one is the physical implementation of designed circuit topologies, in other words, layout of ICs, which is in majority of companies usually done by a person other than the one working on microelectronic circuit design and its simulations. This work-partitioning is essential to achieve desired project timing.

The designed circuit topologies are usually not mature, not enough verified when the process of layout starts and as a deadline for sending lithographic data to a plant is getting closer, arising time pressure has to be dealt with. Thus the right timing of all the layout tasks is crucial from the beginning. Implementation of procedures and methods for saving time and preventing human failure can reasonably influence final time-to-market [132].

TRNGs developed in this work are typical representatives of AMS ICs. Moreover, they contain parts, which are very sensitive and their physical design has to be created with the utmost care. Any inaccuracy can cause the bias of generated random number sequences or even failure of the entire TRNG. Creating a precise physical design is a very time-consuming task. Therefore it is appropriate to use tools, which speeds up this development phase, helps to prevent errors, and makes the design more robust.

In practice, AMS physical design of all analog blocks and the whole ICs created by the Analog-on-Top approach is still handmade. No fully automated AMS physical design flow is accepted by physical design engineers because this has not achieved the quality of manually crafted physical designs, so far [72]. However, physical design engineers like
using assistant functions [73] published in [69], [70], [71] facilitating work on individual design steps. The assistant functions can save a considerable amount of valuable time, save human labour, and eliminate some types of errors such as non-compliance with the design rules, wrong metallic interconnections, or wrong current capability and too high resistance of metallic wires.

This chapter describes new features, which have been developed during the physical design of the TRNGs and are further used to create other AMS IC layouts. The newly introduced features are able to automatically sort electrical devices according to their topological, structural and electrical properties [8], control layout objects without filling forms [10], search an IC design database based on similarity of object properties [12], and classify matched structures regarding systematic mismatch [13]. The descriptions of these features can also be found in the publications [8], [10], [12], and [13] mentioned above.

7.1 Automated Pre-placement Phase

The most critical place to create fundamental errors passing through the entire physical design flow is the step before the placement itself when even hundreds of individual instances are sorted manually. These errors are usually detected only during the final verification, and their detection returns the physical design to the beginning. Presence of these errors leads to a wrong area estimation, and thus it can affect the surrounding blocks as well. Additionally, the finished placement must be changed in most cases as well as all follow-up phases. Works and tools published so far do not solve this problem. Therefore an algorithm automating this phase named a pre-placement phase has been proposed. The standard physical design flow enhanced by this phase ensuring primary sorting based on types of electrical devices and their electrical parameters is shown in figure 7.1. Using the automated algorithm, the pre-placement phase is accelerated, the entire physical design flow is faster, and the errors caused by manual work are eliminated. It also means that the cost of the development of devices such as TRNGs can be lowered. Results of the algorithm can be used for very fast and precise area estimation, manual placement as well as basic constraints for automatic placers. This section has been published by the author of this work in [8]. This publication contains a more detailed description of this algorithm.
The pre-placement phase is governed by rules, which are derived from physical structures of devices used in a semiconductor technology and from usually used building blocks in IC design. Compliance with the rules is the fundamental prerequisite for flawless placement. Outputs of the proposed algorithm are groups of instances sorted according to the rules. Then the physical design engineers do not have to work with a large number of instances but they only work with a smaller number of defined groups which improves the clarity of the whole design and thus its quality. In a case of using an automatic analog placer, the proposed algorithm works as a generator of fundamental constraints without their definition is not possible to perform correct automatic placement [72].

### 7.1.1 Definition of Rules

At first, layout instances corresponding to a schematic diagram are generated onto a canvas of used layout editor [69]. Unfortunately, placement of these instances is usually based on their position in the schematic, which is quite useless for following layout cre-
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Different types of components are inappropriately mixed as can be seen in figure 7.2(a). At this time, components have to be sorted into groups of the same type and similar interconnection. Such groups can then be used in following layout phase – placement. Manual sorting and formation of the mentioned groups is a slow process with a high probability of an error requiring a lot of additional time to be fixed. Therefore the pre-placement phase is introduced. Groups of similar components are formed based on criteria, which take into account topology, structure and electrical interconnection of particular components, so that these groups are becoming matrix elements as shown in figure 7.2(b).

Fig. 7.2: Symbolic view of layout instances before (a) and after (b) the automated pre-placement phase [8]

Instances of the same types are located after the pre-placement phase in the same rows of the final pre-placement matrix (FPPM). The second important rule regarding MOSFETs is sorting according to bulk terminal connection, as can be seen in figure 7.3(a), where a cross section of N-channel MOSFET insulated by deep N-well is depicted and
bulk terminal is highlighted by a rectangle. MOSFETs with the same bulk connection can be placed into a common insulation well in order to save an area on a die. Therefore instances of the same type and with the same bulk terminal connection are placed in one row of FPPM.

Fig. 7.3: Cross sections of usually used devices in CMOS and BCD designs: (a) Junction insulated N-channel MOSFET. (b) PNP BJT. (c) Polysilicon – N-well capacitor. (d) Polysilicon resistor with a junction insulated bulk terminal. (e) Junction insulated N+ – P-well diode [8]

Often occurring errors in MOSFET bulk connection, which are created during manual sorting, are eliminated using this rule. This type of errors is usually detected up in the final phase of design, when LVS check is performed. Their removal can be very complicated and time-consuming because instance placement inside block often has to be comprehensively changed while design rules and proper electrical connection have to be respected. Simultaneously, a suitable topology of designed block has to be preserved. When the above-mentioned type of error occurs, all phases from placement phase must be completed and verified again, as can be seen in figure 7.1.

The design time can still be optimized by introduction of a further rule regarding MOSFETs, which is derived from circuit connection of usually used building blocks such as current mirrors, differential pairs, active loads, switching stages and amplifiers. There-
fore MOSFETs are sorted according to electrical connection of the gate terminal, which is highlighted by an ellipse in figure 7.3(a). According to this rule, rows of FPPM are divided into columns while transistors with common gate connection are located in individual columns. An basic example is a current mirror where gate terminals of all MOSFETs are usually connected to the same net and bulk terminals are also connected together. Therefore in this case, all transistors are located in one cell of FPPM after the pre-placement phase. This feature makes detail layout of matched structures easier.

Failure of ICs manufactured in CMOS and BCD technologies is often caused by turning a parasitic thyristor structure on, which occurs mainly in the usually used bulk type of semiconductor wafers [133]. The parasitic thyristor known also as the parasitic silicon controlled rectifier (SCR) is a semiconductor structure composed of four alternating P-type and N-type layers with three P-N junctions as can be seen in figure 7.4(b) where is an example of one of the basic circuits – an inverter with schematic diagram shown in figure 7.4(a). A result of triggering this structure also shown in figure 7.4(c) is a creation of a low impedance path between power supply and ground domains. The so-called latch-up is created when low impedance path persists after removing the trigger source. Both parasitic bipolar junction transistors (BJTs) $Q_P$ and $Q_N$ in figure 7.4(c) have to be biased into the forward-active region [121]. In other words, a product of the common-emitter current gains $\beta_F$ of $Q_P$ and $Q_N$ is equal or greater than one. These conditions for latch-up formation are usually met in standard ICs where P+ diffusions in N-wells are connected to the highest voltage and N+ diffusions in P-wells to the lowest voltage.

The parasitic thyristor structures are usually turned on by several mechanisms. So-called forward-voltage triggering occurs when a supply voltage exceeds the absolute maximum rating. Gate triggering arises when a N-well located close to the parasitic structure creates another parasitic NPN BJT, which can be turned on by voltage spikes on the substrate or the N-well. This leakage current can create drop on a parasitic well resistance $R_p$ of the parasitic thyristor shown in figure 7.4(c) and turn it on. The parasitic thyristor can also be triggered by very fast voltage change between anode and cathode, voltage spikes on pins exceeding their supply voltage by more than a diode drop or by an ESD event. Increasing temperature can cause an increase of the leakage current through the parasitic thyristor and create latch-up too. In products for space applications, latch-up can be caused by ionizing radiation [134].
Fig. 7.4: Parasitic thyristor structures in CMOS or BCD designs: (a) Example of a frequently used circuit – an inverter. (b) Cross section with depicted parasitic components. (c) Schematic diagram of the parasitic thyristor structure. (d) Solution eliminating the parasitic thyristor structure. (e) Schematic diagram of the parasitic structure without thyristor configuration [8]

For suppression of the parasitic structures include the thyristors, use of the silicon on insulator (SOI) substrates is an option. However, this solution can be used only in cases of substantiated cost increase. In other cases, the bulk type of semiconductor wafers is chosen and the parasitic structures have to be considered and degraded by highly doped guard rings around threatened structures [121] or distance increase between these structures. Both methods decrease the gain of the parasitic BJT. However, the preferable solution is the separation of N-channel and P-channel MOSFETs as shown in figure 7.4(d) where the parasitic thyristor structure is removed as can be seen in figure 7.4(e). The proposed algorithm separates both types of MOSFETs and eliminates the thyristor structures inside designed devices.

The rules mentioned are sufficient to sort separate MOSFETs, but ICs are composed of other component types such as BJTs, diodes, passive components like resistors or capacitors, and also logic gates. Pre-placement rules are naturally defined for these component types as well. BJTs are sorted into rows according to collector terminal connection. Thus, similarly as MOSFETs, instances of same type and with same collector terminal connection are placed in one row of FPPM. As illustrated in figure 7.3(b) in some CMOS
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technologies, PNP type BJTs lie directly on the substrate, which means that the collector
terminal is connected directly to a substrate potential. Then, in this case, all PNP BJTs
will be sorted into one row. Also for BJTs, individual rows are divided into columns while
individual columns are occupied by transistors with the same base terminal connection.

In technologies mentioned above, passive components are mainly represented by re-
sistors and capacitors. Both these components occur in various types such as diffusion,
polysilicon and metallic resistors or capacitors formed by MOS structures, polysilicon-
polysilicon capacitors and metallic capacitors. A cross section of a capacitor formed by
MOS structure is shown in figure 7.3(c) and polysilicon resistor in figure 7.3(d). The fund-
damental rule is also used for passive components. Each type thus occupies given row of
FPPM. But for some passive components, local substrate electrical connection is defined.
The local P-well is insulated by suitably polarized deep N-well and can be connected
to defined node, which is different from the substrate, as is shown in figure 7.3(d). Rows
thus contain only components of the same type and with the same local terminal electrical
connection. Passive components do not have any control terminals. Therefore individual
rows of FPPM are not divided into columns.

In modern planar electronic circuits, there are used suitable polarized diodes, both
diode of N+ – P-well or P+ – N-well type for antenna effect reduction and Zener diodes
which can create, for example, a simple voltage limitation. These components also respect
the fundamental pre-placement rule when individual rows correspond to individual diode
types. Further row division follows the electrical connection of deeper diffusion layer.
For example, the anode terminal determines partition of N+ – P-well diodes whose a cross
section is shown in figure 7.3(e).

Logic parts of circuits are not designed with separated transistors but are designed
with predefined standard cells – logic gates, which occupy a substantial part of AMS
chips and are parts of almost all blocks. Therefore pre-placement rules for logic gates
have been defined as well. A basic pre-placement rule for logic gates is their distribution
into rows according to their voltage class. However logic gates of one voltage class can
be connected to different supply or ground nodes. Hence the gates with the same voltage
class and with the same supply and ground terminal connections located in one row of
FPPM. A product of the automatic pre-placement phase with simplified layout view is
shown in figure 7.2(b) where logic gates are located in lower rows and last two rows
contain gates with same voltage class but with different supply and ground connections. Such a grouping of logic gates allows simple spatial optimization without creating short circuits among individual supply or ground voltage domains and significantly simplifies the selection of components for manual placement or for use of an automatic placer.

Building blocks of ICs are not designed in one level but in a suitable hierarchy. Therefore these blocks not only contain the active and passive components but also the previously finished sub-blocks, which must be considered in the automatic pre-placement phase. Thus a pre-placement rule is also defined for sub-blocks, when all same sub-blocks are located in one common row of FPPM. An example of layout instance placement after the pre-placement phase is shown in figure 7.2(b) where instances have been replaced by symbolic views.

### 7.1.2 Algorithm Implementation

The algorithm of the automated pre-placement phase explained in the previous section has been implemented in Cadence CAD environment, which supports the Cadence SKILL programming language and allows implementation of new features [92]. Then a created program is used in Cadence Virtuoso Layout editor [69]. This program works with layout instances, which have been generated in the layout editor according to a reference schematic at the start of physical implementation.

A flow chart describing the pre-placement implementation is shown in figure 7.5. The program begins when user selects the relevant item in a custom menu in the layout editor. After the start, initial input checks are performed. Compatibility with the layout editor version, pre-placement rules definition, and correct database format is checked. The reference schematic of the created layout view is needed because some instance parameters are accessible in this schematic only. Therefore in the next step, checks of the reference schematic existence and of its readability are executed.

Some information about connectivity is not available in the layout view but they are stored in the reference schematic. Therefore, in this phase, the schematic is analyzed and checked if each layout instance has a corresponding schematic instance. When one of above mentioned checks fails, the program creates a log file with a list of appropriate error messages and then ends. After successful accomplishment of all checks, all layout instances are moved into 3rd quadrant of layout editor canvas to avoid overlays of layout
Fig. 7.5: The flow chart of the automated pre-placement phase [8]
instances during the final step of pre-placement. In the next step, rules for pre-placement defined in the previous section are loaded.

The program does not move physically each layout or schematic instance, but operates with their database representation – virtual objects – only. This procedure can save processing time, which would otherwise be used for repetitive movement and rendering layout and schematic instances. Therefore two virtual matrices, which will be filled by virtual objects and in which these virtual objects will be sorted and arranged, are created. Basic AMS circuits are usually composed of digital standard cells and of analog active and passive components. The virtual digital matrix (VDM) is created for digital standard cells and the virtual analog matrix (VAM) for analog components.

A core loop starts by reading an unread schematic instance in each run. If the read schematic instance is an analog component, the instance master name is read. Then according to the loaded pre-placement rules, which are described in previous section, well and control terminals are read. The well terminal is common designation for bulk or substrate terminals of analog components. For example, the well terminal of a N-type MOSFET is the bulk connection to a P-well. Similarly the control terminal is a common designation for gate and base terminals of analog components. Specifically for BJTs, the control terminal is the base terminal. For reading of well and control terminals, the schematic instance is used because the well terminal is not accessible in some types of layout instances.

In the next step, the prepared VAM is filled by database representations of schematic instances row by row on the base of created index. Therefore each row is indexed by a text string, which is composed of the master instance name and the well terminal of the appropriate virtual object. So in the result, each row of VAM is filled by virtual objects of the same type with the same well terminal connections. This way of indexing simplifies this naturally three-dimensional problem to two-dimensional, saving computing time and shortening the whole physical design. The process of VAM filling is shown in figure 7.6.

If the read schematic instance is the digital standard cell, the library name is found out and the corresponding layout instance is detected. Then supply and ground terminals are read from the layout instance because this connectivity information cannot be easily accessible in the original schematic instance due to inherited definitions of ground and supply connections. In this moment the rows of VDM are filled by database represen-
tations of layout objects on the base of indexes which consist of library name, name of supply terminal and name of ground terminal formed in strings. Similarly as VAM filling, this way of indexing also simplifies the problem just to two-dimensional. As a result, each row of VDM is filled by virtual objects of logic gates coming from the same library.

If all schematic instances are read, the core loop is closed and the program goes into next phase, when an order of rows in VAM is specified according to loaded rules. Rows of VAM are filled by virtual objects of the same type and with common connection of well terminals but virtual objects inside rows are not grouped into columns. This is performed in the next step. Thus separated columns containing only virtual objects with common connection of control terminal are created. After this, all virtual objects in VAM have to be converted into layout form. Therefore corresponding layout instances are found out and the whole VAM is transferred from schematic virtual objects into layout virtual objects. This type of virtual objects contains information about all physical device dimensions which are used in next moment. Individual columns inside rows are arranged according to size of the total area, which all components in a column occupy.

Before moving the layout instances to positions given by arranged virtual objects, both virtual matrices VAM and VDM are being merged. A virtual matrix is formed so that the whole VAM is put on its beginning followed by VDM. This final virtual matrix is then read object by object, while coordinates of each virtual object are used for placement of
corresponding layout instances on canvas of the layout editor. Before the very end of the program, the log file is generated and it contains information about number of processed analog and digital instances and about the total computing time of the pre-placement step. At the end of the log file, a record about processed instances is listed, from which fundamental constraints in a required format [72] can be generated.

### 7.1.3 Productivity Improvement

Integration of the pre-placement phase into the standard flow allows effectiveness improvement of the whole design process. For quantification of productivity increase, time of manual standard sorting $t_{MS}$ and time of automatic pre-placement phase $t_{PP}$ to reach the final sorted matrix are introduced. The time saving between manual sorting and automated pre-placement is described as a relative ratio $\rho$ between $t_{MS}$ and $t_{PP}$ according to

$$\rho = \frac{t_{MS}}{t_{PP}}.$$  \hfill (7.1)

Results based on time measurement for different type of AMS circuits and for individual methods of final matrix generation are listed in table 7.1 where circuit complexity is described by parameters of FPPM such as the number of rows $N_{ROW}$, the number of non-empty FPPM elements $N_{NE}$, and the number of layout instances $N_{LI}$. The durations $t_{MS}$ of all measured circuits have been measured using the same equipment under the same conditions. Manual sorting has been performed by one reference layout engineer. Sorting generated by other engineers having different experiences, or changes of conditions have caused variations of measured $t_{MS}$ but not fundamentally considering $\rho$.

Also all $t_{PP}$ durations have been measured under the same conditions using the same equipment, in this case 32 processors system with clock frequency 2.6 GHz and 256 GB of random access memory. The Cadence Virtuoso Layout Editor [69] is a single thread application. Each measurement has always been made on an idle processor. Before the program starts, no initial setting is required. In other words, the setup time is zero and is no considered further. Therefore, the durations $t_{PP}$ have been measured by automatic script implemented inside the program from pressing the start button till the program end.

The measured AMS circuits have been designed in 160 nm technologies BCD8sP and SOIBCD8S from STMicroelectronics. Based on obtained results, the introduced auto-
Tab. 7.1: Results of productivity improvement based on design time measurement for different type of AMS circuits [8]
mated pre-placement is in the range of 3,164 times to 20,099 times faster compared to manual pre-placement.

A comparison has been performed among durations of the entire physical design flow with the pre-placement phase $t_{PPF}$, the standard physical design flow $t_{MSF}$, and the standard physical design flow including the time required for bulk error removal $t_{MSFE}$. Therefore the relative difference $d_{PPF,MSF}$ between $t_{PPF}$ and $t_{MSF}$ has been calculated by

$$d_{PPF,MSF} = \frac{t_{PPF} - t_{MSF}}{t_{MSF}} \cdot 100 \tag{7.2}$$

and the results are listed in table 7.1. Thus the presented automatic pre-placement has a positive influence on duration of the entire physical design flow, it is shortened by 4.41% on average. Use of the proposed pre-placement phase brings multiple advantages to floor-planning and placement flow. It is well known that the complexity of placement or automatic placement increases with devices count [72]. By applying the automatic pre-placement phase and creating groups of devices related to insulation pockets described in section 7.1.1, the task is simplified and $N_{LI}$ is substituted by $N_{ROW}$. In other words, components of the same type with the same bulk terminal connection are usually grouped and placed into one common pocket. Then the final placement is performed with all pockets instead of all instances. This substitution simplifies and accelerates placement flow because the number of pockets is smaller than the number of layout instances. This way of placement is marked as a pocket based approach and can be seen in figures 4.9 and 5.7. This phase is one step of the entire physical design flow but is able to shorten it. Modern ICs are composed of tens and hundreds of blocks. If 4.41% of design time is saved on each block in an IC, it means saving units of days in total which can be the decisive time for IC delivery.

If MOSFETs require electrically separated bulk terminals, then it is necessary to have wells below these MOSFETs electrically separated. This is usually done by suitably biased PN junctions. Wells and buried well implant layers are used for lateral and vertical isolation of different bulks [121]. Wells are usually very deep and thick implantation and for robust design rules require larger spacing for separation. This is the reason why for bulk separation there is a lot of area sacrificed. So if an error of bulk connections is made and is detected in final verification, while whole compact and optimized layout is almost done, then the correction is very complex and time-consuming. These errors may negatively affect the quality of the final layouts.
The error of bulk connection has been simulated for all mentioned circuits by reconnection of the bulk terminal of a MOSFET. Then, durations $t_{ER}$ needed to fix the error in the bulk connection have been measured and are listed in table 7.1. In general, the error of wrong bulk connection can be corrected much faster if $N_{L1}$ and also $N_{NE}$ are lower. Errors due to wrong bulk connections are usually one of the most time consuming modification in AMS layout and the correction process depends on the circuit complexity and requires many hours. By applying the automated pre-placement phase, wrong bulk connection errors are effectively suppressed and hours of later reworks are saved. It is shown on the relative difference $d_{PPF,MSFE}$ between $t_{PPF}$ and $t_{MSFE}$, which is $10.03\%$ on average.

In practice, for the final IC to be competitive, there is a great deal of pressure on the smallest possible size of the semiconductor die. The occupied area of silicon is thus becoming a key parameter. The automatic pre-placement phase does not only save physical design time but also helps to save an area on the chip. Technology design rules do not allow to place different types of components as close to each other as the same types. In other words, the smallest device spacing and layout area are reached when devices of the same type share the same bulk connection. Due to this fact, placing them together is a preferred solution.

The advantage of the described flow is that interconnections of components with the same bulk terminal are very short because these components are as close as possible. Thus the short interconnections represent small parasitic resistances and capacities, which helps to create a good quality design [135]. So only interconnections among pockets must be optimized.

Frequently used blocks such as differential pairs or current mirrors usually have common bulk terminal connection. Therefore, by this approach, they are placed in the smallest area possible. So an effect of the thermal gradient well-described in [136] is minimized [121].

In advanced sub-micron technology nodes, a physical effect known as the well-edge proximity effect become more significant. This effect arises during the ion implantation of wells by ion scattering at edges of the photoresist and causes considerable mismatch among MOSFET parameters [137], [138]. Therefore it is advisable to keep sensitive analog components at a suitable distance from the edges of the wells. Thus if the components are kept far from the well edges and are not grouped according to component type, the
area increases considerably. When the AMS physical design flow with the automatic pre-placement phase is used, the relevant components are grouped and the number of the well edges is limited. In this manner, influence of the well-edge proximity effect is minimized and the occupied area is smaller. Incorporation of the pre-placement phase into AMS physical design flow helps to create ICs with high-quality layout.

7.2 Incremental Control of Layout Objects

During the physical design process, layout objects are often modified through filling various complicated forms, which is not user-friendly and slows down the design process. Therefore a new concept of control of layout objects has been proposed. Complicated form filling is replaced by an incremental approach. The idea has been presented in [10], and the complete description has been published in [9].

The incremental control allows modifications of fundamental properties of layout objects. Typing exact values to forms is replaced by a very simple mouse scrolling as can be seen in figure 7.7 where a width of a wire is changed. Users to be able to have modifications under control, fundamental properties of layout objects including electrical parameters are immediately displayed in a status bar. In this way, it is possible to edit, for example, the width of wires, the number of via cuts, an aspect ratio of rectangles, dimensions of pins and labels, or even the number of gate fingers of MOSFETs or an aspect ratio of capacitors. Discrete values such as the number of gate fingers or the number of via cuts are naturally incremented or decremented. Values exactly entered such as the wire width or the label height are circularly selected from a predefined set, which is composed of the
most used values. The change of the aspect ratio is performed with a suitable chosen step.
A property to be modified is chosen by a modifier on a keyboard.

After selection of any layout object, the status bar immediately displays the actual parameters. Then, after an increment or a decrement, the parameters are updated, and the values on the bar are recalculated as can be seen in figure 7.7 where wire parameters such as resistance, maximum electromigration current, and connectivity are displayed. Use of the status bar allows checking fundamental electrical properties of layout object during layout creation, which increases the robustness of produced designs and reduces the number of created errors.

7.2.1 Implementation in CAD Environment

The incremental control of layout object has been implemented in Cadence Virtuoso Layout Editor [69] using the SKILL programming language [92]. This implementation has been presented in [11]. A flow chart of an implemented program is shown in figure 7.8. The program starts when the user presses a modifier and performs an increment by the mouse wheel. Then the program identifies selected layout objects and reads the incremental control database (ICDB), which contains a list of changeable properties of each object type and determines a way of the modification. In the case that continuous values to be entered, the ICDB contains the predefined set of values, which is read incrementally.

During the modification, an actual value of a changeable property can be slightly different than the desired value due to an alignment of layout objects to design grid. After repeated modifications, the actual value can shift from the desired value and an error can occur. Therefore an initial value of the changeable property is introduced, which allows calculating the actual value based on the correct original value. Hereby the maximal possible accuracy of consecutive incremental changes is ensured. If the initial value is required and not yet set, the program stores the initial value as a parameter of the layout object. Together with this, the program creates a record of the last updated value, which serves as a decisive criterion whether the layout object has been changed by this program or in a different way. When the initial value is set, then it is read and compared with the actual value. If these values equal, the layout object has not been modified by an external intervention and the initial value is untouched. If these values are different, some external
intervention has been performed and the initial value is set to the actual value. Thus the program respects the external intervention.

![Flow chart of the incremental control of layout objects](image)

**Fig. 7.8: The flow chart of the incremental control of layout objects [9]**

After these steps, the update of a current state is executed based on obtained parameters and a function, which is defined in the ICDB. When the layout object type needs to set the initial value, the last updated value is set to the actual value. So the last updated value is the parameter of the layout object. It allows that its value will be used in the next run of this program. By cyclic applications of this program, the layout object is controlled incrementally.

### 7.2.2 Productivity Gain

The incremental control of layout objects reduces the number of actions needed to reach the optimal result. The average time of modifications performed by a standard approach $t_{SA}$ and the average time of modifications made by the incremental control $t_{IC}$ are introduced to reach a target form of layout objects with a random initial value. To quantify layout productivity gain, the relative difference $d_{IC,SA}$ between $t_{IC}$ and $t_{SA}$ is calculated for various types of layout objects according to the equation (7.2). The results listed in
table 7.2 show that the use of the incremental control saves the time in the range of 23% to 67%. So the incremental control brings an intuitive control concept, which is able to increase productivity and helps to create more robust designs of AMS circuits including TRNGs.

<table>
<thead>
<tr>
<th>Object type</th>
<th>$t_{SA}$ (s)</th>
<th>$t_{IC}$ (s)</th>
<th>$d_{IC,SA}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Via</td>
<td>5.6</td>
<td>2.0</td>
<td>-64.7</td>
</tr>
<tr>
<td>Wire</td>
<td>4.6</td>
<td>3.5</td>
<td>-23.4</td>
</tr>
<tr>
<td>Pin</td>
<td>7.0</td>
<td>4.5</td>
<td>-36.1</td>
</tr>
<tr>
<td>Label</td>
<td>5.8</td>
<td>3.5</td>
<td>-39.9</td>
</tr>
<tr>
<td>Rectangle</td>
<td>5.2</td>
<td>3.2</td>
<td>-38.5</td>
</tr>
<tr>
<td>MOSFET</td>
<td>5.6</td>
<td>3.7</td>
<td>-33.6</td>
</tr>
<tr>
<td>Capacitor</td>
<td>5.4</td>
<td>3.5</td>
<td>-35.2</td>
</tr>
<tr>
<td>Pin with Label</td>
<td>15.1</td>
<td>5.0</td>
<td>-66.7</td>
</tr>
</tbody>
</table>

Tab. 7.2: The results demonstrating productivity gain created by the incremental control [9]

### 7.3 Search for Objects based on Their Similarities

Designs of AMS circuits contain a large number of objects. During creation or modification of designs, it is often necessary to search for different objects in the CAD database. A currently used search flow of the objects is a complicated process, which is based on filling parameters and their exact values into a search form. Therefore a new search concept based on similarities of objects has been proposed. This concept named similar search has been integrated into the Cadence Virtuoso Schematic and Layout editors [88], [69] through a program created in the SKILL programming language [92], and has been presented in [12].

The currently used search flow does not allow to search based on a name of the object, their property, and their connectivity together. Moreover, it cannot be realized without typing. However, the developed similar search allows to search based on properties and connectivity of currently selected object or more objects and even typing is not needed as
can be seen in figure 7.9. The proposed search process takes place in the following phases. Some object is selected and set as a reference. The similar search detects its parameters and connectivity and offers possibilities to search. After choice an option, objects with similar parameters are selected.

![Similar to PMOS 5V](image1)

![Similar to NMOS 1.8V](image2)

Fig. 7.9: Use of the similar search in the schematic editor (a) and layout editor (b)

<table>
<thead>
<tr>
<th>Selected circuit part</th>
<th>Editor type</th>
<th>(N_O)</th>
<th>(t_{MA}) (s)</th>
<th>(t_{SS}) (s)</th>
<th>(d_{SS,MA}) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascoded current mirror</td>
<td>Schematic</td>
<td>17</td>
<td>49.6</td>
<td>7.0</td>
<td>-85.9</td>
</tr>
<tr>
<td>Cascoded current mirror</td>
<td>Layout</td>
<td>73</td>
<td>76.0</td>
<td>6.1</td>
<td>-92.0</td>
</tr>
<tr>
<td>Digital decoder</td>
<td>Schematic</td>
<td>14</td>
<td>20.3</td>
<td>4.9</td>
<td>-75.9</td>
</tr>
<tr>
<td>Digital decoder</td>
<td>Layout</td>
<td>18</td>
<td>22.4</td>
<td>5.2</td>
<td>-76.8</td>
</tr>
</tbody>
</table>

Tab. 7.3: The results demonstrating productivity increase created by the similar search [12]

The similar search creates a common approach to object search in schematic and layout editors and increases design productivity. It allows finding a set of objects, which cannot be selected by the currently used search flow. The productivity increase is demonstrated by the results listed in table 7.3 where the relative difference \(d_{SS,MA}\) between the average time of selection by the similar search \(t_{SS}\) and the average time of manual selection \(t_{MA}\) is calculated according to to the equation (7.2). Shown examples in table 7.3
cannot be selected by the currently used search flow. Their complexity is given by the number of objects \( N_0 \). The results show that the use of the similar search accelerates the design flow of AMS circuits containing both individual transistors and standard cells.

### 7.4 Classification of Matched Structures

The systematic mismatch occurs in ICs and negatively affects sensitive analog and AMS circuits. This effect can be reduced by a proper layout technique so-called matching. In practice, there is a need to decide, which pattern of a matched structure is better regarding systematic mismatch reduction. Therefore a new method classifying matched structures has been introduced and presented in [13].

Matched structures composed of active or passive devices are classified based on an estimation of a parameter gradient function, which is modeled up to fifth order. Because a final position of the matched structure on a wafer is not usually known, evaluation is done in different directions and the worst cases in each order form a five element mismatch vector. The pattern is usually composed of more than two devices, for example, A, B, and C while A is a reference. Then mismatch vectors representing matching A to B and A to C are produced. The developed program allows setting weights for each matching. The mismatch vectors are summed and weighted. The result is the evaluation vector representing the quality of the matched structure while lower vector values means better systematic mismatch suppression. The patterns are extracted from the Cadence Virtuoso Layout editor [69] by a script created in the SKILL programming language [92]. The program evaluating the pattern quality has been developed in MATLAB [96]. This method helps to design more robust analog or AMS circuits. All details are available in [13].

### 7.5 Future Work on Physical Design Methodology

AMS blocks and ICs created by the Analog-on-Top approach are still handmade. To be possible to use an automatic analog placer and create correct placement, a large number of constraints must be defined. Therefore further development is aimed at an automatic generation of physical design constraints, which will be extracted from huge CAD databases by modern processing big data.
Conclusions

True random number generators (TRNGs) are essential devices for ensuring the security of modern communication systems. They generate random number sequences based on physical phenomena with the random behavior, in this case, electronic noises occurring in CMOS ICs. Therefore the produced sequences cannot be predicted. This work presents new structures of TRNGs, which are integrable in chips, occupy small areas, have low power consumption, and can be a part of multi-system chips. For these reasons, they are suitable for modern hand-held devices.

An increasing level of system security requires a higher amount of quality random data generated with sufficient data rate. Therefore the first proposal named the TRNG with time multiplexed metastability-based sources of randomness uses the so-called principle of pipelining, which has not been used in already published works. The process of random data generation is described in section 4.1. This TRNG has been designed and fabricated in the 130 nm HCMOS9GP bulk CMOS technology from STMicroelectronics and occupies an area of 0.029 mm².

Randomness is extracted by four noise sources from thermal and flicker noise present in CMOS circuits. All digitized random signals are combined in the time multiplexer, which increases the output random data rate. Random number sequences have been generated by various output random data rates at various temperatures and verified by the FIPS and NIST statistical test suites. Their results listed in tables 4.2, 4.3, 4.4, and 4.5 have shown that the proposed TRNG is able to operate without any correctors at the output data rate up to 20 Mb/s. Measured power consumption depicted in figure 4.17 is low compared to already published generators as mentioned in table 4.6. Moreover,
the required energy needed for the generation of a random bit is one of the lowest. The designed TRNG does not contain any passive devices. This feature simplifies its migration to advanced technology nodes, which allows increasing the output random data rate and decreasing the power consumption even more. The measurements made have shown that the changing environmental conditions do not affect properties of random number sequences. Based on achieved parameters, it can be said that the presented TRNG is suitable for being integrated into a SoC, which is a part of modern mobile devices. The obtained results have been published in the impacted journal Radioengineering [4].

Security of the systems containing TRNGs may be impaired by deliberate malicious attacks. Attackers try to manipulate with properties of random number sequences and guess parts or even entire sequences. Therefore the new enhanced generic architecture (EGA) introduced in chapter 5 includes mechanisms, which are able to detect the bias of random number sequences caused by a possible attack and also reveal a significant decrease in the entropy of sources of randomness. This idea has been published in the reviewed journal ElectroScope [5]. The function of the introduced attack detector is based on features of the von Neumann corrector and explained in section 5.2.1. Biased random number sequences cause variations of corrector random data rate, and these variations are detected.

The low entropy detector is based on the approximately entropy estimation described in section 5.2.2. With the sudden decrease in the entropy, the detector reconfigures the designed reconfigurable noise source and thus try to recover the quality of random number sequences. The reconfigurable source of randomness introduced in section 5.3 is derived from the source of randomness described in section 4.2 and is capable of producing sequences of random bits in two settings. If the entropy detector detects lost of randomness, the reconfigurable source of randomness is switched to the second setting, where is a chance that it could again start producing the random sequences. These circuits have been designed in the 130 nm HCMOS9A bulk CMOS technology from STMicroelectronics and tested by the statistical test suites mentioned above. The results listed in tables 5.5 and 5.4 have confirmed that this source of randomness can generate the quality random numbers with the output random data rate of 25 Mb/s. The power consumption of this circuit is 203.6 $\mu$W respectively 222.7 $\mu$W in the second circuit setting. Thus the required energy per random bit is 8.14 pJ/b respectively 8.91 pJ/b. These achieved values are very
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low compared to values in table 4.6. However, they are slightly higher than the values achieved by the TRNG with time multiplexed sources of randomness described in chapter 4. It is mainly due to the use of another variant of technology.

Development of TRNGs still continues and deals with the connection of the proposed EGA with the architecture of the introduced TRNG with time multiplexed metastability-based sources of randomness as described in section 5.5.1. Future work mentioned in section 5.5.2 will explore the idea of active reduction of an influence of the mismatch among components in the noise source.

The presented TRNGs are designed to be parts of SoCs. Simulations of the whole SoCs at the most accurate transistor level are almost impossible due to enormous time demands. Therefore individual parts of the system can be substituted by their behavioral models, which speed up the simulations. The models have been created using Verilog-A HDL and approximate properties of the designed TRNGs at the transistor level. Therefore randomness has been modeled by an available PRNG in Verilog-A HDL. The behavioral models of the presented TRNGs are described in chapter 6. They are able to generate random number sequences with very similar properties as random number sequences produced by the designed generators, which show the results of the statistical test suites listed in tables 6.1, 6.2, 6.3, and 6.3. Simulations of the created behavioral models take tens of minutes when a number sequence with the length of 1 Mb is generated as can be seen in sections 6.1.2 and 6.2.2. However, simulations of the designed TRNGs at the transistor level take several days. Thus the duration of simulations of the behavioral models is incomparably shorter than the duration of the transistor level simulations. Therefore it is necessary to use the behavioral models instead of the transistor level proposals during verifications of SoCs.

The developed TRNGs are typical AMS circuits containing very sensitive parts, whose physical implementation have to be done very carefully because any inaccuracy can cause the bias of generated random number sequences. However, the precise handmade physical design is very time-consuming. Therefore, during the development of the TRNGs, new methodology steps of physical design of AMS ICs have been proposed. They speed up the physical implementation, help to prevent errors and make the design more robust. The newly introduced feature named the automated pre-placement phase categorizes electrical devices according to their topological, structural and electrical properties, replaces human
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labor, and can prevent the creation of hardly detectable errors occurring at the beginning of AMS physical design. Moreover, the product of the proposed algorithm can be used for very fast and precise area estimation, manual placement as well as basic constraints for automatic placers. As can be seen from the obtained results listed in table 7.1, introduction of the automated pre-placement phase has a positive influence on duration of the entire physical design flow, which is shortened by 4.41% on average. If 4.41% of design time are saved on each block of a modern IC composing of tens and hundreds of blocks, the new design phase allows saving units of days in total, which may be the decisive time for IC delivery. Additional time mentioned in section 7.1.3 is saved when this method prevents frequently-occurring errors such as the wrong bulk connection of MOSFETs. The results and description of the automated pre-placement phase have been published in the impacted journal named Integration, the VLSI Journal [8].

This thesis also presents the new way of control of layout objects when standard complicated form filling is replaced by an incremental approach. Users have all modifications under control because fundamental properties of layout objects including electrical parameters are immediately displayed in the created status bar. The incremental control saves the time needed for the modifications in the range of 23% to 67% as can be seen in table 7.2. This method has been published in the reviewed journal named Advances in Science, Technology and Engineering Systems Journal [9]. During development of the introduced TRNGs, other features searching an design database based on similarity of object properties and classifying matched structures regarding systematic mismatch have been proposed. They are also mentioned in chapter 7. Future work mentioned in 7.5 is aimed at an automatic generation of physical design constraints, which will be extracted from huge CAD databases by modern processing big data.

The results of this doctoral thesis are summarized in section 1.2 and come from the development, which has been supported by the Grant Agency of the Czech Technical University in Prague, grant No. SGS17/188/ OHK3/3T/13 (Mikro a nanostruktury a součástky), grant No. SGS14/195/OHK3/3T/13 (MiNa), grant No. SGS11/156/OHK3/3T/13, the GAČR project No. 02/09/160, and Ministry of the Interior grant No. VG2010 2015015. Parts of this thesis have been developed in cooperation with STMicroelectronics.
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