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Summary

The purpose of the thesis is to analyze the possibilities of optical systems coexistence

on a shared physical layer. The interactions between optical systems utilising various

modulation formats are investigated and conclusions about optical system design and

transition to higher bitrate are made. Those conclusions are supported by the simu-

lation results made with the help of the OptSim simulation software.
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Anotace

Cílem této práce je prozkoumat možnosti koexistence optických přenosových systémů

na jedné fyzické vrstvě. Je zkoumána interakce mezi optickými systémy využívající-

mi různé modulační formáty a jsou vyvozeny závěry ohledně návrhu optických systé-

mů a přechodu na vyšší rychlosti, které se opírají o výsledky simulací prováděných

za pomoci programu OptSim.
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1. Introduction

1 Introduction

With increasing popularity of cloud-based services such as Netflix, Amazon Prime

and Spotify and the associated growth of bandwidth demands, it becomes a challenge

for network operators to upgrade the network while keeping important resources like

cost and energy consumption to minimum values. Since replacing the entire network

infrastructure isn't economically feasible, gradual transition to a new system as traffic

grows is the logical solution [1]. 

This can be done by either adding new optical channels to the existing system or

replacing existing channels with higher bitrate channels. In practical applications, the

replacement of channels is done in several steps in order to prevent a temporary loss

of service or keep it to minimum [2]. First, the new channel group is added to the

system, with its total bitrate at least equal to the old system. After that, the added

channels transmission quality is analyzed and the channels are set up for transmis-

sion. Finally, the service is switched from the old channels onto the new ones. After

the new system is in place, the old channels can be either kept for extra bandwidth or

discarded without any significant loss of service. The gradual transition also ensures

that if any problems with the new channels occur, the network operator can rollback

to the still present old system.

1.1 Problem statement

This thesis explores the coexistence of optical systems on a physical layer during

the transitional period when multiple channels with different bitrates and modulation

formats interact with each other, shows the problems that may arise from cross-chan-

nel interaction and proposes possible solutions. Most WDM systems utilise 10 Gbps

channels with amplitude modulation. The NRZ-OOK modulation does not perform

well at bitrates higher than 40 Gbps, therefore other modulation formats have to be

utilised. Transition to higher bitrates or more advanced modulations requires taking

into account the changes in transmission quality resulting from non-linear effects as

well as more strict dispersion requirements. The transmission properties of a channel

affected by WDM crosstalk are very different from those of a solitary channel and

they largely depend not only on the channel itself, but also on the neighboring chan-

nel  properties.  The cross-channel  interference caused by the neighboring channels

plays a major role in determining the transmission quality, especially if the channels
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1. Introduction

in question are using phase modulation format. The impact of using different modula-

tions on transmission quality when adding new channels into the system is presented

in the thesis, as well as the effects of dispersion, attenuation and the frequency of sig-

nal regeneration  or the channel spacing. 

1.2 Thesis structure

The second chapter presents the state of the art, gives the theoretical background

and general  overview on the components and techniques used.  The third chapter

presents the methods used in making the thesis. The time-domain split-step method

used for simulating the channel behaviour is explained, the channel parameters which

were used for determining the transmission quality are introduced as well as the mod-

ulation formats and their implementation in the OptSim simulation software. Finally,

the simulation layouts are shown and explained. The fourth chapter contains all the

performed simulations and their results, first part of the chapter deals with the gener-

al channel properties and the second part focuses on cross-channel interaction in re-

gards to the channel bitrates, modulations used as well as channel spacing. The final

chapter discusses the results shown in the previous chapter and their implications,

the methodology behind the implementation of new channels is proposed and the pos-

sible  problems  that  may  occur  are  mentioned.  The  final  chapter  concludes  with

thoughts on  the possible limitations  of  the project  and potential  further  areas of

study. 
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2. State of the Art

2 State of the Art

2.1 Wavelength Division Multiplexing

Wavelength Division Multiplexing (WDM) is employed in order to increase the

system capacity. Each channel operates on a different wavelength, allowing multiple

channels to coexist on a physical layer [3][4]. The basic topology of a WDM network

is shown in Figure 2.1. The optical network consists of multiple transceivers (TX_1

to TX_n), each operating on a different frequency. The signals are multiplexed and

propagate through a shared optical fiber. After demultiplexing, each signal is detected

by its respective receiver (RX_1 to RX_n). The total system bitrate is calculated as:

BT=B1+B2+...+BN (1)

where BT is the total bitrate and Bi is the bitrate of the ith channel [5].

2.1.1 CWDM

Coarse Wavelength Division Multiplexing (CWDM) is characterised by wider channel

spacing than Dense WDM described in the chapter below. CWDM systems are often

utilised in cost-efficient applications thanks to its wavelength selection tolerances and

wide passband filters  [6]. 18 CWDM channels are defined by ITU-T, ranging from

1270 to 1610 nm with channel spacing of 20 nm.

13
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2.1.2 DWDM

Dense Wavelength Division Multiplexing (DWDM) benefits from narrower channel

spacing than CWDM. The channel spacings as defined in [7] are 12.5 GHz, 25 GHz,

50 GHz and 100 GHz. The nominal channel frequencies are defined as

f n=193.1+nΔ f (2)

where n is a positive or negative integer including 0 and Δf is the channel spacing.

The differences between CWDM and DWDM systems are highlighted in [8] and the

spectral efficiency of a DWDM system is thoroughly elaborated upon in [9].

2.2 Signal regeneration

2.2.1 Dispersion compensation

Chromatic dispersion (CD), analyzed in  [10], is the prevalent dispersion element in

single-mode fibers. Since commercial SMFs tend to have positive dispersion of around

17 ps/nm/km at 1.55  μm  [11][12], dispersion compensation elements are necessary

when designing a long-distance optical network, especially at higher bitrates due to

low dispersion tolerance.

One method of chromatic dispersion compensation is the usage of dispersion com-

pensating fibers (DCF). In order to regenerate the pulse shape, DCF are designed

with  very  high  negative  dispersion  values.  micro-structured  optical  fiber  (MOF)

designs proposed in [13] offer dispersion values of up to -3290 ps/n/km at 1.55 μm.

In my case, running simulations using DCF for dispersion compensation is a difficult

task, because such fibers are not present in the OptSim simulation environment by

default and implementing them is complicated, since many research papers do not

present all fiber parameters required for proper implementation.

Another approach to dispersion compensation is using Chirped Fiber Bragg Grat-

ing (CFBG) as proposed in [14]. In [15] the superior CD compensating properties of

FBG to DCF are discussed. Both methods reduce the CD to acceptable values, but

DCF suffers from inserted attenuation of up to 10 dB, as opposed to CFBG added at-

tenuation of less than 3 dB. CFBG is less susceptible to non-linear effects as well.

The dispersion slope of the dispersion compensating module (DCM) has to match

the dispersion slope of the SMF used for transmission. CFBG dispersion compensa-

tion  optimised  for  DWDM systems  slope-matched  with  G.652  fiber  is  presented

in [16], FBGs with long period gratings suitable for broadband (13.8 nm) systems are
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2. State of the Art

discussed in  [17]. The optical network utilising CFBG CD compensation is tested

in [18], the optimal placement of the DCM is also explored. The CFBG is fabricated

to compensate the overall dispersion of -1638 ps/nm, pre-compensation is reported to

yield slightly better results than post-compensation, with inline compensation suffer-

ing from the worst bit error rate.

2.2.2 EDFA

Since transmitted optical power lowers while propagating through an optical fiber,

Erbium-doped fiber amplifiers (EDFA) play a crucial role in optical signal regenera-

tion over long distances. Signals amplified by a single or multiple EDFAs suffer from

decreased OSNR caused by the amplifiers' added noise, studies show that the noise

figure ranges from around 4 dB [19][20] to roughly 5 dB [21][22] in practical applica-

tions. Since my simulations will mainly consider channels at wavelength ranging from

around 1540 nm to 1560 nm, both amplifier gain and noise figure can be approxim-

ated as flat values, according to  [21]. The relationship between EDFA noise figure

and other parameters,  such as input power, is elaborated upon in  [23] with noise

measuring methods described in [19]. The noise and gain of optical amplifiers, how-

ever, cannot be seen as static values. The addition or the drop of channels can affect

the EDFA gain, which can be detrimental to WDM network flexibility. This topic,

along with countermeasures against the gain instability, is covered in [24]. This effect

of EDFA gain fluctuation would be very hard to replicate in the simulation environ-

ment. Since it mostly concerns dynamic optical networks, I decided to use a fixed-

gain amplifier in my simulations. When designing an optical network with multiple

optical amplifiers, it is important to choose the optimal distance between each signal

regeneration segment, since short regeneration intervals theoretically ensure better

transmission quality, but each EDFA introduces noise into the channel. Since the in-

serted noise from multiple EDFAs may result in lowered transmission quality. This

topic will be further explored in chapter 4.1.1.

15
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2.3 Non-linear effects

The cross-channel interference in fiber optics is mainly caused by non-linear effects,

which can be split into two types: Inflexible Stimulated Scattering, further split into

Stimulated Raman Scattering (SRS) and Stimulated Brilloun Scattering (SBS), and

Kerr effect. Kerr effects, the main sources of non-linear interference in WDM sys-

tems, comprise of Self-Phase Modulation (SPM), causing the frequency chirp of the

transmitted signal, Cross-Phase Modulation (XPM), responsible for timing and amp-

litude jitter of the neighboring channels, and Four-Wave Mixing (FWM). 

FWM is a process in which three different frequencies generate new spectral com-

ponents through interaction [26]. The products are created at:

f ijk= f i+ f j− f k (3)

where  fi,  j  ,k are  the  existing  frequencies  and  fijk is  the  new  spectral  component.

The creation of the new spectral components is graphically represented in Figure 2.2.

In a transmission system with equal channel spacing, new spectral components over-

lap with the neighboring channels. The FWM, along with SRS, is considered the ma-

jor  non-linear  effect  that  degrades  the  WDM  system  performance  [27][28].

The strength of non-linear effects based on channel parameters is explored in [29],[30]

and  [31].  A  relationship  between  bitrate  difference  between  the  two  channels

and channel quality is proposed in [32]. It is also suggested that time shifting the in-

terfering WDM channels may have huge impact on OSNR (6 dB in this case), since

it completely changes the interference conditions and thus leads to different crosstalk-

induced sensitivity degradations.

Various methods and techniques were developed to lessen the impact of FWM

on transmission quality. One of them is unequal channel allocation described in [33]

and  [34]. Many variations of this technique were implemented with either repeated

[35][36] or non-repeated channel spacings [37][38]. Another proposed way of improv-

ing  transmission  quality  is  WDM crosstalk  mitigation  through  DSP.  A  method

of adding a copy of the shared spectrum with a 180°  difference is described in  [39].

16
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2. State of the Art

Another solution is replacing SMF with multi-core fiber, thus reducing the number

of channels in a single core [40]. A method for directly measuring non-linear crosstalk

through coherent optical detection is presented in  [41] and the physical principles

of non-linear pulse propagation are explained in [42].

2.4 Channel coexistence

I plan to focus on the interaction of an OOK modulation with more advanced

modulations to represent a mixed line-rate optical network undergoing a system capa-

city enhancement. The crosstalk between the coexisting channels is the main concern

when implementing new channels into a WDM system. As shown in  [43], channels

suffering from WDM crosstalk exhibit roughly 2-3 dB lower OSNR than when trans-

mitting  independently.  Ref.  [44] describes  the  impact  of  crosstalk  on  DPSK and

DQPSK channels. DQPSK channels are heavily affected by interference, especially

when it is caused by amplitude modulation, such as OOK channels. Even though

DQPSK channels suffer the most when implemented in WDM, the overall transmis-

sion quality is still better than that of an OOK channel's. NRZ-OOK shows the worst

performance among all modulation formats, with DPSK modulation being the most

robust when it comes to cross-channel interference [45]. The coexistence of channels

with different bitrates is discussed in  [46] and  [47]. In order to reduce the impact

of crosstalk  on  transmission  quality,  sufficient  channel  spacing  has  to  be  used.

In Ref. [48], channel spacing of over 75 GHz was required to reach the desired trans-

mission quality. I suspect the channel spacing required to eliminate cross-channel in-

terference will be higher in my case, due to FWM effects being more pronounced be-

cause of even channel spacing that I decided to use to ensure better system modular-

ity.

Instead of simply adding new channels into an existing system in order to increase

its capacity, different approach is considered in [49]. Multiplexing two OOK channels

into a single DQPSK channel effectively doubles the system capacity. This approach

is suitable for backbone links as the OOK channels can be demultiplexed again from

the more advanced format. This method is elaborated upon in [50]. Instead of having

OOK and DQPSK channels coexist, they are multiplexed into a single 8-APSK chan-

nel, thus eliminating any crosstalk between the two channels.

17



3. Methods

3 Methods

3.1 Time Domain Split-step

I used RSoft OptSim simulation program to perform the simulations. The program

uses  the Time Domain Split-step (TDSS) to perform the integration  of  the fiber

propagation equation:

δ A(t , z )
δ z

={L+N }A(t , z) (4)

where A(t,z) is the optical field, L is the linear operator responsible for dispersion and

other linear effects and N is the non-linear operator that accounts for the Kerr effect

and other non-linear effects like SRS or pulse self-steeping.

The  Split-Step  integration  algorithm  works  by  applying  separately  L and  N

to A(t,z) over small spans of fiber Δz. The error deriving from separating the effects

of L and N goes to zero faster than (Δz)2. L is determined in the time domain by cal-

culating the convolution product in sampled time, which can be written as:

TDSS → AL[n]=A [n ]∗h [n ]= ∑
k=−∞

∞

A [k ]h [n−k ] (5)

where h(t) is the impulse response of the linear operator L.

The main advantage of using TDSS over other methods, such as Split-Step Fourier

method (SSFM) is that it doesn't suffer from as high computational overhead and

high memory usage as the fast Fourier transform (FFT) methods, which are also

prone to time aliasing at the beginning and the end of each block if handled incor-

rectly [51]. 

3.2 BER

The simulation results are interpreted based on the bit error rate (BER) and Q-

factors of measured optical channels. BER is the number of bit errors (Nerror) divided

by the total number of transferred bits (Ntotal):

BER=
N error

N total

(6)

The most commonly used technique for measuring BER is direct error counting.

This technique is seldom used in the simulation of optical systems, since the BER

values  tend to  be  very  low and  an  accurate  measurement would  require  a  large

amount of transferred bits, resulting in very long CPU times. Therefore, semi-analyt-
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ical techniques are used as a compromise between simulation time and simulation ac-

curacy. This means that no BER value is absolute, but rather an approximation with

accuracy based on the number of simulated bits.

Figure 3.1 depicts the relationship between total number of simulated bits and the

BER spread. If the number of simulated bits is too low, the results may wary wildly,

since each bit error will strongly affect the final BER. The improvement in accuracy

becomes negligible when the number of simulated bits exceeds 800, but even then the

BER value may differ by an order of magnitude.

19

Fig. 3.1:BER estimate range (95% confidence interval) for BER=10-9 [52].
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3.3 Q-factor

AS defined by ITU-T [53], the Q-factor is the signal-to-noise ratio at the decision cir-

cuit in voltage or current units typically expressed by:

Q=
μ1−μ 0

σ 1+σ 0
(7)

where m1 and m0 are the mean values of logical 1 and 0, s1 and s0 are their stand-

ard deviations. The Figure 3.2 illustrates where those values lie within the eye dia-

gram.

The mathematic relations to BER when the threshold is set to optimum are:

BER=
1
2

erfc(
Q

√2
)≃

1

Q √2π
e
−

Q 2

2 (8)

with:

erfc(x)=
1

√2π
∫

x

∞

e
−

β
2

2 dβ (9)

Similarly to BER, there is an intrinsic uncertainty in the evaluation of the Q-

factor when measured over a finite number of bits. 

20

Fig. 3.2: Determining the Q-factor.
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As can be seen in Fig. 3.3, approximately 500 bits are required in order to achieve

Q-factor confidence intervals of less than 1 dB. Based on the relationship between the

number of simulated bits and simulation accuracy for both BER and Q-factor, I de-

cided to always simulate more than 800 bits to ensure the simulation results are reas-

onably accurate.

21
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3. Methods

3.4 Modulations

Three modulations commonly used in optical communication systems were utilised in

order to measure the interaction between different optical systems sharing a physical

layer. The modulations used are Non-Return-to-Zero (NRZ) On-Off-Keying (OOK),

Differential Phase-shift Keying (DPSK) and Differential Quadrature Phase-shift Key-

ing (DQPSK).

3.4.1 NRZ-OOK

The constellation diagram of a NRZ-OOK modulation in Figure 3.4a shows the two

modulation states. When looking at the eye diagram of a NRZ-OOK modulation (Fig.

3.4b), it can be seen that most of the distortion is present at logical 1 while logical 0

is relatively undistorted.

As depicted in Figure  3.5, it is implemented using Lorentzian laser source and

Mach-Zehnder modulator. The electrical signal representing the transmitted data is

modulating the optical power of the laser, thus transmitting the data as an optical

signal.  The  signal  then  passes  through  a  raised-cosine  optical  filter  to  reduce

crosstalk. 

22

Fig. 3.5: NRZ-OOK transmitter implementation.

Fig. 3.4: a) OOK modulation constellation diagram, b) NRZ-OOK eye diagram
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3.4.2 DPSK

Differential Phase-shift Keying is a relatively simple and robust phase modulation.

Each symbol carries only one bit of information with either logical 1 at a determined

phase or logical 0 at the opposite phase, resulting in very high symbol distance as can

be seen on the constellation diagram in Fig. 3.6a. Since the two symbols lie on the

opposite side of the constellation diagram, the eye diagram of a DPSK modulation is

symmetrical along the x axis as seen in Fig. 3.6b. The main benefit of DPSK when

compared to OOK modulation is the approximately 3 dB lower OSNR required to

reach a given BER [54]. 

Instead of a Mach-Zehnder modulator present in OOK modulations, a phase mod-

ulator is used to alter the phase of a signal from Lorentzian laser source based on

electrically transmitted data (Fig. 3.7). It is to be noted that the Mach-Zehnder mod-

ulator can be used as well although it has to be driven at twice the switching voltage

required for OOK modulation [55].

23

Fig. 3.7: DPSK transmitter implementation.

Fig. 3.6: DPSK modulation constellation diagram, b) DPSK eye diagram
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3.4.3 DQPSK

Differential Quadrature Phase-shift Keying modulation differs from the two above

modulations in each symbol representing two bits of information, since this phase

modulation has four modulation states in total, shown in Figure  3.8a. This enables

the data rate to be doubled while keeping the same symbol rate or conversely, main-

tain the same data rate while halving the actual symbol rate [54]. The graph in Fig-

ure 3.8b gives an example of the four phase states used to transmit data. Because all

four states share the same amplitude, instantaneous phase deviation gives a better

representation of the modulated signal than the eye diagram. 

The implementation of a DQPSK transmitter, shown in Figure 3.9, is a bit more

complicated than the implementation of other modulations. The two bit per symbol

modulation is simulated by using two 1 bit data sources. After data is prepared for

the  modulation  in  the  pre-coder,  each  data  stream  is  sent  into  one  of  the  two

branches, each basically forming an independent DPSK (Differential Phase-shift Key-

ing) modulation with one branch having its phase shifted by π/2 [56] with the help of

the phase modulator.

24

Fig. 3.8: a) (D)QPSK modulation constellation diagram, b) Instantaneous phase
deviation of a DQPSK signal

Fig. 3.9: DQPSK transmitter implementation.
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3.5 Simulation layouts

Multiple  simulation  layouts  had  to  be  devised  in  order  to  test  the  interactions

between optical channels. The general layout depicted in Figure  3.10 contains two

DWDM systems, each consisting of ten channels. Different parameters were assigned

to each system in order to observe the effect on transmission quality. The simulated

network consists of several repeated segments of equal length, each containing an op-

tical fiber, a dispersion compensation element and an erbium-doped fiber amplifier,

for a total length of 300 km. The length of 300 km was chosen because it allows for a

layout with several optical amplifiers in order to increase the transmission quality

and because such distance is within scope of the size of Czech Republic. The fiber

length in the repeated segment ranges from 50 km to 100 km based on the simulation

parameters. If the length of the repeated segment was such that the total length of

the system couldn't reach 300 km, the length of the final segment was adjusted to

match the desired total distance. For example, if the repeated segment is 90 km long

– 90+90+90 = 270 km, it  was necessary to add 30 more kilometres  in  order to

achieve equal total length within all simulations. 
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Fig. 3.10: Optical network layout with repeated signal regeneration.



3. Methods

Figure 3.11 shows the dispersion and power loss compensation for signal regenera-

tion interval of 100 km. As will be discussed in chapter 4, this regeneration interval

was used in most simulations, because the reduced transmission quality from having

infrequent signal regeneration allowed me to better observe the non-linear interac-

tions between individual channels. The dispersion linearly increases at 16 ps/nm/km

as the signal is propagating (Fig. 3.11a) and is fully compensated every 100 km. Sim-

ilarly, the optical power steadily decreases at 0.2 dB/km until the signal reaches an

optical amplifier and then is restored back to its original value. Those values for op-

tical attenuation and dispersion were chosen to represent a typical single-mode optic-

al fiber [11].
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Fig. 3.11: a) Dispersion, b) power of a signal propagating through the network.

Fig. 3.12: DWDM transmitter array – DQPSK modulation.
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The Figure  3.12 depicts the WDM transmitter array employed in the simulation

layout.  Each  block  contains  the  respective  transmitter  layout  as  described  in

chapter 3.4, depending on the modulation used. The channels are multiplexed using

an ideal optical combiner.

The repeated segment, shown in Fig. 3.13, consists of an optical fiber with length

adjusted based on the simulation requirements, ideal grating for dispersion compensa-

tion and a fixed gain EDFA. Both the grating dispersion and the EDFA gain were

adjusted for each simulation based on the fiber length to match the fiber dispersion

characteristic and attenuation, respectively.

The WDM receiver array is shown in  Fig. 3.14. As with the transmitters, each

block  contains  a  receiver  layout  for  its  respective  modulation  as  discussed

in chapter 3.4. The setup shown in the picture is specific for the DQPSK modulation

receivers which have two phase-shifted outputs, requiring a more complicated detect-

or with two inputs or two detectors with a single input. The other modulations have

only a single electrical output each (blue line) so a simpler electrical detector with a

single input can be used for each channel. Ideal optical splitter is used for demulti-

plexing.

27

Fig. 3.13: Repeated segment with dispersion compensation and EDFA.

Fig. 3.14: DWDM receiver array – DQPSK modulation.
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The layout in Figure 3.15 is the full implementation of the general layout shown

in Fig. 3.10. It consists of two transmitter arrays, each containing ten transmitters,

multiplexed into a single fiber, the repeated segment represented by the block with

circular arrows, and two receiver arrays with the same modulation and frequency

setup as the transmitters.
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Fig. 3.15: Example of a used simulation layout – coexistence of an OOK and a DQPSK
DWDM system. 
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4 Results

4.1 Channel properties

The purpose of this section is to design the optical network in such a way that the

transmission quality is  sufficient, but at the same time the bit error rate is  high

enough to enable further testing. In case the BER is too low, there is the risk of sim-

ulation results falling below the detection threshold. In order to set up the optical

network properly, I tested the basic properties of my network components on both

a simple PON layout and layout with multiple optical amplifiers.

4.1.1 Attenuation

Optical attenuation is the main limiting factor when designing an optical network.

In order to reduce transmission losses, active optical components, such as Erbium-

doped fiber amplifiers, have to be utilised with the drawback of introducing more

noise into the system. 

The graphs shown in Fig. 4.1 depict the results of a simulation whose purpose was

to verify relationship between signal regeneration interval and transmission quality.

Each graph consists of three curves which correspond to the channel spacings of 0.1,

0.2 and 0.3 THz, respectively. With the increasing distance between the individual

EDFA sections the bit error rate increases (Fig. 4.1a) and the Q-factor decreases

(Fig. 4.1b). Even though a larger number of optical amplifiers introduces more noise

into the system, more frequent signal regeneration is clearly beneficial to the trans-
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Fig. 4.1: Impact of distance between EDFA segments on a) BER, b) Q-factor
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mission quality. The major real-application downside of having shorter regeneration

intervals is the increased price of such system resulting from having larger amount of

expensive  active  optical  components.  Irregularities  with  the  transmission  quality,

which are especially apparent for channel spacings of 0.2 and 0.3 THz with more fre-

quent signal regeneration, may be caused by greater  number of optical amplifiers

present which results in  stronger non-linear effects. I opted for the 100 km regenera-

tion interval for further simulations as it puts the bit error rate close to the limit for

what would be considered high-quality transmission (BER of 10-10 according to [32]).

4.1.2 Dispersion

Unlike attenuation, dispersion can be countered with passive optical components, spe-

cifically dispersion compensating fibers or chirped Fiber Bragg Grating. I decided to

use the grating for dispersion compensation, since it exhibits better compensation

properties and introduces less non-linearities into the system so it won't collide with

the non-linear behaviour caused by the coexistence of multiple channels that I want

to focus on.
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Fig. 4.2: Optical power a) transmitted, b) at 10 km, c) at 50 km.



4. Results

Figure 4.2 shows the effect of dispersion (in time domain) on the optical power of

a signal propagating through an optical fiber. Fig. 4.2a depicts the transmitted signal

– a square pulse with steep edges and some overshoot. After 10 km, the impact of

dispersion becomes apparent (Fig. 4.2b). The signal is slightly deformed, the edge

steepness is decreasing and the pulses widen. At 50 km (Fig. 4.2c), the signal is heav-

ily distorted and distortion products are forming in spaces between the pulses. 

Figure  4.3 shows  the  reconstruction  of  a  distorted  optical  signal  transmitted

through a 50 km long passive optical network. Accounting for dispersion allows in-

creasing the transmission quality in long optical fibers without active network com-

ponents. As I plan to make use of relatively long signal regeneration intervals in order

to strain the optical system, correctly compensating the dispersion is absolutely vital.
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Fig. 4.3: Dispersion compensation: a) none, b) partial, c) full compensation.
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4.2 Adding new channels to an existing system

When upgrading an optical network to a system with different modulation or higher

bitrate, there are many things that have to be considered. In practical applications, it

is generally not desirable to simply replace old channels with newer ones, since up-

grading the system in such a way would result in temporary loss of service and, if

any problems with the new system occurred, rollback to the old one would be prob-

lematic as well with the old channels already gone. Because of that, the upgrade is

usually done in several steps. First, new channel group with the desired properties

and total bit rate at least equal to the existing system is added. After the new chan-

nels are tested and ready for use, the service is switched from the old channels onto

the new ones. When the new channel group is fully operational, the old system can be

either discarded or replaced without any significant loss of service. This chapter ex-

plores the transitional period when two systems with different properties coexist. 

4.2.1 System with mixed channel groups

There are several ways of adding new channels to an existing system. One of them is

putting new channels in between existing channels, provided the frequency spacing is

large enough to allow it. This method is shown in Fig. 4.4. The channel group A and

the channel group B, with different bit rates and modulations, are not spectrally sep-

arated  but  instead  each  channel  neighbors  with  channels  from  the  other  group.
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Fig. 4.4: Interleaved DWDM channels.
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This chapter explores the impact of mixing channel groups on transmission quality.

All  simulations  are  made  with  real-life  applications  in  mind,  mostly  focusing  on

the coexistence of a slower system with a simple modulation (typically NRZ-OOK)

with a faster, more complicated system.

Simulations shown in Figure  4.5 were made using the layout depicted in Figure

3.10 from chapter  3.5,  making use  of  the NRZ-OOK (Non-Return-to-Zero On-Off

Keying) modulation. This simple modulation is mainly suitable for lower bit rates

[58],  which  resulted  in  lowered  transmission  quality  for  bit  rates  approaching

100 Gbps.  Figure  4.5a,  b  and c  represents  the  spectral  distribution  of  individual

DWDM channels. Three values were used for channel spacing. Spacing of 0.1 THz

(Fig. 4.5a) corresponds to the defined minimum DWDM spacing. Since the channels

are  closely  packed together,  increased  cross-channel  interference  can  be expected.

Two channel types can be distinguished in the graph. 10 Gbps channels with narrow

spectral characteristic are interleaved with 40 Gbps channels with broader spectrum
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Fig. 4.5: Frequency spectrum of interleaved DWDM system.
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resulting in higher amount of noise produced at the adjacent frequencies.  Fig. 4.5b

depicts wider spacing of 0.2 THz, spacing of 0.3 THz shown in Fig. 4.5c corresponds

to the usage of every third channel on the DWDM frequency grid as described by

ITU [7].

Simulation described by Figures 4.6a,b and c explores the effect of adjacent chan-

nel bit rate on transmission quality of an examined 40 Gbps channel. Fig. 4.6a shows

the spectral characteristic of the channel with 10 Gbps adjacent channels. We can no-

tice two local maxima at frequencies corresponding to the adjacent channels (in this

case 192.9 and 193.1 THz). This is the optical power leaking from neighboring chan-

nels through the optical filter causing interference. Increase in bit rate of the sur-

rounding channels results in merging of those local maxima with the main spectral

characteristic (Fig. 4.6b). If the bit rate is increased to 100 Gbps (Fig. 4.6c), the

characteristic stops being symmetrical. Such interference can have negative impact on

the bit error rate of the channel.
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Fig. 4.6: The effects of adjacent channel interference.
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Graphs in Fig. 4.7 show the impact of  adjacent channel bit rate on the error rate

and Q-factor. As can be especially apparent in case of a 40 Gbps channel in Fig. 4.7a,

the correlation is not linear. Fig. 4.8 shows BER of 10 different DWDM channels im-

pacted by adjacent channel interference with a dashed line representing the BER

value for a channel with no interference. Each channel exhibits strongly non-linear re-

lationship with the interference, but the BER values don't deviate too wildly from a

certain average. This means the interference can be described statistically – with an

average value and a standard deviation. Because of this, all the results are based not

on the properties of a single channel but on the average values of multiple channels

with the same parameters.
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Fig. 4.7: Adjacent channel interference impact on a) 40 Gbps channel, b) 60 Gbps.

Fig. 4.8: Adjacent channel interference for 10 DWDM channels
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I used a 20-channel setup to evaluate the effects of adjacent channel interference.

Ten evaluated channels were set up with fixed 40 Gbps bit rate, the other ten chan-

nels were used as sources of interference with variable bit rate ranging from 10 to

100 Gbps and were placed between the measured channels. Three optical amplifiers

with long, 100 km gaps between them were utilised in order to push the system to its

limit – if the overall BER was too low, measured interference might not be detected.

Figure 4.9 contains four curves representing the average bit error rates of measured

channels with various spacing and a dotted line representing a single channel with no

interference as a reference value.. Channels spaced at 0.2 THz (green) and 0.6 THz

(teal) show very mild increase in channel quality with higher interfering bit rate,

0.3 THz  spacing  (blue)  results  in  slightly  sharper  sloped  line  fit.  Channels  with

0.1 THz spacing represented by the red curve differ significantly from the other three,

it's  the only curve showing indirect correlation between the two parameters.  This

means the spectral distance between channels plays an important part in the equation

as it can affect not only the interference value, but also the shape of the diagram it-

self.
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Fig. 4.9: Differences in the effect of interference based on channel spacing.
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4.2.2 Interference caused by DPSK modulation

Not only  the channel  bitrate  and spacing can influence  the transmission  quality.

Adding channels with a more advanced modulation may affect the old channels dif-

ferently than expanding the system with channels using the same modulation. In this

context, this section explores the impact of adding DPSK channels to an OOK sys-

tem. Since the bit error rate of DPSK modulation is several magnitudes lower than

the bit error rate of OOK channels, only the latter are considered when determining

the crosstalk effects.

Figure 4.10 depicts the bit error rates of three OOK systems operating at channel

speeds of 10, 20 and 40 Gbps while being affected by interleaved DPSK channels.

0.1 THz channel spacing was chosen for the simulation in order to maximise the ef-

fects of interference. As opposed to crosstalk from other OOK channels (as seen in

Fig. 4.9), the relationship between the interfering bitrate of the DPSK channels and

the OOK channels' bit error rate is non-linear, especially for low-bitrate OOK chan-

nels. If we focus on the 10 Gbps OOK curve, we can see that the crosstalk is stronger

when  DPSK channels operate at similar bitrates as the OOK system. This is most

likely caused by each symbol being affected by a low number of interfering pulses of

similar duration. If affected by multiple shorter pulses thanks to high bitrate differ-

ence, the impact of individual pulses may balance out without strongly affecting the

optical power of the transferred symbol. Longer pulses affecting the whole symbol

have  higher  chance  of  pushing  the  transferred  optical  power  over  the  decision

threshold resulting in increased BER.
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Fig. 4.10: Interference caused by DPSK channels.
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4.2.3 Interference caused by DQPSK modulation

Another modulation commonly used in optical communication systems is DQPSK.

Figures 4.11 and 4.12 describe the impact of adding channels with this modulation on

transmission quality of the OOK system. The Figure is split into two section for clar-

ity,  Fig. 4.11 shows how the BER of 10 Gbps OOK channels is affected and the

curves in  Fig. 4.12 represent the average transmission quality of 20 and 40 Gbps

channels  affected  by  DQPSK  channels  with  bitrate  ranging  from  10  Gbps  to

100 Gbps.
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Fig. 4.11: BER of 10 Gbps OOK channels affected by DQPSK channel crosstalk.
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The relationship between channel BER and interfering channel bitrate is strongly

non-linear with observable similarities across all three curves.  Each curve exhibits

several peaks which correspond to multiples of the affected bitrate with BER decreas-

ing as the interfering bitrate increases. In the case of 20 and 40 Gbps channels, the

curves peak at 20, 40 and 80 Gbps bitrate of interfering DQPSK channels with the

best transmission quality at 60 Gbps interfering bitrate. Similarly, the local maxim-

ums of 10 Gbps channel BER are located at 10, 20, 40, 60 and 80 Gbps, marking the

even multiples of the channel bitrate. The lower values are present at odd multiples

and high interfering bitrates, with the channel BER falling below detection threshold

when confronted with 50 Gbps and 100 Gbps interference. On one hand, the interfer-

ence caused by DQPSK modulation is stronger than the one caused by DPSK but on

the other, DQPSK provides several bitrate “windows” allowing relatively unobstructed

operation of the OOK system when configured correctly. 
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Fig. 4.12: BER of 20 and 40 Gbps OOK channels affected by DQPSK channel crosstalk.
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4.2.4 System with separated channel groups

Next,  I  decided  to  compare  the  results  to  a  network  with  separated  channel

groups, meaning channels of the same bitrate and modulation are grouped together as

illustrated in Fig. 4.13, where the grouping on the left consists of 40 Gbps channels

and the one on the right consists of interfering channels with variable bit rate. The

fairly large  frequency gap of 0.9 THz was chosen to represent systems that are relat-

ively independent on each other.  As can be seen from the fitted lines representing
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Fig. 4.15: Channel crosstalk at three different channel spacings.

Fig. 4.13: Separated channel groups.



4. Results

the mean BER values at 10 to 100 Gbps interfering bitrates, shown in Figure 4.15 for

0.1,  0.2 and 0.3 THz channel spacings,  the impact of the interference on average

transmission quality is negligible. Interference among the measured channels mainly

comes from the other neighboring 40 Gbps channels and so is fairly independent from

the other channel group because the varied bitrate channels are very far from the

measured channels with constant 40 Gbps bitrate and thus contribute little to the

cross-channel interference. 

To find the optimal frequency spacing between two channel groups, I utilised the

configuration explained by Fig. 4.14. The spectral distance between a single measured

channel and ten interfering channels is gradually increased to find the point when the

BER value of the measured channel stabilises. The effects of FWM are highlighted,

forming peaks at 0.1 THz intervals and being the main source of cross-channel inter-

ference.
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Fig. 4.14: Finding the optimal frequency spacing.
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The curves in Figure 4.16 present the impact of spectral distance between the two

systems on bit error rate for interference caused by DPSK (4.16a) and by DQPSK

(4.16b) modulation operating at the same bitrate. Each graph consists of three sets of

points representing the BER values of 10, 20 and 40 Gbps OOK channel and curves

representing the overall trend for added clarity. A clear pattern can be noticed among

all curves. After the spacing exceeds 0.5 THz,  there is a sharp increase in transmis-

sion  quality  with  BER even  falling  under  the  detection  threshold  in  the  case  of

10 Gbps channels. The lower bitrates generally benefit more from wider spacing. This

is  probably  the  result  of  being  less  affected  by  noise  from  other  sources,  so

the crosstalk becomes the main factor determining the error rate. Since the 40 Gbps

channel  signal  is  already  heavily  distorted,  the  added  noise  from  inter-channel

crosstalk has little effect on the overall shape of the curve. The DQPSK modulation

affects the channel more than the DPSK modulation, this reflects the findings from

chapter  4.2.3. The relationship between frequency spacing and BER is not linear,

since there are more sources of non-linearities affecting the channel but it is safe to

assume, especially when looking at the 10 Gbps channels, that the interference caused

by the neighboring channel group becomes negligible with frequency spacing greater

than roughly 0.7 THz.
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Fig. 4.16: The relationship between frequency spacing and bit error rate.
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4.2.5 Transitioning to a new system

As was discussed in previous chapters, adding new channels to an existing system

affects the bitrate of the old channels. If transition is not handled properly, it can

negatively impact the transmission quality during the transitional period when both

new and old channels coexist. 

The Figure 4.17 describes the relationship between channel bitrate and the result-

ing error rate. The black dashed curve represents the bit error rate of the old NRZ-

OOK channels running at bitrate denoted by the x axis, before the addition of any

new channels. The channel quality is suitable for lower bitrates with BER sitting just

below the threshold for high quality transmission at 40 Gbps. At 50 Gbps, the bit er-

ror rate is just below 10-10, if the bitrate is increased further, the BER values climb

over the threshold and the quality of service (QoS) suffers. The solid black curve rep-

resents the situation when the number of channels with OOK modulation is doubled,

for example when needing to increase the system capacity or to perform maintenance

on the old system. The error rate is slightly higher than in previous case, but the

change has little impact on the transmission quality overall. At 40 Gbps, the BER is

pushed into grey zone representing the QoS threshold and at 50 Gbps, the BER value

is pushed above the threshold, meaning the error rate is slightly higher than what is

considered acceptable. This means that adding OOK channels to a system with chan-

nels running at speeds of 40 to 50 Gbps without making any adjustments, such as in-

creasing the transmitting power, will have an impact on the network quality and may

increase the bit error rate into levels unsuitable for communication. While the impact
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Fig. 4.17: OOK channel affected by various sources of interference.
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on BER is relatively small in the case of adding more OOK channels, the situation

changes dramatically if channels with different modulation are added instead. 

The  red  curve  shows  how  the  OOK  channels  are  affected  by  the  inclusion

of DPSK modulated channels. The error rate increases by several magnitudes and 40

and 50 Gbps channels become unusable. When adding DQPSK channels instead, as

denoted by the blue curve, the crosstalk is further amplified with BER for a 10 Gbps

OOK  channel  rising  from  below  detection  threshold  (10-40)  to  roughly  10-12.

All formerly functional OOK channels running faster than 20 Gbps become unreli-

able, suffering from bit error rates of above 10-10. 

However,  the  OOK channels  are  not  the  only  ones  affected  by  inter-channel

crosstalk. The newly added channels are affected as well. Figure 4.18 shows the im-

pact of adding new channels, with the same bitrate as the old OOK channels, on the

added channels' bit error rate. The dashed red and blue curves represent the bit error

rates of DQPSK and DPSK channels unaffected by crosstalk, respectively. The solid

blue curve represents the DPSK modulated channel error rate based on its bitrate.

The  DPSK modulation  is  very  robust  thanks  to  its  high  symbol  distance.  Even

though BER increases by several magnitudes, the channels still manage to maintain

low BER up to the bitrate of 80 Gbps where the channels start crossing the QoS

threshold denoted by the grey area. The  DQPSK modulation, represented by the red

curve, is much more sensitive to crosstalk. While operating independently, the error

rate of the DQPSK modulated channels is below the detection threshold when run-

ning at bitrates of 40 Gbps or less. When exposed to the OOK modulated channels,

however,  the  transmission  quality  decreases  sharply  and  BER  reaches  the  QoS
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Fig. 4.18: Added channels affected by the old OOK system.
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threshold at 60 Gbps. Even though in this case, DQPSK channels manage to operate

at higher bitrates than the OOK modulated channels described in Fig. 4.17, they are

clearly much more susceptible to crosstalk. The only reason the channels manage to

maintain higher transmission quality is because their parameters were deliberately set

up in a way to make the addition into an OOK system possible. If both the OOK

system and the DQPSK system operated at the same bit error rate independently,

after  forcing  them  to  coexist  on  the  same physical  layer,  the  DQPSK channels'

bitrate would be much lower than their amplitude modulated counterparts'.
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5 Conclusion

In this thesis I explored the conditions for the coexistence of optical systems on

a physical layer. First, the relationship between the length of the signal regeneration

interval and transmission quality was verified, showing that the benefits of having

shorter regeneration interval outweigh the negatives, even though utilising more ED-

FAs introduces more noise into the system.

Then,  the  interactions  between  channels  in  a  DWDM system  were  explored.

The simulations show that the channel bit error rate is not only determined by the

channel parameters, but by the neighboring channels' parameters as well. Interest-

ingly, neighboring channel bitrate can have strong impact on the channel bitrate, es-

pecially if they don't share the same modulation format. As shown in chapters 4.2.2

and 4.2.3, NRZ-OOK channel BER may fluctuate when surrounded by phase-modu-

lation channels based on the surrounding channels' bitrate. This phenomenon is most

apparent in channels with very low BER, as the channel BER approaches the QoS

threshold, the impact of neighboring channel bitrate becomes less noticeable.

Channel spacing also plays an important role in reducing the cross-channel inter-

ference. Simulations in chapter 4.2.4 show that there is a strong correlation between

the interference caused by crosstalk and FWM and the channel spacing. In my case,

a DWDM system of ten channels with 0.1 THz channel spacing noticeably affects

channels up to 0.5 – 0.7 THz away from the channel group. When wanting to add an-

other DWDM channel group, this helps us determine the optimal spacing between

the two channel groups.

It was also shown that adding new channels into an optical network has a strong

impact on the already present channels. Phase-modulation channels are generally af-

fected more by cross-channel  interference than the amplitude-modulated channels,

but the NRZ-OOK channels suffer from lower overall performance, meaning that even

though they are less  affected by the addition of  new channels,  their  performance

tends to be the system's limiting factor nonetheless. 

To summarise the results: when upgrading an optical network in order to increase

its total bitrate, it is important to pay attention to cross—channel interactions. If the

transition is done incorrectly, the network operator may lock himself in a situation

where the addition of new channels would push the old OOK channels over the QoS
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threshold, making the transition impossible without loss of service or adjusting the

channel BER in other way, such as increasing the transmitting power, which may not

be always possible.

When deciding how to add new channels, both channel interleaving and separated

channel groups seem to be viable approaches. Separating the channels with different

modulation formats seems to be the generally safer approach, as the cross-channel in-

terference is strongest between channels with different modulation formats. 

With regards to the results covered in this chapter, I consider the goals of this

thesis  fulfilled.  The possible limitation of  the thesis  is  the inherent inaccuracy of

the simulations and the closed-source nature of the simulation program, meaning that

the results should be verified experimentally. The possible follow-ups on this thesis

may include performing an experimental analysis of the results or expanding on the

scope of the thesis by for example including more modulation formats, or focusing on

a  specific  aspect  touched  by  the  thesis,  such  as  the  BER  fluctuation  based  on

a neighboring channel bitrate.
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