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Introduction

Over the past few decades, vehicles, such as cars, buses and trucks, have dramatically
improved people‘s lives. Now, vehicles have become an essential part of everyday
life. They have made it easier and faster for users to get from place to another. On
one hand they enhance people’s comfort but at the same time can endanger their
lives. Statistics show that about 27 000 Europeans were killed in vehicle accidents
in 2014 [34]. It is common that customers select vehicles based on price, which is
for many customers their main consideration, but also operating costs along with
fuel consumption and safety.

Automotive companies are continuously improving vehicle safety. The safety
systems developed in vehicles can be divided into two categories: passive safety
systems and active safety systems. Passive safety reduces the injuries sustained by
passengers when an accident occurs. For example, airbags and seatbelts have saved
thousands of lives and became a milestone in the automotive industry. Active safety
systems refer to systems that try to keep a vehicle under control and avoid accidents.
For example ABS can prevent wheels from locking up when a driver brakes and al-
low the driver to continue to steer. Advanced Driving Assistance System (ADAS)
can alert the driver to potential problems, or to avoid collisions by implementing
safeguards and taking over the control of the vehicle [12].

It is expected that active safety systems will play an increasing role in collision
avoidance in the future. Each application supported by ADAS requires its private
sensor(s), so adding new applications will require more sensors. Different sensors
have different observation capabilities and various detection properties. These sys-
tems are tested during development but it is also necessary to evaluate their proper
function and activation during a real drive.

This master thesis describes the development of software which was created
to evaluate video records of ADAS activations. Those systems are continuously de-
veloping and sometimes activated at the wrong time and causes dangerous situations
which otherwise would not have occurred. It is better when safety systems are not
activated at a time when their activation would be expected. However when safety
systems are activated when it is not necessary or there is no dangerous situation
then it can cause a new critical situation which can lead to an accident. Main mo-
tivation was to create a software which would be suitable for big data analyses and
would help to decrease analysing time. This software analyses big data and looks
for situations which contains ADAS activations. These situations can be used to
improve sensors and software in vehicles to increase reliability. Secondary motiva-
tion was to create such software which can be used in a vehicle. Software records
situations in real-time and provide only recordings which are important for future
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improvement. This master thesis is focused on patterns recognition and image anal-
ysis in LabVIEW and Matlab software.

Autonomous systems are not easy to develop and implement in real life, as
there are many interactions with surroundings which have to be correctly understood
by sensors and software to provide the correct response.
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Chapter 1

Advanced Driver Assistance Systems

1.1 General description

Systems like ABS or ESC are common on cars nowadays. Car makers want to
increase safety more and more, so it has led to the production of more and more
intelligent, powerful and faster vehicles. Cars also became a common part of our
life, meaning that is usual to have more than one car per family. This has led to
an increasing number of inexperienced drivers who can easily cause an accident. A
second class of dangerous drivers are those who drive many thousand of kilometeres
per month and are distracted by their work or other activities whilst driving, and
therefore do not fully focus on the road while driving. For these and other reasons,
many automotive companies are developing Advanced Driver Assistance Systems
(ADAS). Those systems help drivers to control cars more comfortably, give warnings
about danger on the road and avoid or reduce fatal accidents. On the other hand for
many experienced drivers some of those systems are unnecessary and they perceive
them as an irritation, especially when those systems cannot be switched off.

For many automotive companies ADAS is seen as a tool to reduce accidents
to zero and ultimately to achieve produce fully autonomous vehicles. Nevertheless
there is still a long way to go and many problems have to be solved before such cars
can go on roads autonomously.

1.2 Name and priciples of the systems

There are many bigger or smaller companies which develop ADAS systems in the
automotive market. The main players are Delphi Automotive Company, Panasonic
Corporation, Continental AG, Bosch Group, TRW Automotive, Valeo SA, Denso
Corporation etc [10]. In fact, those companies develop similar systems, meaning
that you can find different names for one system.

Examples of systems which are considered as ADAS are:

• Emergency Brake Assist
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• Automatic Emergency Brake

• Adaptive Cruise Control

• Blind Spot Detection

• Lane Change Assistant

• Lane Departure Warning

• Traffic Sign Recognition

• Turning Assistant

1.2.1 Emergency Brake Assist

Emergency Brake Assist (EBA) detects danger and distributes optimum braking
pressure to each wheel to ensure as short a braking distance as possible. In 1992,
Daimler-Benz performed a study by testing drivers on a simulator and the results of
the study showed that more than 90% of drivers failed to brake with sufficient force
when some critical situation occurred [2]. This was the first signal to start devel-
oping a system, which would ensure maximum braking potential during emergency
situations.

First version of EBA only detects "panic braking" and was configured to
apply maximal braking power because most drivers would not apply enough power
to utilize maximal the deceleration potential. This system uses ABS, ESC and the
speed witg which a brake pedal is depressed to recognize critical situations. The in-
crease in braking force is shown on figure 1.1. EBA system reduces stopping distance
by up to 20%.

1.2.2 Automatic Emergency Brake

A more intelligent and complex system is Automatic Emergency Brake (AEB).
Sometimes AEB system is called Collision Warning with Auto Brake or Auto-
matic Emergency Brake (AEB) or Volkswagen’s Collision Warning with Auto Brake
(CWAB). The specific name depends on the car manufacturer but the principle is
similar. This system can apply braking power automatically without driver interven-
tion. AEB continuously monitors the area infront of the car and when the systems
recognize a serious possibility of a collision occurring then the driver is alerted to
start braking and brakes are pre-activated. Sometimes small braking power is ap-
plied to save as much braking distance as possible. When the driver starts braking
and panic braking is recognized then EBA is activated. If the driver, at the critical
distance, does not start braking, the system automatically applies as much braking
power as possible to stop the vehicle or to reduce speed and the possibility of a fatal
accident. An example of an AEB system at work is shown on figure 1.2. When it
starts to brake automatically, it also uses ABS, ESC and EBA to ensure stability
and short braking distance of the vehicle.
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Figure 1.1: AEB [35]

Figure 1.2: AEB [35]
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Most rear-end collisions occur in inter-urban areas at low speed. To monitor
the rear-end of a car, manufacturers use Short Range Lidar or Long Range Radar
Sensor. Short Range Lidar is cheaper, works at speeds of up to 50 km/h and is used
in the compact car segment because it became an active safety standard, along with
ABS and ESC. Long Range Radar Sensor is necessary for adaptive cruise control as
it can also recognize critical situations and work at speeds of up to 200 km/h [17].

1.2.3 Adaptive Cruise Control

The first vehicle with Adaptive Cruise Control (ACC) was introduced in 1995, but
its functionality was limited and used throttle control or down-shifting to adjust
speed. In 1999 Mercedes introduced ACC Distronic which was radar based and also
able to apply the brakes, not just throttle or down-shifting [37]. Since 2007 BMW
has started to install ACC into its vehicles more often. The first manufacturer to
offer ACC capable of a complete stop and go was BMW with their 7 series and they
have been continuously expanding this system into their lower series. Mercedes,
Volkswagen, GM, and others have also followed BMW and rolled out their own
advanced ACC systems. Figure 1.3 illustrates a radar view of Mercedes Distronic
ACC system.

Figure 1.3: Adaptive Cruise Control [38]

ACC is a simple system which allows drivers to adjust their speed and dis-
tance from a car infront without using the throttle or brake pedals. It helps to
decrease fuel consumption and keep traffic flowing. On the other hand, it can mean
that a driver does not concentrate enough and when some unexpected hazard oc-
curs, the driver can react late or panic and easily cause an accident.

The first versions of ACC systems were based on laser but bad weather con-
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ditions significantly affected reability. There were also problems trecognizing the
speed and positioning of the car infront when it was wet or non reflective. For these
reasons nowadays common ACC systems use Long Range Radar. This radar works
in a wider range of weather conditions and can recognize non reflective cars. Typical
Long Range Radar sees up to 200 m but in small range 15 - 20�. Car manufactur-
ers often use a combination of Long Range radar with Short Range Radar or with
an optical system to cover a wider range. Wider range is necessary at low speeds
because the gaps are smaller. Short Range Radar sees up to 30 m and with a range
of around 80� [25]. On the other hand Subaru only uses an optical system which is
based on stereoscopic cameras [36]. Visual range is up to 500 m.

There are other types of ACC system, including cheaper systems which do
not support stop and go, meaning that a car cannot automatically fully stop and
then continue its journey. It works only in within a range of speeds e.g. from 50
km/h to 200 km/h. More sophisticated ACC systems also have ultrasonic sensors
which have a short range and are used at low speed to get more precise information.
Those systems can automatically stop and continue during driving e.g. slow driving
in traffic jams [1], [39].

1.2.4 Lane Departure Warning, Lane Keeping System, Lane
Change Assistant

These systems are designed to reduce high speed collisions especially on highways
and to eliminate run-off-road accidents. Lane Departure Warning (LDW), Lane
Keeping System (LKS), Lane Change Assistant (LCA) are systems which use optical
recognition of markers on roads, usually white lines. Because they rely on optical
recognition, those systems are sensitive to the quality of roads markings and also
the effects of the weather. That means that there is high possibility of a mistake in
heavy rain, snow or if there is excessive glare from the sun.

LDW is a simple system which will only warn the driver when to start moving
out of the lane. This system cannot turn or change direction of a car [7].

In comparison, LKS is a more proactive system that not only warns the driver
when to start moving out of the lane but it can also turn the steering to control the
car direction and therefore decrease chances of an accident when the driver does not
pay full attention. The most sophisticated systems nowadays are systems which are
able to warn the driver change direction and the lane autonomously, e.g. change
lane to overtake slower car on highway. Example of LKS from Audi is show on figure
1.4.

Sensors which are used in common cars are Multi Function Mono Camera
or Multi Function Stereo Camera. Stereo camera has the advantage that is able to
recognize 3D objects, lanes and possibly obstacles.

1.2.5 Blind Spot Detection System (BSD)

Blind spot in common language means a space where the driver is unable to see.
It can be caused by window pillars, passengers, headers or any other objects in a
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Figure 1.4: Line Keeping System [40]

car. These spots are dangerous because pedestrians or even vehicles can be missed.
The most common blind spot is situated behind the driver and it can be very
dangerous when changing lanes. Blind spot is also defined by ISO 17387:2008.
This norm describes Lane Change Decision Aid Systems (LCDAS) — Performance
requirements and test procedures and the location and size of the spots.

BSD systems use a combination of sensors to recognize objects and provide
information about an object to the driver. For example Continental uses Short
Range Radar but there are companies which use optical recognition. When an
object is found in a blind spot the driver is warned. Most of the common types of
warnings are signalled by small light emitting diodes on the side mirrors but some
automotive companies also prefer vibration of the steering wheel or a combination
of these with sound. The lastest versions of BSD systems are able to recognize the
difference between large or small objects and warn the driver that a car, pedestrian
or motorcycle is located in a blind spot [5] [27]. Figure 1.5 shows an example of
warning on the right side of the figure and monitoring area on the left side.

1.2.6 Traffic Sign Recognition

Traffic Signs Recognition (TSR) is a system which helps drivers to watch traffic signs.
The vehicle is able to recognise the traffic signs and display a warning e.g. "speed
limit" or "children" on the dash board or a head-up display. An example is show
on figure 1.6. The technology is being developed by many automotive suppliers,
including Continental, Bosch and Delphi. This system uses optical cameras and
video analysis to recognize signs and compare it with the digital maps data which
it receives from GPS navigation or traffic services.
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Figure 1.5: Blind spot detection [41][42]

The process of sign recognition is divided into two phases. First step is the
traffic signs detection in a video or image by using image processing. Then second
part is the identification of the detected signs.This system has one disadvantage.
When traffic signs valid only for limited distance and they do not have end signs
to which could be recognised by the system. E.g. reduction of a speed limit before
crossroads is made by signs. In most cases end of speed restriction is done by end
of crossroads, not by end sign. In such case, system cannot recognise change and
if there is no connection to digitalize maps data or data are old, then system will
show wrong signs [6].

Wrong-way driver warning system is a relatively new ADAS. This system
cooperate with TSR system. In the case of signs imposing access restrictions, system
warns driver by an acoustic warning together with a visual warning on dashboard
[8].

1.2.7 Left Turning Assistant

Left Turning Assistant is one of the newest ADAS it is sometime called Turning
Assistant. System works up to 10 km/h and uses sensors which detect entering
left-turn lane and car registers driver‘s wish to turn. Mono camera registers the
turn-off lane markings on a road. With the left turn assistant activated, three laser
scanners in the front end of the car map the area up to 100 metres in front of
the car. If the sensors detect vehicles coming from the opposite direction and the
vehicle continues to move into the intersection, the system activates an automatic
braking input to prevent a collision. At the same time, driver is warned by sound
and relevant warning symbols are shown on head-up display. Nowadays there are
only two models equipted with this system, Audi Q7 and Volvo XC 90 [9] [26].
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Figure 1.6: Traffic sign recognition [6]
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1.3 Sensors in vehicles [11]

Vehicles, which are fitted with ADAS, have many sensors to provide all the necessary
information to the systems. These sensors monitor the driver, vehicle and also the
surrounding. Figure 1.7 shows such sensors and their applications on vehicles.

Figure 1.7: Sensors in vehicles [12]

1.3.1 RaDAR (Radio Detection And Ranging)

RaDAR sensors work on frequencies 24 or 76-77 GHz. 24 GHz sensors are usually
used to monitor wider area near the vehicle that is programmed to recognize pedes-
trians or cyclists. Ranges of those sensors are around 50 - 60 m with a beam angle
of 90 degrees. Radars with frequencies around 77 GHz are used to detect obstacles
in long range around 100 - 200 m and a beam angle between 15 - 20 degrees. Radars
work with sampling frequency of 15 - 20 Hz. Types of radars are show on figure 1.8.

All automotive radars are Doppler type. Signal from radar is transmitted
and received continuously and modulated to recognize stationary obstacles. Radar
sensors for ACC or AEB usually contains two transmitters and four receivers or one
transmitter and two receivers as as a cheaper option which is used for detection of
rear vehicles [28].

1.3.2 LiDAR (Light Detection And Ranging)

Fundamentally, LiDAR is a radar that works radar which works in spectrum of infra-
red mono-frequent light. Its wavelength is 850 or 900 nm. Usually they are pulsed
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Figure 1.8: Type of radars on vehicles [28]

with power around tens of milliwatts with peak power of pulse up to 80 W. The
range of common LiDARs is from 10 to 20 m and they are used to detect obstacles
in low speed. The image is reproduced from 10 to 100 Hz. LiDARs were first applied
as sensors for ACC because they were smaller. Nowadays they are often replaced
by radars or cameras due to hight cost and low resolution capabilities [11], [43].

1.3.3 Optical cameras

Apart from radar and LiDAR, cameras such as stereoscopic cameras presented in
figure 1.10 are also used in vehicles. Car manufacturers use two types of cameras,
one which work in visible spectrum of the light (380 - 780 nm) or the other that
works near the infra-red spectrum of the light (760 - 1400 nm). The range of those
cameras depends on their resolutions and frame frequencies. They focus on using
black and white images with low resolution to decrease computing time as much
as possible. Hence cameras for pedestrian recognition need resolution around 360
x 240 pixels and frame rate of 10 Hz.The best parameters have cameras which are
used for traffic sign recognition and LKS as they have resolution 752 x 480 pixels
and frame rate of 15 Hz. The newest stereoscopic cameras can have resolution up
to 1280 x 980 pixels. Cameras are sensitive to bad weather conditions so they are
often used as support to radar systems.

Another usage of cameras is for driver monitoring. These cameras monitor
speed of eyes winking and head movements. From such information system can
recognize that driver does not pay full attention and should stop [43].
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Figure 1.9: LiDAR produced by Continental [29]

Figure 1.10: Stereo camera produced by Bosch [44]
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1.3.4 PMD (Photo Mixer Device) sensors

They are sensors with short and middle range. The principle is that they shoot
infra-red spectrum of light (740 - 870 nm) from reflected object in range of sensors
and measure duration of light beam flight. It is very similar to LiDARs but PMD
sensors use CCD or CMOS to shoot a whole picture. The advantage of those sensors
is a detection of scene in 3D directly and also a precise image compare to stereoscopic
cameras. These sensors are used by Lexus in their luxurious models.

1.3.5 Ultrasonic sensors

Ultrasonic sensors are used for low speed, especially for parking and manoeuvring.
The range of such sensors is from 3 to 10 m and their precision is around 5 cm.
Sensors ranges are shown in figure 1.11. Sensors units which are also transmitters
and receivers send cone signal 40 times per second with frequency from 30 to 40 kHz
and beam angle 30 - 40 degrees.

Figure 1.11: Tesla ultrasonic sensors [45]

Although ultrasonic sensors are mainly used for parking, some car manufac-
turers manage to extend their usage by integrating them into safety systems. The
problems are that wide signal cone is difficult to direct and it leads to discrediting
of result, so it is not feasible to create correct analysis of the surrounding in short
time. One of the car maker who uses those sensor is Tesla Motor in their autopilot
to recognize other cars around the vehicle.

1.3.6 Information evaluation

Camera, LiDAR or radar, just each system which acquires some kind of images, has
to be able to acquire and analyse this image correctly. For those analyses there are
used two methods which can be used simultaneously. The first method is known
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as pattern recognition which means that it is based on recognition of known shapes
or patterns. The second method works on principle of comparing two or more con-
secutive images and finding changes of points and for these points determine their
positions and direction of movement. First method does evaluate object which is
not in a library as unknown, second one does not have to know any object and it
evaluates only the possibility of occurrence of moving points in a trajectory of the
car, so it can detect some points as dangerous but in reality it would be only some
inappropriate group of points which are not dangerous. Static objects are analysed
as objects with speed of the car and can be also detected by this method.

These sensors often cooperate or use data from other basic sensors inside ve-
hicles to ensure safety and proper run. For example accelerometers, wheels rotation
sensor or sensors which give information about light status or wipers status.
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Chapter 2

Hardware

Quality video analysis software is useless without quality video inputs. Quality video
inputs are one of the most important parts. For this reason there are used cameras
with high resolutions and quality optics. A testing vehicle the latest model of Škoda
Octavia was chosen, which gets ADAS technology and software from Volkswagen.
The following complete hardware was used:

• Camera BlackVue DR650GW-2CH

• Apple Macbook Pro

• Škoda Octavia combi III

• Logitech HD Pro Webcam c910

• Logitech HD Pro Webcam c920

2.1 BlackVue camera

BlackVue DR650GW-2CH is dual channel camera, shown on figure 2.1. It consists
of front and rear cameras. The camera also contains and records GPS position and
speed and 3-axis accelerometer records accelerations. Basic specification:

• Resolution of front camera: Full HD(1920 x 1080)@30Fps

• Resolution of rear camera: HD(1280 x 720)@30Fps

• Compression Codec: MP4

• Front view angle: 129�

• Rear view angle: 103�
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Figure 2.1: BlackVue DR650GW-2CH camera [46]

Those cameras were used for long term recording and their records need to be anal-
ysed after drives in the post processing analysis. Those cameras can be connected
only via wifi but this kind of connection is not supported by Labview so they are
not suitable for real time analysis. Front camera records frontal area of a car whilst
rear camera does not record rear area of the car but is fitted behind a steering wheel
to record dashboard and all the warnings during drive. Video is recorded into mp4
format and stored into one minute files and named by actual date and time. Data
from accelerometer and GPS are simultaneously stored into text files with same
names as video files [19].

Figure 2.2: BlackVue Cameras records

2.2 Škoda Octavia III

The test vehicle Škoda Octavia III was a serial car fully equipped with all the
essential sensors and software which are necessary for ADAS. Škoda uses Mid-range
radar sensor and Multi purpose camera, both from Bosch company. They are shown
in figure 2.3.
The test Škoda Octavia is equipped:
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• EBA

• LDW and LKS

• ACC with AEB

• Driver monitoring system

LDW and LKS are active when camera recognises white marking and speed of the
car is above 65 km/h, which then means that the vehicle can correct direction and
warn the driver that they are straying from their lane. Driver monitoring system
is connected to LDW/LKS and monitors white markings on roads and moves of
steering wheel. Based on these information it can recognise that driver needs to
break. It does not directly monitor the driver [47].

Figure 2.3: Škoda Octavia III ADAS sensors [47]

2.3 Logitech HD Pro Webcam c910 and c920

Logitech HD Pro Webcam c910 and c920 were used to perform real-time video
analysis. They are shown in figure 2.4. Both cameras are quite similar, c920 is a
newer model which is fractionally smaller and it performs H.264 video compression
inside the camera. C920 saves computational time to computer and has screw to
install it on tripod. Both cameras can record videos up to full HD (up to 1920 x
1080 pixels) that are fully supported by LabView. It can easily adjust resolution and
frame rate and acquire images without additional compression, which is on the one
hand useful to have a video without large compression and to perform of analysis
those pictures but on the other hand data rate and storage capacity are increasing
to high levels. Short 10 second video with resolution 720p, 12 frames per second
takes more than 250 MB of free space.
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Figure 2.4: Logitech HD Pro Webcam c910 (left) and c920 (right) [48]
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Chapter 3

Software

In diploma thesis assignment is written to use LabVIEW environment for develop-
ment of analysis system. So Labview is main software which was used. There were
found complications which LabVIEW is not able to solve so there was necessary
to use Matlab and Any Video Converter to support LabVIEW and create software
which can do this analysis. Brief LabVIEW description is shown on figure 3.1.

Figure 3.1: LabVIEW [49]

3.1 LabVIEW

LabVIEW is stands for Laboratory Virtual Instrument Engineering Workbench. It
was developed by National Instrument company and uses programming language
"G" which has advantage that "programmers" do not need to know any language
syntax, they only connects boxes, which represent some functions, together by vir-
tual wires [4]. Figure 3.2 shows principle of graphical programming. They can also
easily chose preconfigured controls and create UI through which other users can
comfortable control and use program. It supports for thousands of hardware de-
vices including calculators, sensors, motors, etc. and has thousands of drivers freely
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Figure 3.2: Principle of graphical programming

available to download and use. LabVIEW file is called VI (Virtual Instrument).
Basic LabVIEW software is great tool for data acquisition and analysis of

those data but it cannot provide video analysis. That is why National Instrument
offers additional module which is called Vision Development Module. This module
adds to LabVIEW advanced tools to analyse pictures and videos. This module has
also its own development UI, so it is easy to prepare some picture analysis. UI is
shown on figure 3.3. Vision Development Module contains many filters, adjustments
and image functions, so analysis can be prepared in this module and then exported
to LabVIEW and implement to analysis VI.The main problem which LabVIEW
and Vision Development module have is that they do support only following video
formats:

• FF Video Codec 1

• Motion JPEG

• Y800 Uncompressed

• YUV 4:2:0 Planar

Figure 3.3: Vision Development Module

It is very narrow support of video formats and BlackVue cameras, which are used
to record ADAS, support only compressed mp4 video format but this format is
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not supported by LabVIEW at all. To solve this lack of support Matlab software
was chosen as software which supports mp4 format and is easy to implement to
LabVIEW. LabVIEW natively supports matlab scripts so m-file can be imported to
VI and it opens Matlab on background whenever is necessary.

3.2 Matlab

MATLAB is a technical computing environment for high-performance numeric com-
putation and visualization. MATLAB integrates numerical analysis, matrix compu-
tation, signal processing (via the Signal Processing Toolbox), and graphics into an
easy-to-use environment where problems and solutions are expressed just as they are
written mathematically, without much traditional programming. Matlab is used as
video converter and also to adjust pictures for image analysis but as the converter
is not suitable for long video file because it takes long time to convert and memory
is limited.

3.3 Total Video Converter

Due to hight computation time of Matlab conversion script and limited memory,
there was implemented another option into LabVIEW software. For analysis of long
video files and to save some computation time is better to use external software
Total Video Converter which converts mp4 files directly into Motion JPEG file
faster. Those files are after conversion loaded into analyser, which recognize that
files are in supported format, and directly analyse them.
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Chapter 4

Analysis software

Analysis software was divided into two parts to create tools which can be easily use.
First part of software development was to prepare post-processing analysis software
for video records which were or will be recorded and stored to hard drives. Second
software is real-time video analysis which works on board during drive and stores
only records of critical situations to save time of post-processing analysis. Both
software were also evaluated and tested.

4.1 Post-processing analysis software

Post-processing analysis software is tool which is suitable for analysis of large number
of video files, e.g. video records of return drive from Prague to Brno. This drive takes
around 4 hours and if it would be recorded by BlackVue cameras where one video file
has 1 minute, the whole record would contain around 240 video files from one camera,
so in total it would be 920 video files and there are also some additional files like
position information and acceleration informations. So this tool can automatically
choose and step by step recognise and analyse critical situations which occurred on
a way. When all files are analysed software will show results which contain:

• Names of files where critical situations were found

• Times of critical situations on the videos

• Type of ADAS activation

• Images from front camera when systems were activated

• Evaluation of correct activation of the systems

Software can analyse file in avi format but also in mp4 format but that format is
more time consuming. The whole software is created by one main VI and 15 subVIs.
For easier explanation figure 4.1 shows schematic view of the whole software and its
functions.
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Figure 4.1: Schematic view of post-processing video analyser
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4.1.1 Software start and UI

Software starts by open VI which is named mainVi.vi. This VI opens front panel,
which is also used as UI, and Matlab Command Window is opened in background.
UI is really simple to make analysis as easy as possible for future users. Figure 4.2
show this UI. It consists of results cluster on the top of UI, under cluster is located
path which define folder which contains video files for analysis and in bottom is
located start button to starts whole analysis.

Figure 4.2: Post processing analysis UI
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Video folder has to contain video files with correct names. The software was
developed to support names which are given by Black Vue cameras default. It means
that last letter before suffix of dash board video files have to be R, e.g. ****R.mp4
or ****R.avi. Front camera video files have to have F as last letter before suffix,
e.g. ***F.mp4 or ****F.avi. All other files, which will have different name format
or different type, will be skipped.

When analysis is started, file progress bar is shown, this bar shows actual
progress of file analyses. During analyses can be shown second progress bar but
this bar shows matlab conversion progress, so when file has avi format then matlab
progress bar will not appear.

4.1.2 Conversion

As it was mentioned before, LabVIEW does not support mp4 video files so there is
necessary video conversion from mp4 format to Motion JPEG format. The conver-
sion is not necessary for all video sources, it is applied only on dash board video files
and images from front video files are extracted later according to times of matches.
If software will not find any matches in dash board video file, then front video file
is skipped and both records are analysed as not interesting for the future. This
conversion is done by matlab code but highly time consuming. Schematic view of
the conversion is shown on figure ??.

The matlab code which was implemented into LabVIEW:

1 %crea t e ob j e c t s to read and wr i t e the v ideo
2 r eader = VideoReader ( input_path ) ; %reads input video
3 %cr e a t e s output f i l e � ⇤ . av i
4 wr i t e r = VideoWriter ( output_path , ’ Motion JPEG AVI ’ ) ;
5

6 %Def ine v a r i a b l e s and loop step
7 s tep = 5 ; %frame step
8 %number o f c y c l e s
9 t o t a l = f l o o r ( reader . NumberOfFrames/ step ) � 1 ;

10

11 open ( wr i t e r ) ; %open AVI f i l e f o r wr i t i ng
12 %De f i n i t i o n o f p rog r e s s bar
13 h=waitbar (0 , ’ Converting , p l e a s e wait . . . ’ ) ;
14 s e t (h , ’ WindowStyle ’ , ’modal ’ , ’ CloseRequestFcn ’ , ’ ’ ) ;
15 f rames = java . awt . Frame . getFrames ( ) ;
16 f rames ( end ) . setAlwaysOnTop (1) ;
17

18 %Video conver t ing
19 f o r j =0: t o t a l %frame loop
20 waitbar ( j / to ta l , h ) ;
21 img=read ( reader , ( j ⇤ s tep+1) ) ; %read frame number
22 I=imcrop ( img , [ a b c�a d�b ] ) ; %crop image mask
23 writeVideo ( wr i te r , I ) ; %wr i t e croped images to the f i l e
24 end ;
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25 c l o s e ( wr i t e r ) ; %c l o s e AVI f i l e f o r wr i t i ng
26 c l o s e (h) ;%c l o s e p rog r e s s bar

Start

Load video file

Count number of 
frames

Load frame

Crop image

Add image to avi 
file Last image? Save video file

F

Skip 5 frames

Stop

Figure 4.3: Schematic view of conversion

To reduce computing time, Matlab does not convert all images into avi.
Radar‘s frequency is 10 Hz and it needs 3 positive signals to activate, it means that
ADAS can be activated approximately 3 times per second. Frame rate of cameras is
30 fps. So instead of conversion and analysis 30 fps, matlab code converts only every
6th frame. This method decrease size of output file and ensure decrease computation
time with similar quality.

Second reduction of computing time was to create mask and crop original
image to reduce area where patterns could be shown. Dash board camera records
videos in HD resolution, it means 720p. Original video records contain images of
whole dash board includes speedometer and tachometer. ADAS activation warning
light is always show in the middle of the dash board panel, so speedometer and
tachometer are not important for this analyses. So to save some computation time
during analyses, converter crops images and leaves only rectangular part of middle
section of the image before saving an image into new video file, crop example is
shown on figure 4.4.

This conversion does not only reduce computing time and analysing time
but also temporary space which is required for video file. File size of converted video
file is up to 10 MB but file without frame reduction and crop would have size more
than 250 MB. So computer analyses only a twenty-fifth of the original size.
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Figure 4.4: Original image (left side) and cropped image after conversion

4.1.3 Analyses

Analyses is divided into two steps.

1. Analyse of dash board video - patterns matching

2. Analyse of front video - images recognition

When some ADAS is activated, two dash board warnings can be shown. Both warn-
ings are shown on figure 4.5. Warning on the left side of the figure is Automatic
Brake Assistant activation warning, it means when this warning appears, car warns
and automatically brakes to avoid collision. Warning on the right side is advice
warning. It means that if the car decides that a gap between car in front is dan-
gerous, then it gives advice to a driver to start braking but brakes are not applied
automatically.

Figure 4.5: Warnings which can be shown and analysed

These two patterns are used to find systems‘ activations on dash board videos. The
advantage of those patterns is that they are red color with black background. To
increase certainty of right matches, both patterns and video images were converted
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to 8-bit red planes, so the contrast is higher and it eliminates shadows and reflec-
tions from video. Examples of different contrasts are shown on figure 4.6.

Figure 4.6: Examples of red (from left side), green and blue pattern planes

Vision Development module contains function which is called IMAQ Match Pattern
2 VI. This function recognises patterns on images and returns number of successful
matches. These video inputs can have only one match per one image, so results
are only 1 when match is found or 0 when no match is found. The IMAQ Match
Pattern 2 VI uses references or template images to find like images within a new
image regardless of location, rotation, or scaling of the template. The function pa-
rameters were adjusted and calibrated in NI Vision Assistant. There are two inputs,
image templates and inspection image. There was also set minimum match score,
it is the smallest score a match can have to be considered valid. Maximal score is
1000 which means that image and pattern are totally same. The software works
with score 800 which allows small deviation between pattern and image but still it
is enough to correct recognition of activation. There are two patterns which can be
shown. It means that there are two same functions with different patterns, so they
can be recognized simultaneously. This pattern match function can also recognise
images where pattern is rotated, it means that camera does not have to be perfectly
in the middle of a dash board.

Schematic view is drawn on the figure 4.7. When the patterns match analysis
ends and at least one match is found, array with times of all matches is sent to front
video analyses.

Vehicle detection is bases on images recognition, not patters recognition.
The whole analysis was developed and prepared in NI Vision Assistant 2015 which
is part of Vision Development module and it is more interactive than LabVIEW
itself. First step of front video analysis is to find images which correspond
with times of matches from previous part. Video inputs are not converted so it
means that they contain 30 fps. If video files are in mp4 formats then images are
acquired by Matlab code because Matlab allows LabVIEW to get images without
time consuming conversion. If video files are in avi formats then LabVIEW can load
images itself.

Image recognition is not performed on one image but 11 images are analysed
in total to increase certainty of correct recognition. When analyser gets time array
of some matches, it analyses 5 images from last second before the moment, image of
the moment and also 5 images from last second after the moment of activation. So
when some image would contain some mistake or would be analysed in wrong way,
there are another 10 images which correct results. Matlab code which distribute
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Figure 4.7: Schematic view of pattern match analyse

images for further analyses from mp4 format is shown bellow.

1 r eader = VideoReader ( input_path ) ; %reads input video
2 tota l_frames = reader . NumberOfFrames ;
3 frame=(round ( time ⇤30) ) �30;
4 i f frame<1
5 frame=1;end ;
6 i f frame>tota l_frames
7 frame=total_frame ; end ;
8 act_frame=(frame+( i ⇤6) )
9 img=read ( reader , ( act_frame ) ) ; %read frame number

10 imwrite ( img , output_path ) ;

When image acquisition is done the main part of analysis, vehicle recognition,
is next. From those 11 images software has to decide if some vehicle was recognised
in front of the car or not. This whole procedure is divided into 7 steps which are
shown on figure 4.8.

The step zero is loading of prepared images which were extracted from video
file then analyses continue to histogram correction. This step is to adjust image col-
ors, especially shade of a road, as close as possible to the reference image. Reference
image is shown on figure 4.9. The image was used during development phase, so for
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Figure 4.8: Schematic view of vehicle recognition steps

correct function of the software is necessary to have approximately same histograms
for all extracted images. Histograms of extracted images are converted to be as close
as possible to reference one. This adjustment is done also in Matlab because Lab-
VIEW does not contain any function which could be used for this operation. The
function is called B = imhistmatch(A,ref) and it transforms the grayscale or true-
color image A returning output image B whose histogram approximately matches
the histogram of the reference image ref, when the same number of bins are used for
both histogram. To get better and more precise results, all images are also trans-
formed to 8-bit. Figures 4.10, 4.11, 4.12 show examples of those planes. Green plane
which was chosen as the most proper plane looks like an ideal compromise between
red and blue plane. Red plane is too dark and blue plane is too bright.

After histogram adjustment and plane extraction, images continue to parts
which were developed in NI Vision Assistant. It begins with image mask application,
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Figure 4.9: Reference image which was used to histogram adjustment

Figure 4.10: Example of red plane

Figure 4.11: Example green plane
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Figure 4.12: Example of blue plane

this step extracts the part of the images which represent the driving lane of the car,
an example of which is show on figure 4.13. The whole ADAS was simplified so that
systems will not be activated if there is not car in this part of the images.

Figure 4.13: Image mask

The next step is transformation by Look up Table (LUT). It uses the basic
image-processing functions which LabView contains. It increases the brightness and
contrast in dark regions, and decreases the contrast in bright regions. Seven pre-
defined LUTs are available in NI Vision: Linear, Logarithmic, Power 1/Y, Square
Root, Exponential, Power Y, and Square. A LUT transformation converts input
gray-level values from the source image into other gray-level values in the trans-
formed image. Power 1/Y correction is used for this software. Figure 4.14 shows
image result after LUT correction.

Figure 4.14: Lookup Table

43



To get sharp information about edged and their locations, Canny - Edge De-
tection filter is applied to the images. This filter transforms the whole image into
black & white colors where white lines represent the edge which will be analyse in
the next step. The result of this step is shown on figure 4.15.

Figure 4.15: Image after filter application

Last step which comes from NI Vision Assistant is edge detection and their
analyse. TA net was created, as shown on figure 4.16which can locate edges within
the images and also provide all necessary information for future analysis like the
position and location of the edges.

Figure 4.16: Edge detection net with results

The last step of whole image recognition analysis is evaluation of edges, for
which an algorithm was developed. The basic of this algorithm is that a vehicle is on
an image then there should be horizontal white lines which represents its contours.
This line is highlighted on figure 4.17. It is different cfrom because these objects
are shown as some rounded white lines. So to eliminate some shadows or reflection,
each edge is taken and compare to others to find edges which approximately have
same Y coordinates. The edges which have the most matches with others is taken
to second criterion which is that the edges have to also be located next to each
other, to avoid some random edges from different sides of an image. If these two
conditions are passed and number of edges which passed to this point is at least
four then image is evaluated that some car or obstacle was located in front of the
car. Those transformation is applied to all 11 images and to evaluate that ADAS
was activated correctly then at least 6 images from 11 have to evaluated that vehicle
was found there, otherwise it was some activation and video needs human analyses
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Figure 4.17: Vehicle contours detection

to find reason of such a mistake. The whole evaluation process is shown on figure
block diagram 4.18.
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Figure 4.18: Block diagram of edge evaluation
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4.1.4 Results interpretation

When progress bar reaches 100% and all analyses processes are done, results will be
shown in cluster array which is located on the top of main VI. This cluster is shown
on the figure 4.19. Cluster contains name of the video where the activation was

Figure 4.19: Results cluster

found, time when activation was activated on the video, what pattern was found
and last round indicator in the right top corner indicated if car was or not found
in front of the car. The main part of results cluster takes image which is extracted
from video file at the time of ADAS activation. There are two arrows in the left top
corner which can be use to browse results when it find more activations.

When whole analysis ends and some pattern matches are found, the results
except images are also exported to text file which is names output.txt and is stored in
same directory as VIs. In the the text file each line represents one ADAS activation,
so if one video contains two activation then this file and its results will be mentioned
on two lines.
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4.1.5 Software results verification

The software was also verified to check correct functions of all software parts. File
contained 14 video records and this file was loaded to the software. Video files were
various formats and recorded on different places. Records are described in the list
bellow.

1. Narrow city road

2. Two line city road

3. Tunnel

4. Crossroad

5. Tunnel with line change

6. Highway I.

7. Highway II.

These records were analysed by automatic software and then results were verified.
There were three parameters to verify, ADAS activation recognition, type of ADAS
and if there was or was not vehicle in front. Results of this verification are show
on figure 4.20. The software was 100% successful in patterns matching, all 7 video

ADAS	activation Type Car	in	front ADAS	activation Type Car	in	front
20140726_192523_EF.mp4
20140726_192523_EF.mp4
20140528_172349_EF.avi
20140528_172349_ER.avi
20140726_202405_NF.mp4
20140726_202405_NR.mp4
20140903_185933_EF.mp4
20140903_185933_ER.mp4
20140904_073436_NF.mp4
20140904_073436_NR.mp4
20160408_160701_NF.avi
20160408_160701_NR.avi
20160524_091656_NF.avi
20160524_091656_NR.avi

NO

Automatic	analyses User	evaluationVideo	name

YES AEB YES YES AEB YES

YES BRAKE NO YES BRAKE

YES

YES AEB YES YES AEB YES

YES BRAKE YES YES BRAKE

- NO - -

NO - - NO - -

No.

7.

YESAEBYESYESAEBYES1.

2.

3.

4.

5.

6.

NO -

Figure 4.20: Comparison of software and human analyses

sources were analysed and recognised correctly. First five records contained some
ADAS activation and last two records from highways do not contains any activation
so there was not any record in result cluster. The software also correctly recognised
types of ADAS patterns. Last parameter, car recognition, was performed also with
success. It means that all results provided by the software were correct.
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4.1.6 User manual

1) Open the project

2) Launch UI
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3)Start video analysis
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4)Video folder

5)Start
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6)Results

4.2 Real-time video analysis

Second software is more then analysis tool, tool which save computation time of
analyse process. It was developed for on board use, it means that there is not
recorded whole drive of some vehicle but only parts of drive when ADAS is activated.
This leads to decrease number of videos which need to be analysed and in total it
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saves space on hard drives because instead of long records of drives where most
of videos will not be interesting in term of ADAS, there is going to be only short
records of activations.

4.2.1 UI and cameras iniciazition

UI is also very simple and clean to ensure easy and intuitive use. The the UI is
shown on figure 4.22. When software is launched, temporary window appears to
assign cameras inputs to correct channels. This windows is shown on picturre 4.21.
This window has only one "Done" button so when cameras are assigned, this button

Figure 4.21: Temporary window to assign cameras to channels

closes the window and main UI appears. It consist of two displays on the top. When
software is running, they show actual cameras views. Left display corresponds to
front camera and right to dash-board camera. On sides under displays are two
clusters which load web cameras parameters and two controls which send chosen
video mode to VI. To correct run of the software, user has to choose video mode
which wants and type number of mode to controller. E.g. Video mode 43 has
resolution 960x720 and MJPG format, so to confirm this settings number 43 has
to be type into controller above too. Each camera can have different resolution
but there is necessary to choose MJPG format of video to ensure correct run of
the software. In the middle of UI are located three buttons, top one starts image
analysing and recording, under this button is "stop" button which stops all processes
but VI does not stop. To stop whole VI there is last button in the bottom of the
UI.

4.2.2 Analysis and video

When the whole software is running, images are continuously acquiring and tem-
porary saved into 10 second video files. The dash board images are also analysed
and if some pattern match is found the video recording continues another 10 second
and then copied all temporary files to a hard drive. Software automatically deletes
video files which are older than 20 seconds and no pattern is not found. The whole
software runs in a loop so it can run unlimited time.
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Figure 4.22: UI of real time software

4.2.3 Field tests

This software was not possible to evaluate in lab so there was necessary to perform
it on a field. The test was performed on an airport in Mimoň which was lent for this
test. Second necessary thing to successful evaluation of the software was to use soft
crash vehicle, figure:4.23, which minimized potential crash of a car with ADAS. This
vehicle was lent by Czech technical University in Prague. The soft vehicle contains
around 8 000 l of air and weights less than 50kg. Figure 4.23 shows soft car.

Two web cameras were installed into the car and connected to the computer.
Figures 4.24, 4.25 show installation of the cameras in testing car. Difficult part of
whole evaluation was to force the car to activate ADAS but when the soft vehicle
was calibrated and adjusted to be recognise by the car then software could be turn
on. We performed around 3 successful tests when software was running and ADAS
were activated and every activation was recognised and stored to a memory the
computer. There was only one problem which is not software problem but problem
of the power of the computer and that the frame rate of the records was only 12 fps
due to limited power performance. On the other hand even 12 fps are enough for
sufficient analyses.

4.2.4 Results

When the software is stopped and some activations are found then dates of the
activations and their durations are exported to text file which is named output.txt
and is saved into same directory as VI. Video files are also stored in same directory
as VI.
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Figure 4.23: Rear part of the soft vehicle which was used to protect real car during
ADAS test.

Figure 4.24: Dash board web camera installed in the car
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Figure 4.25: Front web camera installed in the car
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4.2.5 User manual

1) Open project

2)Launch UI
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3)Start VI

4)Camera sources
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5)Resolution

6)When Start button is pressed then video is continuously recording and when some
activation is recognised then the software saves that moment to hard drive.
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Chapter 5

Conclusion

5.1 Contributions

This master thesis introduces new analysis software for ADAS. The main feature of
this software is that it is fully automatic. It was developed to analyse big data which
comes from onboard cameras. This system works with vehicles made by Škoda.
The whole software was developed and successfully tested according to records from
Škoda Octavia combi III. The software was developed in LabVIEW software which
was supported by Matlab software to get fully automatic analysis tool.

The main part of the software can automatically find video sources which
contain critical situations. This video filter is based on pattern recognition. When
such moments are found then they can be analysed and evaluated to determine if
a vehicle was or was not in front of the car and records the results for future use.
The software was tested on 7 different records, where each record had different sur-
rounding and lighting conditions. It correctly recognised all activations and their
types. The second part of the analysis was also successful; the system was able to
recognise that one ADAS activation occurred but no vehicle was in front. It means
that all 7 examples were analysed with 100% success.

The second part of the software is the real time software.This is suitable for
use in a vehicle in real time to record only critical situations and decrease analysis
time. This part of the software was also tested and too achieved success in 100%
activations.

5.2 Assignment

The first task was to create an automatic filtration tool for long term ADAS testing
in LabVIEW software. This task was fully accomplished and some additional fea-
tures were added, e.g automatic conversion in case the input file is in mp4 format.
The second task was to use video records and dynamic data and perform analyses of
those inputs from two point of view, system activation and situation in vehicle‘s envi-
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ronment. This task was done without using dynamic data like GPS or accelerometer
data, because especially in the case of GPS, that data often contains some mistakes
or misses, so a pattern match function was used for system activation analysis. En-
vironment analysis is based on image recognition. The whole analysing software
meets both the initial requirements and some additional ones which extended upon
them. Software was also developed to be used onboard a vehicle to record only sys-
tem activation. Both of the software were tested and succeeded without any error.
Overall the software met all of the requirements of the assignment.

5.3 Future work

One limitation of this software is that it works only for one car maker. The whole
pattern recognition was developed to recognise two specific patterns. One extension
could extend it to contain more types of dashboard warnings across various car mak-
ers. Last but not least, extend it to contain to increase efficiency and decrease the
time of the conversion or implement some 3rd party software directly to LabVIEW.
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