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Abstract

This thesis describes the use of TCP/IP protocol for embedded application. It was done during implementation of web server using LwIP (Light weight TCP/IP stack) on evaluation microcontroller board. The working of web server is tested via PC. Connecting to the server is based on TCP sockets. The web server is supposed to perform some applications such as display states of chosen inputs and control expansion board. Besides LwIP the server is developed by using of FreeRTOS (Free Real Time Operating System) for embedded devices.
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Chapter 1

Introduction

1.1 Structure of thesis

This thesis describes the using of TCP/IP protocol on an embedded web server, which is based on a microcontroller with embedded web pages in its flash memory. The embedded server is able to be tested with any computer-based device via Ethernet connection. The embedded web server demonstrates the functions of TCP/IP protocol as well as its applications (Real time control and Real time monitoring). The embedded server comprises of two parts, those are hardware and software. For hardware part, it is built from a 32-bit microcontroller, on the other hand the software part is created by using LwIP stack and freeRTOS (Free real time Operating system). Since this thesis explains the developing processes of the embedded web server and its application, it is started from the bottom layer to the top layer of real system. More exactly, it is started from the hardware part to the software part and it is not only included all materials which are used to build the system but it also contains explanations of particular part. The concise structure of the thesis is described by following chapters:

Chapter 1 – Introduction. This chapter is an introduction of whole server with its functions and brief review of its construction and it also includes all materials which are used to create the server.

Chapter 2 – TCP/IP. This chapter is my studying about TCP/IP protocol from its model and structure to its individual layers with detailed explanations, not only their roles of each layer in the system but also how these layers can be applied on a network.

Chapter 3 – LwIP stack. Regardless the TCP/IP in general, this chapter explains in detail the implementations of layers of TCP/IP on embedded server using the LwIP. It also deals with problems during implementation process such as point-to-point model(or client-server model), Socket programming and others.

Chapter 4 – FreeRTOS. This chapter is about FreeRTOS (free Real Time Operating System). The chapter covers the aspect of implementation of FreeRTOS on embedded server together with LwIP stack and application for controlling the extension board.

Chapter 5 – Conclusion. Final chapter contains the summary of whole process in order to develop the embedded system.
1.2 Hardware and materials overview

The embedded server is based on a 32-bit microcontroller and it is supposed to be tested with a computer-based device (PC/Laptop or others) via Ethernet connection. For testing the functionalities of the embedded server, the expansion board (see below) is used and connected with the embedded server through SPI (Serial Peripheral Interface) connection. The embedded server communicates with both devices, transferring the commands from computer-based device (commands from user) to the application boards. The expansion board (application board) is a PLC board and it can perform some basic functions of a PLC system with 24V inputs and outputs. The list of elements and their descriptions are described below. However, it does not contain the detail connections (interconnections) among devices. Figure 1 below shows the construction of whole system from hardware point of view.

Figure 1. Hardware overview

List of elements used to construct the hardware part:
- Development board DevKit407 is combination of STM32F4 Discovery with extension board STM32F4DISCO-BB based on microcontroller STM32F407VGT6 for implementing of embedded server.
- X-Nucleo PLC-01A1 board for demonstrating applications of embedded server.
- PC/Laptop with Ethernet connector, Ethernet Cable (RJ-45), small electrical wire with jumpers for SPI connection.

Descriptions:
- DevKit407 development board provides the possibility to interface the Ethernet connection with the microcontroller STM32F407VGT6 through an Ethernet connector. Furthermore, the STM32F407VGT6 is 32-bit microcontroller with high speed working clock gives a good performance of the embedded serve as well as it has enough flash memory for storing the embedded webpages.
Figure 2. Development boards

- X-Nulceo PLC-01A1 has two integrated circuits which are CLT01-38SQ7 (8x inputs, high-speed protected digital termination array) and VNI8200XP (8x output, high-side solid state relay). The result of combination of two ICs is a compact industrial PLC capable of managing eight analog inputs and eight outputs through the SPI peripheral. The 24 V power supply makes it possible to manage industrial range inputs (i.e. sensors, valves) and outputs (i.e. lamps, alarms).

Figure 3. Application board (PLC01A1)
1.3 Software and material overview

Based on hardware part and followed by its idea, this section gives the overview of how the system works from software point of view. The computer-based devices provide a user interface environment such as web browser for users. The browser generates HTTP commands to embedded server by using TCP/IP protocol. Once, the server received the command, it prepares data to send back to computer (the data that the user needs to get), if the data is an application data, the server will process the data for application board and sends them to application board. Because the extension board has inputs then whenever it read the input data and transfers the data back to server, the user can observe the data (Real-time monitoring feature). The construction of software part can be seen as below.

List of elements used to construct the software part:

- LwIP stack for implementing of TCP/IP protocols on embedded server.
- FreeRTOS library for functioning of embedded system (to manage all tasks of embedded server)
- STM standard library for interfacing software and hardware.
- SPI programmed firmware for developing applications.
- Keil \(\mu\)version 5 IDE (Integrated Development Environment) for programming and compiling all source code. (All source codes are programmed in C language)
Descriptions:

- LwIP stack is free open source code which contains functionalities of TCP/IP protocol
- FreeRTOS is free open source code which provides many abilities for optimizing of embedded system.
- STM standard library is from ST microelectronic company for developing the ST’s microcontrollers.
- SPI programmed firmware for developing the applications between server and expansion board (PLC).
Chapter 2

TCP/IP protocol

2.1 Introduction to TCP/IP protocol

TCP/IP (Transmission Control Protocol/ Internet Protocol) is a set of protocols (Protocol Suit) that enable communication between devices in a network. Protocols represent rules or standards that govern communications. In other way TCP/IP is a language for devices in order to communicate with each other inside a network. Like in real life, people from different countries can understand each other by using a common language such as English. Obviously, there are many different network protocols to use in a network, however TCP/IP is the industry standard. It is supported by many flat-forms as well as operating systems. Nowadays the most common network in the world is internet also works on TCP/IP. The TCP/IP protocol was introduced about 40 years ago and it has been tested and proved since the first time. It is holding some specified characteristics which are suited in industry such as:

Multi-vendor support. TCP/IP is implemented by many hardware and software vendors. It is not limited to any specific vendor.

Cross flat-forms. TCP/IP can be used in many flat-forms, typically in this thesis we can see this characteristic because we can use such a computer-based (running on Windows or Linux or any other operating system) to communicate with a microcontroller-based serve and perform some specified applications.

Encapsulation and decapsulation. TCP/IP provides an ability to encapsulate data from different applications on a host and transfers these data through its layers to different applications which are listening by other clients in networks. When clients receive the data from network, they decapsulate the data to correct application, for that the data was meant for. For example we can run many network applications on a computer and these applications when they send their data to somewhere in the network, these data are always recognized to desired applications on receiving sides. TCP/IP provides means for delivering packets to the correct application by using ports. Ports are identified using TCP or UDP port number.

Logical addressing. Every network adapter has a globally unique and permanent physical address, which is known as MAC address. This MAC address is burnt into the adapter while manufacturing. This feature gives high possibility to manage a small network (ex. LAN) because every device inside that network determines whether a massage is addressed to its own physical address or not. Obviously for bigger network such as WAN or even internet, there are millions of transmissions per second and this may cause some conflicts for devices inside. Thus, to avoid this problem, a big network
can be divided into smaller networks using devices such as routers to reduce network traffic. Interestingly, these devices also use TCP/IP protocol for their functions.

**Routability.** As mentioned above, a router is a network infrastructure device which can read logical addressing information and direct data across the network to its destination. TCP/IP is a routable protocol which means the TCP/IP data packets can be move from one network segment to another.

**DHCP (Dynamic Host Configuration Protocol).** This is a standardized network protocol used on Internet Protocol (IP) networks for dynamically distributing network configuration parameters, such as IP addresses for interfaces and services. With DHCP, computers request IP addresses and networking parameters automatically from a DHCP server, reducing the need for a network administrator or a user to configure these settings manually.

**DNS (Domain name services).** In human life, people can recognize each other by many ways, commonly by a name of a person. Similarly, in computer world each device in a network is given an IP address. However it is impossible for humans to remember such a long sequences of numbers therefore TCP/IP is used because TCP/IP can transfer these number into readable form for humans. (For example google.com is a name which is transferred from specified IP address).

**Error and Flow control.** The TCP/IP protocols has feature that ensure the reliable delivery of data from source host to the destination client. TCP defines many of these error-checking, flow-control, and acknowledgement functions. [7]

### 2.2 Model and data flow of TCP/IP protocol

Like other network protocols, TCP/IP has its own network model which is related to OSI network model. However, this thesis focuses on TCP/IP thus the details of OSI model are not considered. Inherited from OSI network model, TCP/IP also has a OSI-based network model. TCP/IP was on the path of development when the OSI standard was published and there was interaction between the designers of OSI and TCP/IP standards. The TCP/IP model is not same as OSI model because original OSI has seven layers while TCP/IP has four layers. In this section, the introduction of TCP/IP model is considered thus the details for each layer are in the following sections.

There are main fours layers which characterize the function of TCP/IP protocol:

- Application layer
- Transport layer
- Network layer (or Internet layer)
- Physical layer (or Network Access layer or Network Interface layer)
**Application layer** is the top most layer of four layer TCP/IP model and it is on the top of the Transport layer. Application layer defines TCP/IP application protocol and how the application program interface with next layer (Transport layer) services to use the network. This layer also contains all the higher-level protocols like DNS (Domain Name System), HTTP (Hypertext Transfer Protocol), Telnet, TFTP and etc.

**Transport layer** is next layer under the Application layer and above the Internet layer, its role is to permit devices on the source and destination hosts to carry on a conversation. Transport layer defines the level of service and status of the connection used when transporting data. The main protocols included at Transport layer are TCP (Transmission Control Protocol) and UDP (User Datagram Protocol).

**Network layer** is the layer in between the Transport layer and Network Access layer. This layer packs data in to data packets known as IP datagrams, which contain source and destination addresses (MAC – logical address or IP address) and information that is used to forward the datagrams between hosts and clients across networks. The Internet layer is also responsible for routing of IP datagrams. At the destination side data packets may appear in a different order than they were sent. It is the job of the higher layers to rearrange them in order to deliver them to proper network applications operating at the top Application layer. The main protocols included in Internet layer are IP (Internet Protocol), ICMP (Internet Control Message Protocol), ARP (Address Resolution Protocol), RARP (Reverse Address Resolution Protocol) and IGMP (Internet Group Management Protocol).

**Physical layer** is the last layer of the four layer TCP/IP model. Network Access layer defines details of how data is physically sent through the network, including how bits are electrically or optically signaled by hardware devices that interface directly with a network medium, such as optical fiber or twisted pair copper wire and etc. The protocols included in Network Access layer are Ethernet, Token Ring, FDDI, X.25, Frame relay etc.

---

**Figure 5. Differences between TCP/IP and OSI models (fiberbit.com.tw)**
From figure 5, we can see how the TCP/IP layers work, for each layer sticks with specified protocols. Thus the characteristic of TCP/IP is combination from a set of different smaller protocols.

Another important aspect is data flow of TCP/IP. Data flow represents how the data are encapsulated and transferred through network by TCP/IP protocol. The data flow of TCP/IP is shown in figure below.

![Figure 6. Data flow of TCP/IP stack (blog.buildingautomationmonthly.com)](image)

From figure 6, the device on the left side is a host (or sender) and the device on the right is a client (or receiver).

The **host** send its data (or request) by using some high-level protocol (HTTP or TFTP, etc) from Application layer to below layer which is Transport layer with a specified header for further process on receiver side.

In Transport layer the data encapsulated with a header which contains the information of sources and destination TCP ports (ex: 80, 20, etc), transport layer also handles the segments to Network layer. A track of sent data and received data could be maintained on both sides.

At the next layer which is Network layer the segments (or headers) are being encapsulated into an IP packet adding logical source and destination IP addresses.
Final layer is Physical layer encapsulate the IP packet(s) received from Network layer into a frame with headers contain the physical addresses (MAC). This layer also converts all frames of data which are encapsulated from all above three layers one at a time to stream of bites, encodes the bits into signal based on the type of media used (twisted pair, copper wire or wireless, optical, etc). The information in this layer would help in packet travelling over the network. The physical layer makes sure that the data transfer to or from the physical layer to other is done properly.

The client receive the data which are sent from host with the same series of interaction happens but in reverse order.

The packets of data are first received at the Physical layer, at this layer the information (that was encapsulated before at the Physical layer of the host) is read and rest of the data is passed to the upper layer.

Similarly at the Network layer, the information set by the Network layer protocol of host machine is read and rest of the information is passed on the next upper layer. Same happens at the transport layer and finally the HTTP request sent by the host application (browser) is received by the target application (Website on server).

In general, TCP/IP is a set of protocols with four-layered model. The data flow inside the structure of TCP/IP by adding headers (or segments) through each layer. For the next following chapters, the details of each layer and how it was implemented in my work on embedded server is considered.

### 2.3 Application layer

Continue from previous section, this section explains in detail the function of application layer and how it can be applied in my embedded server. It also aims to some ideas which are mentioned in the next chapter about LwIP stack. As we already known, this layer makes the communication between high-level application program (user interfaced application program) such as web browser, email, etc. The most known is HTTP and it is also used as the main method in my embedded web server. The websites which are built from HTML format and compiled into Hexadecimal values, those websites are embedded to flash memory of the microcontroller. When a user asks for a website from the microcontroller, it will request this task to the TCP/IP application layer, being served by HTTP protocol. When www addresses applied on web browser to open a web page, the browser requests this task to the TCP/IP application layer by HTTP method “GET”, once the website is opened then user can make send data to server by “POST” method. The two methods “GET” and “POST” send the packets of data to the
lower layer. At this stage the Application layer talks to the Transport layer through a port. Ports are numbered and standard applications always use the same port. For example, HTTP protocol always use port 80 and FTP protocol always use ports 20. Particularly, in this work because I use HTTP protocol therefore only port 80 is considered. The use of a port number allows the Transport protocol (typically TCP) to know which kind of contents is inside the packet (for example, to know that the data being transported is a HTTP request such as “GET” or “POST”) allowing it to know, at the reception side, to which Application protocol it should deliver the received data. So, when receiving a packet target to port 80, TCP protocol will know that it must deliver data to the protocol connected to this port, usually HTTP, which in turn will deliver data to the program that requested it (the web browser). In figure 7 below we illustrate how the application layer works.

![Diagram of application layer](hardwaresecrets.com)

This layer prepares the data need to be send and sends them to the next layers in order the data will be wrapped by headers for transmission process.[8]
2.4 Transport layer

The transport layer includes two major protocols which are Transmission Control Protocol (TCP) and User Datagram Protocol (UDP). These two protocols help in data communication as explained below.

- An interface for network applications to access the network.
- Provides means accepting data from different applications and directing that data to the recipient application on the receiving device (Multiplexing). Same way, on the receiving device the data need to be directed to the correct application, for that data was meant for (Demultiplexing).
- Error checking, flow control and verification. Two major protocols at the Transport layer, Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) work differently to achieve these goals.

User Datagram Protocol (UDP) is not reliable protocol. There is no error checking features for UDP and it is designed for situations when extensive control features are not necessary. UDP is called as a connectionless protocol.

In this work, because I used Transmission Control protocol (TCP) and also it is the most common protocol for transferring data therefore the characteristic of TCP is considered intensively.

Transmission Control Protocol (TCP) is a reliable protocol. TCP provides extensive error control and flow control to ensure the successful delivery of data. TCP is called as a connection-oriented protocol. It is responsible for breaking up the message (Data from Application layer) into TCP segments and reassembling them at the receiving side. It is not sure that the data reaching at the receiving side is in the same order as the sending side, because of the problems in network of different paths packets flow to the destination. TCP is also responsible for keeping the unordered segments in the right order. However, TCP assures a reliable delivery by resenting anything that gets lost while traveling the network. In general, we can consider following characteristics of TCP:

- **Reliability**: The most important feature of TCP is reliable data while delivering them. In order to provide reliability, TCP must recover from data that is damaged, lost, duplicated, or delivered out of order by the Network Layer. TCP assigns a sequence to each byte it transmitted, and expects a positive acknowledgement (ACK) from the receiving TCP layer on receiving side. If the ACK is not received within a specified time out interval, the data is retransmitted. This process could be repeated for several times until on sending side received the ACK. On the receiving side TCP uses the sequence numbers to
rearrange the TCP Segments when they arrived out of order, and to eliminate duplicated TCP segments.

- **Flow Control:** Network devices operate at different data rate because of various factors like speed of device of available bandwidth of transmission line. There is a possibility happened when sending device to send data at a much faster rate than the receiver can handle. For example, in this work the embedded server (main role like a receiver) is microcontroller-based device while the client (sender) is computer-based with higher speed of processing as well as transferring the data. In such these cases TCP uses a sliding window mechanism for implementing flow control. The number assigned to each segment is called a sequence number and thus numbering is done at the byte level. The TCP at the receiving side, when sending an ACK back to sender, also indicates to the TCP at the sending side that the number of bytes it can receive (beyond the last received TCP segment) without causing serious problem in its internal buffers.

- **Multitasking:** Multitasking achieved through the use of port numbers.

- **Connections-oriented:** Before application processes can send data by using TCP, the devices on network must establish a connection. The connections are made between the port’s numbers of the sender and receiver. A TCP connection identifies the end point involved in the connection. At this stage a special idea is introduced which is a socket, socket is a combination of IP address and port number, which can uniquely identify a connection. The details about socket programming are presented in next chapter (LwIP).

- **Full duplex:** TCP provides concurrent data stream in both directions.

Back to the principle of working of Transport layer, Both UDP and TCP will get the data from the Application layer and add a header to it when transmitting data. When receiving data, the header will be removed before sending data to the proper port. On this header there are several control information, in particular the source port number, the target port number, a sequence number (for the acknowledge and reordering systems used on TCP) and a checksum (which is a calculation used to check whether data arrived intact at destination or not). UDP header has 8 bytes while TCP header has 20 or 24 bytes (it is depended if the options field is not used or used respectively).

In figure 8 below we illustrate the data packet generated on the transport layer. This data packet will be sent to the Internet layer (if we are transmitting data) or was sent from Internet layer (in case of receiving data)
The last aspect should be considered in this section is about a TCP header because TCP header is mainly used in the implementation of the embedded server. In this part, the detail of a TCP header is expressed as figure below and following explanations come across.

<table>
<thead>
<tr>
<th>Bit 0</th>
<th>Bit 15</th>
<th>Bit 16</th>
<th>Bit 31</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Port (16)</td>
<td>Destination Port (16)</td>
<td>Sequence Number (32)</td>
<td></td>
</tr>
<tr>
<td>Acknowledgment Number (32)</td>
<td>Header Length (4)</td>
<td>Reserved (8)</td>
<td>Code Bits(6)</td>
</tr>
<tr>
<td>Checksum (16)</td>
<td>Urgent (16)</td>
<td>Options (0 or 32 If Any)</td>
<td>Data (Varies)</td>
</tr>
</tbody>
</table>

- **Source port**: 16 Bit number which identifies the Source Port number (sending computer’s TCP port)
- **Destination port**: 16 bit number which identifies the Destination port number (Receiving port)
- **Sequence number**: 32 bit number used for byte level numbering of TCP segments. If TCP is used, each byte of data is assigned a sequence number. If SYN flag is set (during the initial three way handshake connection initiation), then this is the initial sequence number. The sequence number of the actual first data byte will then be this sequence number plus 1. For example, let the
first byte of data by a device in a particular TCP header will have its sequence number in this field 50000. If this packet has 500 bytes of data in it, then next packet sent by this device will have sequence number of 50000+500+1=50501.

- **Acknowledgment Number**: 32 Bit number field which indicates the next sequence number that the sending device is expecting from sending device is expecting from the other device.

- **Header Length**: 4 Bit field which shows the number of 32 bit words in the header. Also known as the Data Offset field. The minimum size header is 5 words (binary pattern is 0101).

- **Reserved**: Always set to 0 (size 6 bits)

- **Control Bit Flags** (Code bits): As discussed before the TCP is a Connection oriented protocol. The meaning of it is that, before any data can be transmitted, a reliable connection must be obtained and acknowledged. Control Bits govern the entire process of connection establishment, data transmissions and connection termination. The control bits are listed as follows:
  - URG: Urgent Pointer.
  - ACK: Acknowledgement.
  - PSH: Push function, allows a sending application to specify that the data must be pushed immediately.
  - RTS: Reset connection due to unrecoverable error.
  - SYN: Synchronize sequence number.
  - FIN: Finish transmission, no more data from the sender.

- **Window**: Indicates the size of the receive window, which specifies the number of bytes beyond the sequence number in the acknowledgment field that the receiver is currently willing to receive.

- **Checksum**: The 16-bit check sum field is used for error-checking of the header and data.

- **Urgent pointer**: shows the end of the urgent data so that interrupted data streams can continue. When the URG bit is set, the data is given priority over other data streams (16 bits long).

The next section is about lower layer in TCP/IP model which is Internet layer (Network layer). The Internet layer is inherited from this layer by adding necessary header to the chain of data.[9]
2.5 Internet layer (Network layer)

From section 2.4 mentioned that the Internet layer packs data into data packets known as IP datagrams, which contain source and destination addresses (MAC – logical address or IP address) and information that is used to forward the datagrams between hosts and clients across networks. However, the using MAC address is only good for small LAN (Local Area Network) where devices in network are directly connected, therefore with the bigger network it necessary to add more information in order to identify exactly which device should be communicated. As I mentioned before, the special device is being used for bigger network which is router. Routing is the path that a data packet should use in order to arrive at destination. When requesting data from an Internet server, for example, this data passes through several locations (routers) before arriving at final device.

On every network that is connected to the Internet there is a router, which makes the bridge between the computers on local area network and the Internet. Every router has a table with its known networks and also a configuration called default gateway pointing to another router on the Internet. When a computer sends a data packet to the Internet, the router connected to network first looks if it knows the target computer – in other words, if the target computer is located on the same network or on a network that the router knows the path to. If it doesn’t know, it will send the packet to its default gateway, i.e., to another router. Then the process repeats until the data packet arrives at its destination. Above information is again briefly expression how the Internet layer acts in a network (from small to bigger network).

Back again to details working of Internet layer, this layer adds a header to the data packet received from the Transport layer where, among other control data, it will add the source IP address and the target IP address (or combination of IP addresses and MAC addresses) – i.e., the IP address of the computer that is sending the data and the IP address of the computer that should receive the data. There are several protocols that work on the Internet layer: IP (Internet Protocol), ICMP (Internet Control Message Protocol), ARP (Address Resolution Protocol) and RARP (Reverse Address Resolution Protocol). Data packets are sent by embedded sever in this thesis using the IP protocol, so that is the protocol we will explain.

IP protocol gets the data packets received from the Transport layer (from TCP protocol with data and TCP header added) and divide them into datagrams. Datagram is a packet that does not have any kind acknowledge system, meaning that IP does not implement any acknowledge system, thus it is an unreliable protocol. The reason is that when transferring data TCP protocol will be used on top, and TCP implements an acknowledge system. Thus even though IP protocol does not check whether the datagram arrived at the destination, the TCP protocol will. The connection will be then reliable, even though
IP protocol alone isn’t reliable. Each IP datagram can have a maximum size of 65,535 bytes, including its header, which can use 20 or 24 bytes (from previous section with Transport layer), depending whether a field called “options” is used or not. Thus IP datagrams can carry up to 65,515 or 65,511 bytes of data. If the data packet received from the Transport layer is bigger than 65,515 or 65,511 bytes, IP protocol will cut the packet down in as many datagrams as necessary.

In figure below we illustrate the datagram generated on the Internet layer by the IP protocol. It is interesting to notice that what the Internet layer sees as “data” is the whole packet it got from the Transport layer, which includes the TCP or UDP header. This datagram will be sent to the Physical layer (if we are transmitting data) or was sent from Physical layer (if we are receiving data).

![Diagram of Internet (Network) layer](hardwaresecrets.com)

As we can see from figure the datagram can have up to 65,535 bytes. This means that the data field of the datagram does not have a fixed size. Since datagrams will be sent over the network inside frames produced by the Network Interface layer, usually the operating system will configure the size of the IP datagram to have the maximum size of the data area of the data frames used on your network. The maximum size of the data field of the frames that will be sent over the network is called MTU, Maximum Transfer Unit.

Ethernet networks – which is the most common type of network available and also used in the embedded server in this thesis, including its wireless– can carry up to 1,500 bytes of data, i.e., its **MTU is of 1,500 bytes**. Thus usually the operating system automatically configures the IP protocol to create IP datagrams that are 1,500 bytes long, instead of 65,535 bytes which is not fitted to the frame. Later then in the Third chapter about
LwIP, I expressed this problem by setting the length of buffer in memory of microcontroller to 1500 bytes.

Another feature that IP protocol allows is fragmentation we mentioned, until arriving at its destination, the IP datagram will probably pass through several other networks in the middle of the road. If all networks in the path between the transmitting computer and the receiving one use the same kind of network (e.g., Ethernet) then everything is fine, as all routers will work with the same frame structure (i.e., the same MTU size). However, if those other networks are not Ethernet networks, they may use a different MTU size. If that happens, the router that is receiving the frames with the MTU set to 1,500 bytes will cut the IP datagram inside each frame in as many as necessary in order to cross over the network with the small MTU size. Upon arriving at a router that has its output connected to an Ethernet network, this router will re-assemble the original datagram.

In the Figure below, the original frame uses a MTU of 1,500 bytes. When it arrived at a network with a MTU size of 620 bytes, each frame had to be broken into three frames (two with 600 bytes and one with 300 bytes). Then the router at the exit of this network (router 2) re-assembled the original datagram.[10]

![Network Diagram]

**Figure 11. Data fragmentation by routers**

The same as in previous section, before sending data to below layer which is Physical layer, Internet layer added the header which is contain the IP addresses and other information for the destination receiver. Thus, the explanation for IP header is necessary in order to understand the function of Internet layer. The figure below is an illustration of IP header which will be added to data.
**Version (Ver):** This 4 bits field indicate which version of Internet Protocol (IP) is being used. In this paper work, the IPv4 is used thus we focus only on this version of IP addresses, however the IPv4 is moving out of capacity since the devices on around the world are increasing and the new version IPv6 is being introduces as the next solution. The binary pattern for IPv4 is 0100.

**Header length:** This 4 bits field gives length of the IPv4 header in 32-bit words. The minimum length of an IPv4 header is 32-bit words. The header bit pattern is 0101.

**Type of Services:** 8 bits length express the Type of Service (ToS) in the Internet Protocol (IPv4), which provides an indication of the Quality of Service (QoS), such as precedence, congestive, delay, throughput and reliability.

**Total Length:** The total length is a 16 bits field which identifies the length (in byte) of the Internet Protocol datagram. Total Length includes the length of IPv4 Datagram in 20 bytes (The minimum length of an IP header is 20 bytes and this is the case of an IPv4 header carrying no data) and the maximum is 65,535 bytes. The binary represent of 1500 bytes length will be 0000010111011100 (16 bits).

**Identification:** Identification field in the Internet Protocol Version 4 (IPv4) header is a 16 bits field which indicates and identifying value assigned by the sender to aid in assembling the fragments of an IPv4 Datagram. When a Data gram is fragmented into multiple Datagrams, IPv4 gives all the fragments the same identification number and this number is used to identify IPv4 fragments at the receiving side.

**Flags:** The first flag, if set, is ignored. If the DF (Do Not Fragment) flag is set, under no circumstances can the packet be fragmented. If the MF (More Fragments) bit is turned on (1), there are packet fragments to come, the last of which is set to off (0).

**Offset:** If the Flag field returns a 1 (on), the Offset field contains the location of the missing piece(s) indicated by a numerical offset based on the total length of the packet.

---

**Figure 12. Header frame of Network layer (ptgmedia.pearsoncmg.com)**

<table>
<thead>
<tr>
<th>4-bit</th>
<th>8-bit</th>
<th>16-bit</th>
<th>32-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ver.</td>
<td>Header Length</td>
<td>Type of Service</td>
<td>Total Length</td>
</tr>
<tr>
<td></td>
<td>Identification</td>
<td>Flags</td>
<td>Offset</td>
</tr>
<tr>
<td>Time To Live</td>
<td>Protocol</td>
<td>Checksum</td>
<td></td>
</tr>
<tr>
<td>Source Address</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Destination Address</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Options and Padding</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Time To Live (TTL):** Typically 15 to 30 seconds, TTL indicates the length of time that a packet is allowed to remain in transit. If a packet is discarded or lost in transit, an indicator is sent back to the sending computer that the loss occurred. The sending machine then has the option of resending that packet.

**Protocol:** The protocol field holds a numerical value indicating the handling protocol in use for this packet.

**Checksum:** The checksum value acts as a validation checksum for the header.

**Source Address:** The source IP address field indicates the address of the sending host.

**Destination Address:** The destination IP address field indicates the address of the destination client.

**Options and Padding**

The Options field is optional. If used, it contains codes that indicate the use of security, strict or loose source routing, routing records, and time stamping. If no options are used, the field is called *padded* and contains a 1. Padding is used to force a byte value that is rounded. Table 3.2 indicates the bit counts for the options available.

Note: This part is further information regard to IPv4, The 32 bits of an IPv4 address are broken into 4 octets, or 8 bit fields (0-255 value in decimal notation). For networks of different size, the first one (for large networks) to three (for small networks) octets can be used to identify the network, while the rest of the octets can be used to identify the node on the network. [10]

![Figure 13. IP address ranges](image-url)
2.6 Physical layer

Datagrams generated on the Internet layer will be sent down to the Network Interface layer, if we are sending data, or the Network Interface layer will get data from the network and send it to the Internet layer, in case of we are receiving data. The Logic Link Control layer (LLC) is in charge of adding information of which protocol on the Internet layer delivered data to be transmitted, so when receiving a frame from the network this layer on the receiving computer has to know to which protocol from the Internet layer it should deliver data. This layer is defined by IEEE 802.2 protocol.

The Media Access Control layer (MAC) is in charge of assembling the frame that will be sent over the network. This layer is in charge of adding the source MAC address and the target MAC address – as we explained before, MAC address is the physical address of a network card. Frames that are targeted to another network will use the router MAC address as the target address. This layer is defined by IEEE 802.3 protocol, if a cabled network is being used, or by IEEE 802.11 protocol, if a wireless network is being used.

The Physical layer is in charge of converting the frame generated by the MAC layer into electrical signals (if a cabled network is being used) or into electromagnetic waves (if a wireless network is being used). This layer is also defined by IEEE 802.3 protocol, if a cabled network is being used, or by IEEE 802.11 protocol, if a wireless network is being used.

The LLC and MAC layers add their own headers to the datagram they receive from the Internet layer. So a complete structure of the frames generated by these two layers can be seen in figure below. Notice that the headers added by the upper layers are seen as “data” by the LLC layer. The same thing happens with the header inserted by the LLC layer, which will be seen as data by the MAC layer.

The LLC layer adds a 3-byte or 5-byte header and its datagram has a maximum total size of 1,500 bytes, leaving a maximum of 1,497 or 1,492 bytes for data. The MAC layer adds a 22-byte header and a 4-byte CRC (data correction) data at the end of the datagram received from the LLC layer, forming the Ethernet frame. Thus the maximum size of an Ethernet frame is of 1,526 bytes. [12][13]
Figure 14. Working of Physical layer (hardwaresecrets.com)

Note: From section 3.5 (Network layer), I explained that the MTU (Maximum Transfer Unit) is set to 1500 bytes for standard Ethernet Frame of any system.
Chapter 3

LwIP Stack

3.1 Introduction to LwIP stack

LwIP is a small independent implementation of the TCP/IP protocol suite that has been initially developed by Adam Dunkels at the Swedish Institute of Computer Science and is now developed and maintained by a worldwide network of developers. LwIP (lightweight IP) is a set of APIs (Application Programming Interfaces) that contains almost full scale of TCP/IP protocols in order to reduce resources usage. This makes LwIP suitable for using in embedded system with tens of kilobytes of free RAM and room for around 40 kilobytes of code ROM. It is a widely used open source TCP/IP stack designed for embedded systems. For such small usage of hardware resources but LwIP stack provides a lot of important characteristics of TCP/IP protocols for each layer of TCP/IP network model. In detail we can see these characteristics as listed below:

- Application layer
  - DNS (Domain Name Services).
  - DHCP (Dynamic Host Configuration Protocol).
  - SNMP (Simple Network Management Protocol).
- Transport layer
  - TCP (Transmission Control Protocol) with congestion control, RTT estimation and fast recovery/fast retransmit.
  - UDP (User Datagram Protocol) including experimental UDP-Lite extensions.
- Internet Layer
  - IP (Internet Protocol) including packet forwarding over multiple network interfaces. (IPv4, IPv6).
  - ICMP (Internet Control Message Protocol) for network maintenance and debugging.
  - IGMP (Internet Group Management Protocol) for multicast traffic management.
- Physical layer
  - PPP (Point-to-Point Protocol).
  - ARP (Address Resolution Protocol) for Ethernet.
- Other
  - Specialized raw/native API for enhanced performance.
  - Optional Berkeley-like socket API.
The LwIP used in this thesis which offers three different APIs designed for different purposes:

- **Raw API** is the core API of LwIP. This API aims at providing the best performances while using a minimal code size. One drawback of this API is that it handles asynchronous events using callbacks which makes the application design more complex.
- **Netconn API** is a sequential API built on top of the Raw API. It allows multi-threaded operation and therefore requires an operating system. It is easier to use than the Raw API at the expense of lower performances and increased memory footprint.
- **BSD Socket API** is a Berkeley like Socket implementation (Posix/BSD) built on top of the Netconn API. Its interest is portability. It shares the same drawback than the Netconn API.

In this work, for developing of the embedded server I chose the **Socket API** which is on the top most of three APIs, because **it keeps all the functionalities of two lower APIs as well as the drawbacks of them**. Another reason led me to choose Socket API because it gives high possibility to interface to the system and developing of applications (we can easily develop web-based multi-tasking later). In next sections 4.2 we will discuss about the socket programming interface in detail.

This Socket API provides ability to connect the ‘data’ from Application layer to Transport layer and Internet layer. More exactly, this API provides the tool for building first three layers in TCP/IP model which is described in Chapter 3 section 3.2.

For the last bottom layer which is Physical layer (Network interface layer) the combination of Netcoon API and STM32 library is used.
3.2 Socket Programming

A socket is one endpoint of a two-way communication link between two programs running on the network. A socket is bound to a port number and an IP address so that the Transport layer can identify the application that data is destined to be sent to. It is convenient in order to create multi-tasking (or multi applications) we just need to set up the socket which is corresponded to the applications. For example a program can run simultaneously HTTP protocol (uses port 80) and FTP protocol (uses port 20) by using two ports (or sockets) at the same time. For better understanding the figure below expresses the role of a socket in a TCP/IP layer model (which is mentioned above).

![Figure 16. Sockets API in the model of TCP/IP (doc.oracle.com)](image)

For this embedded server, I used TCP protocol in Transport layer so that in this case the socket(s) is called **Stream socket**. As the socket(s) is created by using TCP protocol then it has all the features of TCP protocol (which I mentioned in previous chapter 3.4). On the other hand and we could use also the UDP protocol and in this case it is called **Datagram socket**.

It is now necessary to introduce the new idea, which is client-server, this idea is also attached with the embedded server in this thesis.

On the client-side: The client knows the hostname of the machine on which the server is running and the port number on which the server is listening. To make a connection request, the client tries to rendezvous with the server on the server’s machine and port. The client also needs to identify itself to the server so it binds to a local port number that it will use during this connection. This is usually assigned by the system.
If everything goes well, the server accepts the connection. Upon acceptance, the server gets a new socket bound to the same local port and also has its remote endpoint set to the address and port of the client. It needs a new socket so that it can continue to listen to the original socket for connection requests while tending to the needs of the connected client.

On the client side, if the connection is accepted, a socket is successfully created and the client can use the socket to communicate with the server. The client and server can now communicate by writing to or reading from their sockets.

Next conception of socket programming is about its procedures (or its cycles) of working. The next figure gives the overview of how the connection between client and server looks like.

- **Socket**: Creates a new socket.
- Bind: Binds a socket to a local IP address and port number.
- Listen: Listens for incoming connections on socket.
- Accept: Accepts and incoming connection on a listening socket.
- Connect: Connects a socket to a remote host using IP address and port number.
- Read: Reads data from a socket.
- Write: Writes data to socket.
- Close: Close a socket.

**Implementation of LwIP stack on embedded server**

This section contains the implementation of layers of TCP/IP model on embedded server using LwIP stack and other tools, which are introduced in chapter 2 about TCP/IP protocol. The structure of this sections is followed by same structure of TCP/IP model, that means we start from the top most layer to the bottom most layer respectively. However as I introduced in above section (section 3.2) this thesis only covers the simplest model of network, which is **Client-Server** model. This model is point-to-point model means one server and one client work together at a time. Furthermore the client side is a computer running on given Operating system with all of functionality of TCP/IP. The user can get the webpages and send desired data to server by using any kind of web browser. From that reason in following sections I mainly focused on the explanation of implementation process for server side only.

Before starting any explanation, we should recall that the data processed by TCP/IP protocols are layered data (it is explained in previous chapter 2). The data frame at the end of Physical layer before it is being sent through the network is always cutted with length of 1526 bytes. Because we start from the top most layer (Application layer) so the explanation is based on the data of this layer and continued to the bottom most layer (Physical layer). Thus I considered the data from Ethernet frame is transferred to a buffer (the space memory of microcontroller) with the length of 1500 bytes (this buffer contains the core data from client or data we want to send to client).

Before going in to detail of implementation of each layer, I would like to introduce a feature of LwIP which is used for manage the data among layers. That feature is **pbuf** services.

LwIP manages packet buffers using a data structure called pbuf. The **pbuf structure enables the allocation of a dynamic memory to hold a packet content and lets packets reside in the static memory.** Pbufs can be linked together in a chain. This enables packets to span over several pbufs. LwIP has a specific API for working with pbufs. This API is implemented in the **pbuf.c** core file.

- **“pbuf” can be a single pbuf or a chain of pbufs.**
- **When working with the Netconn API, netbufs (network buffers) are used for sending/receiving data.**
A netbuf is simply a wrapper for a pbuf structure. It can accommodate both allocated and referenced data.

A dedicated API (implemented in file netbuf.c) is provided for managing netbufs (allocating, freeing, chaining, extracting data,...).

Figure 20. Structure of LwIP buffer for handling data

As we know from theory that TCP/IP protocol encapsulates/decapsulates data through its layers by adding (or extracting) headers. Thus in the next explanations below about implementations of layers of TCP/IP protocol with LwIP are described as using the pbuf. The headers will be written (read) to (from) the pBuf.

3.3 Impelentatin of Application layer

From section 3.3 in chapter 3, as I described before, the microcontroller contains inside its flash memory the embedded websites which are created by HTML (Hyper Text Markup Language) which is most common language for creating website. The picture of sample website could be seen in Index part of this thesis. After HTML web pages were created, it is necessary to transfer these web pages into Hexadecimal form in order these webpages can be stored and processed by Microcontroller. For this purpose, I used the open source software which is provided by opens source community and named Makefsdata.

Hence, the webpages are stored in memory we need a method (or Protocol) in order to retrieve the stored pages or sending the data from user to server so that the server can process them.
Of course, the HTTP protocol is the most suitable choice for this layer. The HTTP protocol gives two methods for receiving and sending the data which are “GET” and “POST” methods. As user request the website the HTTP protocol sends a header start with “GET” and following by the information that user wants to retrieve from server. From that idea, we need to program our embedded server so that it can capture this header and answer the client with dedicated information.

For example in this work, I programmed the home webpage which is stored in microcontroller (or in embedded server) as index.html so when the use need to retrieve this webpage by typing on web browser the HTTP protocol will send to server this header: “GET /index.html” with the length of 12 characters. After then inside the embedded server we need to trap this header and process them. The piece of code below (in C language) shows how the server acts when it trapped this header.

```c
if (strncmp((char *)recv_buffer,"GET /index.html",12)==0) {
    file = fs_open("/index.html");
    write(conn, (const unsigned char*)(file->data), (size_t)file->len);
    if(file) fs_close(file);
}
```

By using the command strncmp (string compare) the server search and compare the buffer which contains the input header send from client (server) if it contains the string “GET /index.html” or not. Since the header contains the string above, the server will open the file (or webpage) index.html and then send this webpage (the Hexadecimal data which were transferred from HTML file before) by using write command to next layers by using socket.

We use “GET” method for retrieving data which are stored in the server, then when we need to send the data to server we use “POST” method. The implementation of the “POST” method is a bit different because after we trapped the “POST” method, we need to process the data which are followed by. Typical POST method is described as below:

```
POST /test/demo_form.asp HTTP/1.1 name1=value1&name2=value2
```

After telling the server the POST method with the action the client wants to perform, the client send all the values need to process. In my work, I used the POST method to perform such a simple task is blinking the LED on embedded server so in a webpage I programmed the POST by setting the values as:

```
POST /blink value1= start &value2=stop
```

Similar to “GET” method, for POST method, we need to trap these values. This process can be seen in following code:

```c
if (strncmp((char *)recv_buffer,"POST /blink",6)==0) {
    for (i=0;i<buflen;i++)
```
Again the strncmp command is used for classifying the type of method, in this case is POST method, also it is used for determining which kind of action the client wants to perform (in this case is /blink). In this example I perform the action blinking a led with two sub-actions (stop and start), however, we could use many actions as we want. For example we can perform simultaneously two tasks blinking a led and accessing a SD card (with write and read). In order to use many applications on the same webpage we just change this setting to other value (for example /blink can be changed to /accessSDcard) and also applied for sub-values. After detecting the POST method, we need to create a loop for searching the given values from client (or user). Then if the server catches the correct value, it will perform the actions.

The whole process for application layer (receiving and sending), can be done by calling the function `http_server_serve(newconn)`. This function is set of commands for trapping the GET and POST methods which are described above. We will pay attention to this function because it contains some settings for Transport layer. Finally, if we look back to the figure 19, the explanations which were covered in this section are about the last 3 steps in the diagram. (write, read, close).

### 3.4 Implementation of Transport layer

For transport layer, as it was mentioned in section 4.2 (socket programming), socket interfacing method is used. Also from previous section, the socket contains the information of Port and IP address which are used. The following piece of code is showing the implementation of Transport layer on the embedded system.

```c
static void http_server_socket_thread(void *arg)
{
    int sock, newconn, size;
    struct sockaddr_in address, remotehost;
    /* create a TCP socket */
```
if ((sock = socket(AF_INET, SOCK_STREAM, 0)) < 0)
{
    printf("can not create socket");
    return;
}
/* bind to port 80 at any interface */
address.sin_family = AF_INET;
address.sin_port = htons(80);
address.sin_addr.s_addr = INADDR_ANY;
if (bind(sock, (struct sockaddr *)&address, sizeof (address)) < 0)
{
    printf("can not bind socket");
    return;
}
/* listen for incoming connections (TCP listen backlog = 5) */
listen(sock, 5);
size = sizeof(remotehost);
while (1)
{
    newconn = accept(sock, (struct sockaddr *)&remotehost, (socklen_t *)&size);
    http_server_serve(newconn);
}
}

As it can be observed from above code, the creating socket process is expressed by int sock, newconn, size; and sock = socket(AF_INET, SOCK_STREAM, 0). After creating the socket we need to bind the socket to appropriate port (port 80) for HTTP protocol. At this state, the IP address is not initialized, the program created the space of memory (buffer) for storing the IP header (which is contain the IP addresses) and fills it by null values (0.0.0.0), that process can be seen by the command address.sin_addr.s_addr = INADDR_ANY. The filling of IP address will be done in next layer which is Network layer. Back to our process, after binding the socket, the server start to listen any information from client by executing the command.

/* listen for incoming connections (TCP listen backlog = 5) */
listen(sock, 5);
where,
Sock is the socket has just been created upper and 5 is the listen backlog.
The value 5 is corresponding to header length (which is described before in section 2.4), the connection is waiting for the handshake package with the length of 5 bytes from client.

All the other segments (which are needed to be written into the header of Transport layer (described in section 3)) are automatically done by TCP and Netcoon APIs, which are inside the Socket API. All the segments were set to standard value by APIs
themselves. That why the only information we need to provide are port, IP address, MAC address, Default gateway.

Whenever the server finishes its tasks about creating, binding, listening a socket, it will accept the connection and start to perform the HTTP protocol commands by using the following code:

```c
while (1)
{
    newconn = accept(sock, (struct sockaddr *)&remotehost, (socklen_t *)&size);
    http_server_serve(newconn);
}
```

The actions of accepting a connection and serving the HTTP protocol are repeated frequently.

Again we see here the function `http_server_serve(newconn)` because after the connection between the server and client was accepted, the server start to read and write cycles as it was described in the figure 15 above.

Now it is necessary to see how the function `http_server_serve(newconn)` is implemented by observing following code.

```c
void http_server_serve(int conn)
{
    size_t size;
    struct fs_file * file;
    unsigned char recv_buffer[1500];
    ret = read(conn, recv_buffer, buflen);
    if(ret < 0) return;
    if (strncmp((char *)recv_buffer, "GET / ", 6) == 0)
    {
        file = fs_open("/index.html");
        write(conn, (const unsigned char*)(file->data), (size_t)file->len);
        if(file) fs_close(file);
    }
    ....... ( next pieces of code are here, trapping the POST or GET methods)
    close(conn);
}
```

As I mentioned above, the `recv_buffer` is set to 1500 bytes, that shows the standard MTU is implemented here.
3.5 Implementation of Network layer

The Network layer provides the IP address, MAC address, Default gateway of the server into its header in order to establish the communication between the server and client. The embedded server is also implemented with function of DHCP (Dynamic Host Configuration Protocol). If DHCP is used, it will provide an automatic assignment of IP address, MAC address, Default Gateway for client. That means we do not need to configure the IP address, Default Gateway for client, when a client device connected to the embedded server it is automatically given an IP address which is generated by server. However, in this work, I did not turn on DHCP function for server, thus, it is necessary to configure the IP address and Default Gateway for the client manually. The IP address which is being configured for client must be different from the IP address of the server.

More detail for this section, in this thesis, the server is configured by following information:

- IP address of server: 192.168.0.10
- MAC address of server: 02:00:00:00:00:00
- Default Gateway: 192.168.0.10
- Net Mask: 255.255.255.0

Note: A netmask is a 32-bit mask used to divide an IP address into subnets and specify the network's available hosts. In a netmask, two bits are always automatically assigned. For example, in 255.255.225.0, "0" is the assigned network address. In 255.255.255.255, "255" is the assigned broadcast address. The 0 and 255 are always assigned and cannot be used.

On the other hand, for client the configurations should be similar as:

- IP address for client: 192.168.xxx.xxx (where x can be any number that user want to set)
- MAC address for client is set by manufacturer of the client device’s network adapter.
- Default Gateway for client: 192.168.0.10 (this address should be set to the same value as server in case the is one more network served by the server, but the embedded server in this work only works with one client at a time, thus, we do not need to change the default Gateway.
- NetMask for client should be set the same as in server.(255.255.255.0)

That from the user point of view for configuration of the address for establishing the network. Now we back again to the implementation of the server on microcontroller, at this stage, the buffer of data (or frame data) which was sent from upper layers (Application and Transport layers) to this layer, contains the information from user (or
to user) with the header (inside it are information about ports and other segments of TCP protocol). The implementation of network layer is done by adding data which are listed above (IP addresses, MAC addresses, Default Gateway, Netmask) to the new header. For doing such an action, let’s consider the following code:

```c
/* MAC ADDRESS*/
#define MAC_ADDR0   02
#define MAC_ADDR1   00
#define MAC_ADDR2   00
#define MAC_ADDR3   00
#define MAC_ADDR4   00
#define MAC_ADDR5   00

/* NETMASK*/
#define NETMASK_ADDR0   255
#define NETMASK_ADDR1   255
#define NETMASK_ADDR2   255
#define NETMASK_ADDR3   0

/* Gateway Address*/
#define GW_ADDR0   192
#define GW_ADDR1   168
#define GW_ADDR2   0
#define GW_ADDR3   1

IP4_ADDR(&ipaddr, IP_ADDR0, IP_ADDR1, IP_ADDR2, IP_ADDR3);
IP4_ADDR(&netmask, NETMASK_ADDR0, NETMASK_ADDR1, NETMASK_ADDR2, NETMASK_ADDR3);
IP4_ADDR(&gw, GW_ADDR0, GW_ADDR1, GW_ADDR2, GW_ADDR3);
```

The function `IP_ADDR` is being called from Netcoon api which provides the ability to record the addresses into the header of frame data. This function `IP_ADDR` is inside the function `LwIP_Init()`, which responds for completing the initialization of this layer.

### 3.6 Implementation of Physical layer

The physical layer on the embedded system is represented by how the data are encapsulated and physically sent by Ethernet connection. From that reason, I will explain the implementation of Ethernet with MAC/DMA functions. The MAC address, which is set from previous layer (Network layer or Internet layer) and in this layer it is used as the final header for the data frame (in previous, we set the MAC address by in to the format with the desired number but in this layer it is attached to the frame of data). The DMA (Direct Memory Access) function is supported by STM32F4 microcontroller.
That means at the end of data follow (after three previous layers), the data which are encapsulated will be allocated in the static memory, the DMA function will just reads/writes the data from the static memory and transfers it through Ethernet. The reason for using DMA in this case is to improve the performance of the server, DMA provides preparations for data transferring by many methods (FIFO, Full duplex, half duplex, etc..)

Figure 21. Data flow in Physical layer

The diagram below shows the method of communication between DMA and static memory.

Figure 22. Communication between DMA and static memory

The following arrays are statically allocated in the STM32F4x7
Ethernet driver:

- Two arrays for the DMA descriptors, one for DMA Rx and another for DMA Tx:
  - ETH_DMADESCTypeDef DMARxDscrTab[ETH_RXBUFNB], DMATxDscrTab[ETH_TXBUFNB];
- Two arrays of driver buffers, one array for receive buffers and another array for transmit buffers:
  - uint8_t Rx_Buff[ETH_RXBUFNB][ETH_RX_BUF_SIZE];
  - uint8_t Tx_Buff[ETH_TXBUFNB][ETH_TX_BUF_SIZE];

where:
- ETH_RXBUFNB: number of driver receive buffers
- ETH_TXBUFNB: number of driver transmit buffers
- ETH_RX_BUF_SIZE: size in bytes of a receive buffer
- ETH_TX_BUF_SIZE: size in bytes of a transmit buffer

The default values for these parameters as defined in file `stm32f4x7_eth.h` are:
- ETH_RXBUFNB = 4
- ETH_TXBUFNB = 2
- ETH_RX_BUF_SIZE = 1524 (max size of Ethernet packet (1524) + 2 bytes for 32-bit alignment)
- ETH_TX_BUF_SIZE = 1524 (max size of Ethernet packet (1524) + 2 bytes for 32-bit alignment)

The above parameter values can be changed depending on user specific application needs. This can be done by enabling `CUSTOM_DRIVER_BUFFERS_CONFIG` and writing custom values in the `stm32f4x7_eth_conf.h` configuration file.

As we can see that we set the value of buff size is 1526 bytes which is satisfied with the condition we mentioned in section 2.6 (chapter 2).

Finally, whole process of implementation for this layer can be express by following function:

```c
void ETH_BSP_Config(void)
{
  /* Configure the GPIO ports for ethernet pins */
  ETH_GPIO_Config();
  /* Config NVIC for Ethernet */
  ETH_NVIC_Config();
  /* Configure the Ethernet MAC/DMA */
  ETH_MACDMA_Config();
  while(1);
}
```

This function when it will be called, it does the initialization of Physical layer for the embedded system.
In general, for configuration of the server, we need to use the following functions:

- ETH_BSP_Config() (Initializes Physical layer)
- LwIP_Init() (Initializes Transport and Network layers)
- Http_server_socket_init() (Initializes Application layers)

Because I used FreeRTOS, thus at this stage for these three functions, whenever these functions are called when the server starts its initializations, they create corresponding "tasks" for the FreeRTOS scheduler. These problems will be explained in the following chapter.
Chapter 4

FreeRTOS

4.1 Introduction to FreeRTOS

FreeRTOS is a class of RTOS that is designed to be small enough to run on a microcontroller - although its use is not limited to microcontroller applications. A microcontroller is a small and resource constrained processor that incorporates, on a single chip, the processor itself, read only memory (ROM or Flash) to hold the program to be executed, and the random access memory (RAM) needed by the programs it executes. Typically the program is executed directly from the read only memory. Microcontrollers are used in deeply embedded applications that normally have a very specific and dedicated job to do. The size constraints, and dedicated end application nature, rarely warrant the use of a full RTOS implementation - or indeed make the use of a full RTOS implementation possible. FreeRTOS therefore provides the core real time scheduling functionality, inter-task communication, timing and synchronisation primitives only. This means it is more accurately described as a real time kernel, or real time executive. Additional functionality, such as a command console interface, or networking stacks, can be then be included with add-on components. From now we can use the word scheduler for describing the functionalities of FreeRTOS. Before we go more in detail, we need to consider some basic ideas for FreeRTOS which are Task, task states, task priorities. [16]

- **Task**: Each executing program is a task (or thread) under control of the operating system. If an operating system can execute multiple tasks in this manner it is said to be multitasking.
- **Task States**: A task can exit in one of following state
  - **Running**: A task is actually executing it is said to be in the Running state. It is currently utilising the processor. If the processor on which the RTOS is running only has a single core then there can only be one task in the Running state at any given time.
  - **Ready**: Ready tasks are those that are able to execute (they are not in the Blocked or Suspended state) but are not currently executing because a different task of equal or higher priority is already in the Running state.
  - **Blocked**: A task is said to be in the Blocked state if it is currently waiting for either a temporal or external event.[17]
- **Suspended**: Like tasks that are in the Blocked state, tasks in the Suspended state cannot be selected to enter the Running state, but tasks in the Suspended state do not have a time out.

- **Task priorities**: Each task is assigned a priority from 0 to (configMAX_PRIORITIES - 1), where configMAX_PRIORITIES is defined within FreeRTOSConfig.h. Low priority numbers denote low priority tasks. The idle task has priority zero (tskIDLE_PRIORITY). The FreeRTOS scheduler ensures that tasks in the Ready or Running state will always be given processor (CPU) time in preference to tasks of a lower priority that are also in the ready state. **In other words, the task placed into the Running state is always the highest priority task that is able to run.**

A real time application that uses an RTOS can be structured as a set of independent tasks. Each task executes within its own context with no coincidental dependency on other tasks within the system or the RTOS scheduler itself. Only one task within the application can be executing at any point in time and the real time RTOS scheduler is responsible for deciding which task this should be. The RTOS scheduler may, therefore, repeatedly start and stop each task (swap each task in and out) as the application executes. As a task has no knowledge of the RTOS scheduler activity it is the responsibility of the real time RTOS scheduler to ensure that the processor context (register values, stack contents, etc) when a task is swapped in is exactly that as when the same task was swapped out. To achieve this each task is provided with its own stack. When the task is swapped out the execution context is saved to the stack of that task so it can also be exactly restored when the same task is later swapped back in. The scheduler deals with the task by using APIs such as vTaskResume, vTaskSuspend. The figure gives the view of task and its states and how it can be manage by scheduler.

![Figure 23. Task states cycle in freeRTOS (freertos.org)](image-url)
4.2 Using FreeRTOS for developing application on embedded server

From the beginning of this thesis, I introduced about particular application which is being developed for this embedded server by using expansion PLC board (PLC 01A1). The PLC board works by reading inputs values, processes it by initialized command and simultaneously sending to outputs. The PLC board provides some following functions:

- Turn off all outputs
- Turn on all outputs
- AND function (gives the results on outputs are AND combinations of inputs values with netmask bits which are provided by user through web interface)
- XOR function (gives the results on outputs are XOR combinations of inputs values with netmask bits which are provided by user through web interface)
- OR function (gives the results on outputs are OR combinations of inputs values with netmask bits which are provided by user through web interface)
- NOT function reverses all the given values of inputs to the outputs.
- INPUT MIRROR function gives the outputs corresponded values from inputs.

Before going into details of implementation of above functions for PLC, I would like to mention about the whole system working with FreeRTOS as in following figure:

![Figure 24. Main working cycle of the embedded server](image)

As we can see from the figure, there are three tasks created by FreeRTOS and these are:

- Ethernet task
- TCP/IP task
- HTTP task

The Ethernet task was given highest priority and added with semaphore and then TCP/IP task with lower priority, the last task with lowest priority is HTTP task. When the whole system in working state, the Ethernet task with highest priority should be always in running state, however for saving the time in order we need to do something else, we
set the Ethernet with semaphore function. That means the interruption was set to Ethernet task and whenever there is a packet that needed to be received or transfer (the server always listens to client if the client wants to request or send data) this task will wake up. By that reason, the Ethernet task was put in blocked state and it only able to run unless there will be a packet is coming. The TCP/IP task is also added to Ethernet task by using semaphore but lower priority and also it is in blocked state. When the packet is received, the Ethernet and TCP/IP both wake up, however the Ethernet will work first because it has highest priority and then when it finish its duty, the TCP/IP task will start to work immediately. The task HTTP is always set to ready state but have lower priority means it is always ready to run after any higher priority tasks finish their cycles.

Note: I denoted from now the working of three tasks above is main cycles. That means at the end of this main cycle (HTTP task is the final task of main cycle) are the data that the server receives from client (or send to client if client made a request).

Base on the main cycle of working (see figure 24), for developing the application of PLC board, we need to create seven tasks which are corresponded to the functions of PCL board (mentioned at the beginning of this section) and put them together into main cycle of embedded server. When one of the application task is called, it will execute following sub-tasks which are demonstrated in figure below.

![Diagram](image)

**Figure 25. Working principle of Application tasks**

After creating seven tasks, the only problem we need to solve is how to manage these tasks in order they can work with the main cycle. The solution is that we put all these seven tasks into suspend state. The reason for this solution is whenever the main cycle finishes, the HTTP task retrieves the data to client or store the command (or data) to server itself, furthermore, in this case the server receives the commands and netmask bits from user and then we just need to deal with these data. More exactly, we just need to add these seven tasks in the task list of the scheduler, after then when the...
command from HTTP task is specified as an application task the scheduler switch the corresponded task to working state by calling vTaskResume. It is just adding one more process into the main cycle, we can see in the figure below for more detail.

![Diagram](image)

**Figure 26. Control application tasks in main cycle**

In explanations above, I covered the ideas for implementation of application tasks with FreeRTOS. The real implementation of mentioned process will be shown in next section.

- The creation of the application “turn on outputs” task is expressed by following code:

```c
xTaskCreate(output_on, "on", configMINIMAL_STACK_SIZE, NULL, LED_TASK_PRIO, &xon);

void output_on(void * pvParameters)
{
  for ( ;; )
    DigitalInputArrayHandler();
    SsrelayHandler_on();
}
```

**Note: Others functions are implemented as the same method**

- Setting all application tasks into suspended state is expressed by following code:

```c
vTaskSuspend(xon);
vTaskSuspend(xoff);
```

```c
vTaskSuspend(xmirror);
vTaskSuspend(xand);
```
vTaskSuspend(x_or);
vTaskSuspend(xnot);
vTaskSuspend(xxor);

• Connecting the application tasks with main cycle is expressed by following code (in this case is "turn on outputs"):

```c
for (i=0;i<bufflen;i++)
{
    if (strncmp ((char*)(recv_buffer+i), "outputon", 8)==0)
    {
        vTaskResume(xon);
        vTaskSuspend(xoff);
        vTaskSuspend(xmirror);
        vTaskSuspend(xand);
        vTaskSuspend(x_or);
        vTaskSuspend(xnot);
        vTaskSuspend(xxor);
        file = fs_open("/outputon.html");
        write(conn, (const unsigned char*)(file->data), (size_t)file->len);
        if (file) fs_close(file);
        break;
    }
}
```

Note: Others functions are implemented as the same method
4.3 Demo Webpages and demonstration of server

![Demo Webpages and demonstration of server](192.168.0.10/index.html)

**DEPARTMENT OF ELECTROTECHNOLOGY**
**K13113**
**DEMONSTRATION OF EMBEDDED SERVER WITH LWIP AND TCP/IP PROTOCOL**

<table>
<thead>
<tr>
<th>Home page</th>
<th>Application page</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Introduction</strong></td>
<td></td>
</tr>
<tr>
<td>This is a demonstration of an embedded web server with the Luipa protocol and its application on microcontrollers. It is also a part of bachelor thesis which is supposed for the student from Department of Electrotechnology in the faculty of electrical engineering at the Czech technical university in Prague. The following aspects are considered in this project:</td>
<td></td>
</tr>
<tr>
<td>- Implementation of TCP/IP protocol in microprocessor.</td>
<td></td>
</tr>
<tr>
<td>- Based on LWIP API.</td>
<td></td>
</tr>
<tr>
<td>- Supported by FreeRTOS.</td>
<td></td>
</tr>
<tr>
<td>- Simple application for controlling external board.</td>
<td></td>
</tr>
<tr>
<td>Instruction how to use this demonstration and additional information are described below.</td>
<td></td>
</tr>
</tbody>
</table>

**Technical specification**

This demonstration based on LWIP socket and TCP/IP and it performs applications of this web server. The server performs common applications of an embedded http server however it is implemented using socket programming and FreeRTOS therefore it utilises multipathing services.

---

**Figure 27. Home page of the embedded server**

This page is always loaded first whenever the server starts and user typed the IP address of server in web browser. There are two possibilities which user can choose:

- Again load the home page
- Access the application page (click on tap)
This is the application page when user clicked on Application page tab (mentioned above). In this web page, there are user interface for real time control of the PLC board with listed functions (Referred to section 4.2). Besides the application functions, user can choose other possibilities:

- Back again to Home page (mentioned in figure 27 above)
- Reload the real time control page (application page)
- Access the Real-time monitoring page (described below)
Figure 29. Real time monitoring the state of tasks inside Microcontroller

The last page of the embedded server demonstrates real-time monitoring function. It shows the states of the tasks which are listed in the scheduler of FreeRTOS as well as their related information (stack of memory, Number of task, priority of the task). The updating of this webpage are done by server every half of a second (0.5s). There is a counter for counting the number of loading time since this web page is being loaded. Similar to application page, this web page provides three possibilities for user:

- Back again to Home page (mentioned in figure 27 above)
- Reload the real time control page (application page in figure 28)
- Reload the Real-time monitoring page
Chapter 5

Conclusion

The aim of this thesis was to exploit the functionalities of TCP/IP protocol for embedded system, once the server was established the connection with a client (PC) then it is supposed to perform some particular application tasks.

The development of the embedded server was based on LwIP which is a set of C source code contains the implementation of TCP/IP protocol for embedded system. LwIP was used as a library for programming purpose. Nowadays, there are many types of library which are being used for developing an embedded server or Network function of embedded devices and those are similar to LwIP such as uIP, LUA, etc. However, LwIP is the most common because the size of LwIP is small, that makes it compatible with most of microcontrollers. The LwIP stack is obligatory for working of the embedded server. It is responses for all characteristics as well as functionalities of TCP/IP, for all four layers of TCP/IP.

The embedded server mentioned in this thesis contains inside its flash memory embedded web pages which are built by HTML language. Because of limitation of HTML’s functionalities then the web pages are also limited. We can create web pages with more functionalities and animations by using other programming language such as PHP, Java script or others.

The application of the embedded server is controlling the expansion board which is used in industrial. However, we can develop many other applications based on the embedded server such as stream data, TFTP server (for storing data), monitoring center, etc.

On the top of TCP/IP and application programs is FreeRTOS, using FreeRTOS reduces the complexity of the system. Under the point of view of programmer, using FreeRTOS helps to create and manage the whole system easier and optimizes the utilization of resources. Its advantages are suitable for developing of middle-scale to big-scale embedded system. In this thesis I used a part of FreeRTOS because the embedded system is not complicated.

Finally, TCP/IP protocol provides huge abilities to develop embedded system with networking function. The protocol is industrial standard therefore it is used in many devices and supported by many manufacturers. It is not only used in wired network but also in wireless network. Furthermore, TCP/IP protocol is suitable for all network regardless the scale of system and hardware flat-form in which the network is installed. In this thesis, the results of the embedded server emphasize the viability of using TCP/IP protocol on embedded system and development of applications. It is old protocol but still offers a promising solution for embedded systems in futures.
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