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Preface

I am presenting this thesis to qualify for habilitation at the Czech Technical University in Prague. The thesis is a review of my biomedical engineering research since 2005. The research work has been driven mainly by cooperation with medical partners in the field of neurology, internal medicine, cardiology and psychiatry.

My interest in biomedical engineering research has been influenced more than 15 years ago mainly by the three activities: i) long term stay at the Universitat Politècnica de València and work with Dr. David Cuesta Frau ii) collaboration with group of prof. Bustamente and his Ph.D. student Andres Orozco from Medellin University of Colombia and iii) post-doc stay in Philips Research Laboratories in Aachen. Initially, with Dr. David Cuesta Frau we explored possibilities of speech recognition techniques for electrocardiogram processing. This direction was thereafter followed by processing of surface and internal electrocardiogram signal in application of atrial fibrillation analysis.

The outcomes contributed to my master thesis, PhD thesis and are summarized in several papers and in a world patent.

My recent research work has stemmed from mutual cooperation with researchers at several Czech medical institutes and labs. In 2005, after my post-doc studies, I co-initiated cooperation with the Department of Neurology and Center of Clinical Neuroscience, the 1st Faculty of Medicine and the 3rd Department of Medicine, both at Charles University, and Mental Institute of Health (previous Prague Psychiatric Center). Together we worked on several local and international projects. I am positive that the results of my research have a great practical outcome and increase the knowledge of designing appropriate protocol for medical data and clinical trials management.

In neurology field, I established a small research group of Computational Neuroscience. We have intensively cooperated with Prof. Robert Jech on microelectrode data originating from deep brain stimulation procedure.

In internal medicine, my activities were focused on processing of glycemic profile data and metabolomics analysis in close cooperation with Prof. Martin Haluzík.

In psychiatry field, I contributed in data processing in Itareps system which was the first telemedicine system for relapse prediction. Here, I have been closely working with Dr. Filip Spaniel.

I am also one of the founders and lecturers of a new Neuroinformatics course taught in the newly established study programme in Biomedical engineering and informatics.

The thesis is organized as an annotated collection of 15 papers assorted from among my publications since the year 2005. Nine papers were published in impacted scientific journals (the impact factors of 9.8, 6.3, 4.1, 3x3.8, 3.4, 2.8 and
1.8), one paper made a chapter in an international book, one contribution is a world patent and the other four articles appeared in conference proceedings. As I preferred consistency in topics to completeness of my research profile, I did not include my earlier or parallel works on other than biomedical research topics as well as the conference articles that reasonably overlap with their later journal extensions. The full list of my publications can be accessed at https://www.researchgate.net/profile/Daniel_Novak2.

The thesis is split in five chapters. It starts with a self-contained overview of the remaining chapters containing the individual papers. Chapter 2 summarizes the research on complexity measures in atrial fibrillation. Chapter 3 gives an overview of processing of single-neuron recordings. Chapter 4 concerns with metabolomics and statistical data analysis in diabetes mellitus. Chapter 5 provides the book chapter and the journal paper that reviews the research on time event series analysis in schizophrenia and bipolar disorder.
Chapter 1

Habilitation Thesis Overview

Analysis and processing of biomedical data is placed at the intersection of engineering, the life sciences and healthcare. While the man is a more complex system than even the most elaborated machine, many of the same approaches that focus on programming a machine or algorithm can be applied to therapeutic gadgets, biological structures and diagnostic protocols. This thesis deals with several case studies of biomedical data processing elaborated on both clinical basic research and daily clinical practice. My particular contribution is summarized below each paper in italic font.

Analysis of nonlinear measures and multifractal tools in atrial fibrillation (Chapter 1)

Atrial fibrillation (AF) is the most commonly clinically-encountered arrhythmia. Catheter ablation of AF is mainly based on trigger elimination and modification of the AF substrate. Substrate mapping ablation of complex fractionated atrial electrograms (CFAEs) has emerged to be a promising technique. To improve substrate mapping based on CFAE analysis, automatic detection algorithms need to be developed in order to simplify and accelerate the ablation procedures. The nature of CFAE is generally nonlinear and nonstationary, so the use of complexity measures is considered to be the appropriate technique for the analysis of AF records.

In the four papers selected for Chapter 1, measures from the theory of nonlinear dynamics as sample entropy, approximate entropy and tools based on fractal theory were applied for the characterization of the level of fractionation. I and my co-authors demonstrated that complexity measures and its optimized parameters can be proposed as a tool for grade fractionation associated with the detection of target sites for ablation in AF. Furthermore, we have defined a new measure that improve the extraction of information about the shape of the multifractal spectrum. Our results indicate that the new parameter is capable of grading fractionation better than other fractal and multifractal indexes. Last contribution is a world pattern describing an approach consisting of three particular methods for atrial fibrillation detection.

The results presented in this chapter were reached in close collaboration with Dr. David Cuesta Frau of Politecnic University of Valencia. David has focused at time health series analysis using nonlinear dynamic measures. The second closest collaborator was Andreas Orozco from Universidad Pontificia Bolivariana, Medellín, Columbia, former Ph.D. student of Prof. John Bustamente, now lecturer in Instituto Tecnologico Metropolitano, Medellin. He developed multifractal framework, and extracted new parameters from multifractal spectrum. Further collaborator was Eva Cirugeda, Ph.D. student of Dr. David Cuesta, who worked on optimization of complexity measures parameters. The data were registered in two clinics: Institute for Clinical and Experimental Medicine, Czech Republic (provided by Dr. Dan Wichterle) and Staedtisches
Klinikum Karlsruhe, Germany (provided by Dr. Claus Schmitt). Last but not least, all time I was tightly working with my colleague Dr. Václav Křemen from Department of Cybernetics, Czech Technical University in Prague. Finally, my research in atrial fibrillation started during post-docs stay at Philips Research laboratories in Aachen, Germany. I was closely cooperating with Dr. Matthew Harris, Dr. Ralf Schmidt and Dr. Michael Perkuhn. The data were registered at University Hospital, RWTH Aachen, Germany and managed by Moritz Arndt.

In particular, the chapter contains the following papers:

  Contribution: 25%, involvement of parameterization scheme, multi-centre study approach

  Contribution: 50%, paper design, DFA and wavelet method analysis, multifractal spectra parameterization

- Juan Pablo Ugarte Macías; Andrés Orozco-Duque; Catalina Tobón; Vaclav Kremen; Daniel Novak; Javier Saiz; Tobias Oesterlein; Clauss Schmitt; Armin Luik; John Bustamante, Dynamic approximate entropy electroanatomic maps detect rotors in a simulated atrial fibrillation model, PLOS One, 9(12), 2014
  Contribution: 25%, mapping complexity measures to model of atrial fibrillation, comparison to standard fractal indexes

  Contribution: 70%, paper design, developing idea of complexity measures for analysis of atrial fibrillation fragmentation

  Contribution: 60%, atrial fibrillation detection using QRTS cancellation and P wave detection

**Analysis of single-neuron recordings in Parkinson disease (Chapter 2)**

Parkinson’s disease (PD) is the second most common neurodegenerative disease. Besides motor symptoms, which include movement slowness, muscle rigidity, and resting tremor, PD patients manifest also cognitive, affective, sleep, and autonomous disturbances. Deep brain stimulation (DBS) is a surgical treatment
of diseases of the central nervous system, which include mainly movement disorders (such as Parkinson’s disease, tremor, and dystonia), chronic pain, and more recently also some psychiatric disorders. The impairment in motor function is due to the progressive loss of dopaminergic neurons in the substantia nigra, which affects the function of the basal ganglia, composed of multiple subcortical nuclei situated deeply inside the forebrain.

This neuroscientific direction focuses at defining the role of the basal ganglia in the human brain, particularly with focus on understanding the function of the basal ganglia in Parkinson’s disease patients treated with deep brain stimulation. New insights explored would help not only to optimize the treatment of neurodegenerative diseases, but in general to contribute to the understanding of the human brain. Analysis was performed on single-neuron microelectrode recordings acquired during stereotactic surgery when the stimulation electrodes of DBS system were implanted.

Specifically, the goal was to find answers to important neuroscientific questions regarding the functioning of the human brain in general, and the mechanism of the deep brain stimulation in particular. While our team has been the first to report the finding of basal ganglia neurons being connected to the human oculomotor system, we have also found basal ganglia neurons related to emotional and visuoattentional processing.

The results can be summarized as follows. Considering eye movement-related neurons, about 20% of the basal ganglia neurons studied were found to be related to planning, execution and/or control of eye movements. Regarding Emotion-Related Neurons, 15% of the basal ganglia neurons were identified to be related to processing or responding to distinct types of emotional stimuli. One half of the basal ganglia neurons studied were revealed to be activated during a visuo-attentional task.

Additionally, we coped with significant problem of proper classification of action potentials from extracellular recordings which is essential for making an accurate study of neuronal behavior and its important step before proceeding to any further high-level analysis. Even if the activity of several neurons is recorded with only a single electrode, spike sorting allows the researcher to measure the activity of the individual neurons separately. Three widely-used publicly-available spike sorting algorithms based on unsupervised learning were compared with regard to their parameter settings. An optimization technique based on Adjusted Mutual Information was employed to find near-optimal parameter settings for a given artificial signal and algorithm. As a conclusion, all three algorithms performed significantly better with optimized parameters than with the default ones. An important part of the sorting is determining the number of constituent clusters which best describe the data. I have contributed to a method for automatic unsupervised determination of the number of neurons in extra-cellular recording. The proposed methodology has an advantage of setting the minimum number of parameters and is very robust to background noise.

I established a small research group of Computational Neuroscience (http://neuro.felk.cvut.cz/) which covers efforts of the above mention research
activities. There is one more significant output related to this topic. Our neuron group released two software packages: (i) sigInspect, a graphical user interface application for Matlab, developed for inspection and annotation of extracellular microelectrode recordings and (ii) idendro, a new R package enabling to inspect dendrograms, resulting from hierarchical cluster analysis. This software tools are publicly available to neuroscience community and are suitable for data visualization.

The results presented in this chapter were reached in collaboration with medical partners and other members of Computational Neuroscience group. The research work was driven by prof. Robert Jech from Dept. of Neurology and Center of Clinical Neuroscience, Charles University in Prague. Data were provided by Dr. Milan Urgošík from Dept. of Stereotactic and Radiation Neurosurgery, Na Homolce Hospital, Prague, Czech Republic. Dr. Tomáš Sieger elaborated the topic of eye-movement and emotional neurons. My Ph.D. student Jiří Wild explored spike sorting comparison. My Ph.D. student Eduard Bakštein contributed to annotation tool sigInspect. Finally, my Ph.D. student Pavel Vostatek worked on single-neuron visualization techniques.

Specifically, the chapter consists of the following papers:

  *Contribution: 15%, visualization of the STN model*

  *Contribution: 10%, time relation between electrooculography and neuronal activity*

  *Contribution: 30%, state of the art, citation histograms, paper design, unsupervised algorithm analysis*

  *Contribution: 80%, paper design, penalty measures, comparison with sorting algorithms*

**Metabolomic and statistical data analysis in diabetes mellitus (Chapter 3)**

Diabetes mellitus is a chronic metabolic disorder characterized by increased glucose levels due to insulin secretion deficiency and decreased sensitivity of the peripheral tissues to insulin effects, which can ultimately lead to the
development of acute (hypoglycemia, hyperglycemia) and longterm complications (cardiovascular, cerebrovascular, renal, ophthalmic).

This chapter offers several approaches to analysis of longterm complications in diabetes mellitus. Our early work joint with prof. Martin Haluzík and Dr. Miloš Mráz resulted in design of a telemedicine system for Diabetes Mellitus compensation under EU FP7 project OLDES “Older people’s e-services at home”. A small pilot focusing on elderly patients suffering from Type 2 was carried out. Time series as three point glycemic profile, blood pressure measurement and caloric in-take and out-take were recorded and consequently analysed. We successfully demonstrated the feasibility of daily use of a low-cost home access point that makes a range of services available, supports social interaction and efficiently man-ages some problems related to diabetes mellitus.

Subsequent work with the same team and Jan Balham from Department of Anesthesia, Resuscitation and Intensive Medicine concentrated on tight glucose control during elective cardiac surgery. A total of 2383 subjects were randomized into the trial between January 2007 and December 2010, 1134 in the perioperative group and 1249 in the postoperative group. To sum up, perioperative initiation of intensive insulin therapy during cardiac surgery reduced postoperative morbidity in nondiabetic patients while having a minimal effect in diabetic subjects. During mutual cooperation, I gained valuable experience at dealing with major clinical trial and data work-flow. Ph.D. student Jiří Anýž, supervised by prof. Olga Štěpánková, elaborated statistical analysis of patients data cohort.

Recent works with Helena Pelantová and Marek Kuzma from Institute of Microbiology, Academy of Sciences of the Czech Republic, deals with metabolic studies in Type 2 diabetes mellitus. Since metabolic pathways throughout the body are mutually interconnected, the course of diabetes is frequently coupled with visceral fat accumulation and obesity resulting in an increased risk of simultaneous cardiovascular diseases. Metabolomics can not only help to understand the biochemical signature of diabetes and concomitant problems but can also contribute to early diagnostics development. We used nuclear magnetic resonance-based metabolomics of urine of mice-a model of obesity and insulin resistance-to identify novel metabolites associated with obesity phenotype. I cooperated again with Jiří Anýž on statistical analysis of selected metabolites.

This topic is covered by the following papers:

- Jan Balham, Miloš Mráz, Petr Kopecký, Martin Stříteský, Michal Lipš, Michal Maťas, Jan Kunstýř, Michal Pořízka, Tomáš Kotulák, Ivana Kolníková, Barbara Šimanovská, Mykhaylo Zakharchenko, Jan Rulíšek, Jiří Anýž, Daniel Novák, Jaroslav Lindner, Roman Hovorka, Štěpán Svačina, Martin Haluzík, Perioperative tight glucose control reduces postoperative adverse events in non-diabetic cardiac surgery patients, The Journal of Clinical Endocrinology & Metabolism, 100(8), p.3081-9, 2015

Contribution: 10%, extraction of features from glycemic profile data, statistical analysis
Analysis of event and actigraph time series in schizophrenia and bipolar disorder (Chapter 4)

Psychiatric disorders, including depression, schizophrenia, and bipolar disorder, affect millions of people around the world. Schizophrenia is a major psychotic disorder that has devastating effects on the lives of patients and their caregivers. The illness is accompanied by high rates of relapses and readmissions. Bipolar disorder is an episodic and recurrent condition that is frequently disabling daily life. Bipolar Disorder is associated with an increased suicide risk.

This chapter deals with analysis of data acquired from two telemedicine systems for relapse prediction in psychiatric disorders.

The first version of the system ITAREPS (Information Technology Aided Relapse Prevention Programme in Schizophrenia) was developed previously at the Prague Psychiatric Centre by Dr. Filip Španiel, who is now in the National Institute of Mental Health. It represents a step towards a highly customizable prodromal signs monitoring M-Health service platform. The components of the ITAREPS programme include monitoring of non-specific and specific prodromal symptoms, frequent assessments and an involvement of both patients and their caregivers. Crisis interventions such as increasing the dose of antipsychotic medication, based on early detection within a relapse prevention programme, reduced relapse and readmission rates compared to a treatment-as-usual group. My role was processing of event time series data. There was a statistically
significant 60% decrease in the number of hospitalizations in the ITAREPS, compared to the same time period before the ITAREPS entry.

The second programme focuses on the early identification of prodromal symptoms of mania or depression. Two types of data were monitored: objective data represented by movement activity recordings by use of actigraphy and subjective data acquired by questionnaire. I analysed both sources of data; in actigraphy recording I extracted several sleep parameters from actigraphy recording and performed trend analysis. I showed that the framework helps to predict a relapse early enough to suggest a change in medication and improve patient quality of life achieving sensitivity and specificity of 70%. This project is also driven by Dr. Filip Španiel.

The chapter includes one application paper and one conference paper:

  Contribution: 70%, paper design, features extraction, time event-series data analysis

  Contribution: 20%, paper design, features extraction, time event-series data analysis

Conclusions

The major contribution of the thesis to the actual state of biomedical data processing are applications to real-world clinical cases. Particularly, the outcomes of my work in each topic were summarized below each paper in italic font. To conclude, I contributed to the detection, analysis and modelling of atrial fibrillation, to spike sorting and statistical processing of single-neuron unit, to metabolomic analysis and statistical processing of blood glycemia time series and to time-event series analysis in bipolar and schizophrenia disorder.
Chapter 2
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Abstract: Atrial fibrillation (AF) is the most commonly clinically-encountered arrhythmia. Catheter ablation of AF is mainly based on trigger elimination and modification of the AF substrate. Substrate mapping ablation of complex fractionated atrial electrograms (CFAEs) has emerged to be a promising technique. To improve substrate mapping based on CFAE analysis, automatic detection algorithms need to be developed in order to simplify and accelerate the ablation procedures. According to the latest studies, the level of fractionation has been shown to be promisingly well estimated from CFAE measured during radio frequency (RF) ablation of AF. The nature of CFAE is generally nonlinear and nonstationary, so the use of complexity measures is considered to be the appropriate technique for the analysis of AF records. This work proposes the use of sample entropy (SampEn), not only as a way to discern between non-fractionated and fractionated atrial electrograms (A-EGM),
but also as a tool for characterizing the degree of A-EGM regularity, which is linked to changes in the AF substrate and to heart tissue damage. The use of SampEn combined with a blind parameter estimation optimization process enables the classification between CFAE and non-CFAE with statistical significance ($p < 0.001$), 0.89 area under the ROC, 86% specificity and 77% sensitivity over a mixed database of A-EGM combined from two independent CFAE signal databases, recorded during RF ablation of AF in two EU countries (542 signals in total). On the basis of the results obtained in this study, it can be suggested that the use of SampEn is suitable for real-time support during navigation of RF ablation of AF, as only 1.5 seconds of signal segments need to be analyzed.

**Keywords:** atrial fibrillation; catheter ablation; complex fractionated atrial electrograms; sample entropy; signal classification

1. Introduction

Atrial fibrillation (AF) is the most commonly clinically-encountered arrhythmia. For paroxysmal AF, on the one hand, a focal trigger inside the pulmonary veins (PV) has been shown to be the dominant mechanism for its initiation [1]. The technique of isolating PV by catheter ablation has therefore been established [2]. On the other hand, persistent AF is more related to the maintenance of the mechanisms rather than to the trigger [3–5]. It can be shown that the AF substrate of patients with persistent AF has a shorter cycle length and a higher degree of disorganized activity than that of patients with paroxysmal AF [6]. Nademanee [7] was the first to propose these areas with high frequency disorganized activity as ablation target sites and was able to achieve a respectable success rate. However, these results could not be reproduced by any other group, even in a combined approach of antral PV isolation and complex fractionated atrial electrogram (CFAE) ablation [8]. Still, there are several limitations in CFAE ablation. First, the interpretation of CFAE varies due to the absence of objective detection algorithms. Second, the role of CFAE in the initiation and continuation of persistent AF is still unclear. In addition, the genesis of CFAE may be affected by anatomical conditions or by other temporary effects. Algorithms to identify the dominant frequency and the mean cycle length of the local activity (CFEmean, St. Jude Medical, Minneapolis, MN, USA) have been developed in order to improve the categorization of the AF substrate.

The process for identifying these sites has been studied in recent years, and several methods, measures and approaches have been described. Nevertheless, they do not satisfy the sensitivity and specificity requirements. Kumagai [9] described different patterns of activation, and others have shown and quantified different characteristics of atrial electrograms (A-EGM) in both the time and frequency domains [10–13]. Some of the cited algorithms are implemented into commercially available mapping systems, so they can be used for daily AF ablation routines. However, their performance is not optimal, and they often require initial parameter manual setting. This manual configuration makes them user dependent and, thus, subjective. To overcome this problem, several new approaches and methodologies have been developed so as to measure and quantify the complexity of A-EGM. Kremen et al. [14] introduced a novel methodology based on several A-EGM measures extracted from the raw A-EGM
Combining the information provided by these measures, it enabled a better and robust enough classification, which was not possible with the use of one single A-EGM measure. Ciaccio et al. [15] used extrinsic and intrinsic features of the A-EGM shape to characterize the level of fractionation in CFAE sequences. Lin et al. [16] showed that a linear analysis (mean fractionation interval and dominant frequency) and a nonlinear-based waveform similarity analysis of the local A-EGM could determine the area in which CFAE sites, which are important for AF maintenance, are localized.

According to the latest studies, the level of fractionation has been shown to be promisingly well estimated by the use of complexity measures. Ng et al. [17] showed that Shannon entropy (ShEn) can be used to quantify the complexity of A-EGM and therefore provides an objective and automated method for the identification of CFAE sites that are indicated for AF ablation. Ganesan et al. [18] introduced ShEn as a tool that could assist the mapping of the AF rotor. Jacquemet et al. showed that micro-scale obstacles cause significant changes to electrogram waveforms and that conduction velocity, electrogram amplitude and also the degree of fractionation can be used to discriminate the nature of the substrate and the characteristics of fibrosis, giving rise to slower conduction [19]. Many previous works, e.g., [19,20] suspect that when the changes in the substrate become more acute, the A-EGMs become more irregular and, thus, more complex, and for this reason, it can be analyzed in terms of complexity. We suspect that SampEn is expected to be increased when the AF substrate is changing or if AF is triggered or sustained at a site under the measurement catheter. In order to evaluate the changes in the substrate, we introduced artificial individual classes of A-EGM fractionation for the purposes of this study. Current expert opinion is that CFAE can be either substrate based or caused by temporary effects (changes in cell repolarization time).

To the best of our knowledge, a direct relationship between the subjective perception of A-EGM fractionation and quantification in a continuous or semi-continuous scale has never been performed. Additionally, the data used for the analysis in these studies are often given and classified by a single source, even though the evaluation is performed by more than one independent physician (clinician or the same working group).

In this work, we propose the use of sample entropy (SampEn) for the quantification of the CFAE fractionation degree in two different A-EGM databases. The A-EGM recorded in the Czech Republic (CZ database) have been classified by at least three different clinicians, while the A-EGM database recorded in Germany (GE database) was classified by two clinicians. SampEn has been chosen because it is a well-characterized complexity measure with robust performance in other cardiac applications, e.g., in beat to beat (RR) intervals, heart rate variability (HRV) signals and ECG signals [21–24], and it is one of the few complexity measures that can deal with the analysis and complexity of CFAEs.

Moreover, SampEn can be used not only to segment the main CFAE, but also to quantify the substrate changes in a continuous way by discerning among four different classes of CFAE fractionation levels. The analysis described is based only on A-EGM records instead of surface ECGs [25–28].
2. Materials and Methods

The core of the method proposed is the computation of the SampEn metric for A-EGM records. To improve the standard SampEn results, a novel parameter optimization stage is included. This new step calculates the results for a range of \( m \) and \( r \) values in order to find the best combination. The optimization is performed in terms of maximal segmentation between the main CFAE classes and minimum SampEn variability in a database training subset. Specifically, a K-fold bootstrap algorithm for variability reduction over the ROC area (AUC) curves is used so as to find the optimal \((m, r)\) parameter set. Then, the best parameter combination \((m, r)\) obtained can be used for SampEn computation over the entire input database to obtain the final classification.

A statistical test was used to assess the accuracy of the partition. A Mann–Whitney test and ROC computation as a function of sensitivity and specificity were used to evaluate the segmentation capabilities of the method proposed. The classification goal was to discern among the main A-EGM record types and also between individual levels of fractionation. The general scheme of the method proposed is shown in Figure 1, and a more detailed description of each stage is developed in the following subsections, including the validation experimental database.

![Figure 1. Block diagram of the new methodology proposed, from the raw atrial electrograms (A-EGM) input signal preprocessing stage, up to the classification results.](image)

### 2.1. Sample Entropy

Sample entropy (SampEn) was introduced to counteract the well-known Approximate entropy (ApEn) weaknesses [29]. SampEn is less sensitive to data series length and input parameters; it does not compute self-matches and yields better relative consistency. SampEn was defined as the negative natural logarithm for conditional properties that a series of data points of length \( m \) would repeat at \( m + 1 \).

Given a time series \( x(n) \) of length \( N \), sequences of \( m \)-length vectors are formed and compared. Two of these vectors \( x_i, x_j \) commencing at \( n = l \) and of length \( m \) are considered alike if the distance between them \( (d_m(i, j)) \) is below a threshold \( r \). Then, the matching ratios \( A \) and \( B \) can be computed as:

\[
B_i^m(r) = \frac{1}{N - m - 1} \sum_{j=1}^{N-m} (d_m(i, j) \leq r)
\]

\[
B^m(r) = \frac{1}{N - m} \sum_{i=1}^{N-m} B_i^m(r)
\]
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\[ A^m_i(r) = \frac{1}{N - m - 1} \sum_{j=1, j \neq i}^{N-m} (d_{m+1}(i, j) \leq r) \]  \hspace{1cm} (3)

\[ A^m(r) = \frac{1}{N - m} \sum_{i=1}^{N-m} A^m_i(r) \]  \hspace{1cm} (4)

Specifically, the dissimilarity measure used for SampEn metrics can then be defined as:

\[ d_m(i, j) = d(x_m(i), x_m(j)) = \max_l \{|x(i + l - 1) - x(j + l - 1)|\} \]  \hspace{1cm} (5)

Finally, SampEn is computed as the negative natural logarithm of the conditional probabilities defined in Equations (1) and (3):

\[ \text{SampEn}(m, r, N) = \ln(A^m(r)) - \ln(B^m(r)) \]  \hspace{1cm} (6)

SampEn m and r Parameter Optimization

SampEn parameters \( m \) and \( r \) configure how matches are addressed. The accuracy and the confidence of the SampEn estimates depend on the number of matches. It can be increased by choosing small \( m \) or large \( r \) values, but since entropy is defined under the assumptions \( m \to \infty \) and \( r \to 0 \), choosing extreme values can lead to incorrect results. A large \( r \) value can yield a SampEn estimate smaller than it should be. Choosing a small \( m \) value can hide physical processes that are relevant at larger scales [24].

The parameter optimization method proposed searches for the best \( m \) and \( r \) configuration in the vicinity of usual values (\( r = 0.25, m = 2 \) or \( m = 3 \)). The \( m \) parameter initially spans from 1–10. The \( r \) parameter ranges from 0.1–0.7 in 0.05 steps. SampEn values are computed for each possible resulting combination. Using a labeled training subset, ROC curves are respectively computed for each combination between classes of interest (\( C0 \cup C1 \) vs. \( C2 \cup C3 \) in this case). To further improve the robustness of the results, a \( K \)-fold bootstrap stage is included, with \( K=10 \). The optimal pair of parameters is chosen to be the pair that additionally satisfies maximum area under the curve (AUC), which can be interpreted as the probability that a randomly-chosen CFAE is correctly classified as fractionated or non-fractionated A-EGM and minimum mean variability at most of the different \( K \) folds.

The optimal combination is searched according to the selection criteria value (SCV) described in (7). Analytically, the parameters are obtained from the following expression:

\[ (m, r) = \arg\max \left\{ \frac{\text{AUC}}{\frac{1}{N_s} \sum_{q=1}^{N_s} \left| \text{SampEn}_q - \text{median}(\text{SampEn}) \right|} \right\} \]  \hspace{1cm} (7)

the SampEn value being computed according to (6) for signal \( q \) in fold \( s \). In this way, the variability of the measure for each group is minimized, whereas AUC is maximized.
2.2. Validation

The proposed algorithm was validated following the steps described for SampEn and ROC computation. The specificity and sensitivity values for the optimal pair of parameters \((m, r)\) were obtained from records of the experimental databases. Segmentation capabilities were assessed using a Mann–Whitney U-test, the corresponding sensitivity and specificity ROC parameters and the area under ROC (AUC). This optimal parameter set was then validated using the rest of the records from the experimental database not used for training.

In addition, the results obtained were also compared to those yielded by the standard methodology, complex fractionated (CFE) mean [30], which is a standard mapping procedure. The CFEmean algorithm (St. Jude Medical) measures the mean cycle length during atrial fibrillation. The baseline signal noise level is usually set between 0.02 and 0.04 mV in order to avoid noise detection. Each \(dV/dT\) is detected with a deflection width of 10 ms after a refractory period of 30–50 ms. The mean cycle length (CL) of a 5-s electrogram is calculated and displayed color-coded on the left atrium (LA) anatomical shell [31]. According to previous studies [2,31], regions with mean CL < 120 ms can be defined as CFAEs.

2.3. Experimental Dataset

Two different A-EGM databases recorded at two independent cardiology departments in two different EU countries were used separately. These databases were also combined to form a mixed third database. Each database contains at least four classes of CFAE, each class representing a different fractionation level. Signals in both databases were preselected manually by skilled electrophysiologists (EP) to select high quality CFAE signals with no ventricular far field influence, no artifacts caused by obvious catheter movements and visually-detectable presence of signal noise [14,32]. These classes can also be roughly separated at a higher conceptual level into two main classes, non-fractionated (NF) A-EGMs and fractionated (F) A-EGMs. Recordings with a strong far field were excluded before annotation because they were out of the scope of the study.

The first database was recorded and independently annotated by three different EP that perform radio frequency ablation (RFA) of AF on a regular basis in the Czech Republic [14]. The second one was recorded and annotated by two different EP working at a German unit [32]. Both databases were post-processed with the same algorithms for baseline wander and high frequency noise removal. They were also resampled to an equal sampling frequency \((F_s = 1KHz)\). Epochs of 1500 ms were analyzed in order to keep consistency on the parameters that can influence SampEn computation [24,29,33].

There are different types of A-EGM during AF, as described in [34]. The signals in both databases were classified into four levels of fractionation [35]. On the one hand, fractionated signals were classified by experts into three levels of fractionation (C1, C2 and C3). On the other hand, non-fractionated A-EGM signals were considered as Level 0 (C0). Classes C0 and C1 were assumed not to trigger or maintain AF, as EP would consider C0 and C1 as sites not recommended for RFA. They were termed as non-fractionated (NF). Signals in C2 and C3 could indicate sites of substrate changes that could either trigger or sustain AF. This characterization is similar to those described in other works, such as [14,32].
These four classes were introduced to enable objective quantification for the study purpose and are summarized as follows:

- C0: Non-fractionated A-EGM.
- C1: Fractionated A-EGM with periodic activity.
- C2: A mixture of periodic fractionated and periodic non-fractionated A-EGM.
- C3: High frequency A-EGM with continuous activity. No regular activation can be seen.

2.3.1. German Database

The German (GE) A-EGM database contains signals from 11 patients who suffered from AF. Eight patients suffered from persistent AF and three patients from paroxysmal AF. All patients were indicated for catheter ablation. Intracardiac A-EGM recordings from a multipolar circular catheter, such as Lasso (10 polar, Biosense Webster, Diamond Bar, USA), Optima (14 polar, St. Jude Medical, St. Paul, USA) or Orbiter (14 polar, Bard Electrophysiology, Lowell, USA), were performed after PV isolation.

This database consists of 429 signals. Each signal has a duration of 5 s (only the first 1500 ms were used for consistency with the other database) and was recorded at a sampling rate of 1.2 KHz. The data were filtered by the allurement system with a band pass filtering at [30, 250] Hz, and the remaining baseline wander and high noise were reduced by wavelet decomposition.

The 429 signals were divided into the four classes as follows: 153 C0 signals, 75 C1 signals, 148 C2 signals and 53 C3 signals. The inter-observer agreement was 100%, because only records with such an agreement level were included in the dataset. An example of one signal belonging to each class is given in Figure 2A.

![Figure 2. One signal from each fractionation level, ranging from C0 (top) to C3 (bottom). Original raw signals after baseline wander removal. (A) German (GE) database and (B) Czech (CZ) database.](image-url)
2.3.2. Czech Database

The Czech database (CZ) consists of 113 A-EGM, preselected by experts from a larger database of A-EGM from the Czech Republic. This database was recorded during AF mapping procedures performed on patients that were indicated for RFA of AF [14].

The signals were recorded by CardioLab7000, Prucka Inc. during AF procedures at a sampling rate of 997 Hz and resampled to 1 KHz. Each preselected A-EGM signal in this dataset has a duration of 1500 ms.

The EP expert signal selection was driven by the goal to get a good signal-to-noise ratio for later evaluation of the degree of A-EGM fractionation by an expert.

The 113 signals were divided into the four classes as follows: 22 C0 signals, 42 C1 signals, 36 C2 signals and 13 C3 signals. The inter-observer agreement of ranking to classes was higher than 90% for Classes C0, C2 and C3 and 79% for Class C1. An example of one signal belonging to each class is given in Figure 2B.

2.3.3. Mixed Database

A mixed database (termed BT) was created for training purposes in the SampEn parameter optimization process. This database contains 75% of the signals in each class from the CZ database (as it has the lowest number of signals per class) and the same number of signals from each class of the GE database, so as to provide a weighted database. The BT database was made up of 158 signals. Class C0 contained 30 signals, C1 contained 64 signals, C2 contained 54 signals and C3 contained 20 signals.

3. Experiments and Results

The method proposed was applied to the experimental dataset described in Section 2.3.3. First, a labeled training subset was randomly chosen for SampEn parameter optimization. The resulting \((m, r)\) values were estimated in terms of the best segmentation obtained between non-fractionated (C0 \(\cup\) C1) and fractionated (C2 \(\cup\) C3) A-EGM groups and minimum SampEn variability. Table 1 shows the \((m, r)\) values corresponding to the maximum SCV at each fold. For most of the folds, 88% of the AUC was achieved when \(m = 4\) and \(r = 0.65\). Only three folds \((K = 2, 6, 8)\) do not correspond to these parameter values. In any case, the results are very robust, since the minimum performance achieved was an AUC of at least 89%, 81% specificity and 75% sensitivity.
Table 1. Selection criteria value (SCV), AUC and sample entropy (SampEn) parameters \((m, r)\) obtained for the training subset using the optimization scheme described. Sensitivity (Se) and specificity (Sp) values are shown for the corresponding \((m, r)\) parameters in each row. The \(K\)-fold column refers to each of the folds considered from 1–10.

<table>
<thead>
<tr>
<th>(K)-fold</th>
<th>SCV</th>
<th>AUC (%)</th>
<th>(m)</th>
<th>(r)</th>
<th>Sp (%)</th>
<th>Se (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.278</td>
<td>88.6</td>
<td>4</td>
<td>0.65</td>
<td>85.1</td>
<td>76.4</td>
</tr>
<tr>
<td>2</td>
<td>1.299</td>
<td>90.9</td>
<td>8</td>
<td>0.65</td>
<td>80.6</td>
<td>78.7</td>
</tr>
<tr>
<td>3</td>
<td>1.331</td>
<td>89.2</td>
<td>4</td>
<td>0.65</td>
<td>88.1</td>
<td>76.4</td>
</tr>
<tr>
<td>4</td>
<td>1.380</td>
<td>90.9</td>
<td>4</td>
<td>0.65</td>
<td>91.0</td>
<td>77.5</td>
</tr>
<tr>
<td>5</td>
<td>1.195</td>
<td>89.1</td>
<td>4</td>
<td>0.65</td>
<td>86.6</td>
<td>78.7</td>
</tr>
<tr>
<td>6</td>
<td>1.161</td>
<td>91.2</td>
<td>8</td>
<td>0.65</td>
<td>88.1</td>
<td>76.4</td>
</tr>
<tr>
<td>7</td>
<td>1.140</td>
<td>88.3</td>
<td>4</td>
<td>0.65</td>
<td>88.1</td>
<td>75.3</td>
</tr>
<tr>
<td>8</td>
<td>1.266</td>
<td>84.7</td>
<td>2</td>
<td>0.65</td>
<td>89.6</td>
<td>77.5</td>
</tr>
<tr>
<td>9</td>
<td>1.238</td>
<td>90.0</td>
<td>4</td>
<td>0.65</td>
<td>83.6</td>
<td>79.8</td>
</tr>
<tr>
<td>10</td>
<td>1.295</td>
<td>88.5</td>
<td>4</td>
<td>0.65</td>
<td>85.7</td>
<td>77.8</td>
</tr>
</tbody>
</table>

The segmentation capabilities of the method proposed were then assessed using these \((m, r) = (4, 0.65)\) parameters over the entire remaining dataset (the one containing all CZ and GE signals not used for training). The statistical test applied was a Mann–Whitney test. Non-Fractionated A-EGM (NF) included C0 and C1 levels, whereas fractionated (F) A-EGM corresponded to C3 and C4 levels. The results of this step are shown in Table 2. This table enlists results about the F and NF classes, such as mean, median, standard deviation (SD) and 95% confidence intervals (CI). It can be seen that mean/median values of each group at each database are located far away and none of their CI overlap. The Mann–Whitney statistical test provided a significance level lower than 0.001 for each comparison.

Table 2. SampEn statistics for the fractionated/non-fractionated (F/NF) A-EGM for \(m = 4, r = 0.65\). DB stands for database. Results are summarized using mean and median SampEn values, standard deviation (SD), confidence intervals (CI), AUC, sensitivity (Se), specificity (Sp) and the \(p\)-value of the Mann–Whitney statistical test.

<table>
<thead>
<tr>
<th>DB</th>
<th>class</th>
<th>mean</th>
<th>median</th>
<th>SD</th>
<th>95% CI</th>
<th>AUC (%)</th>
<th>Se (%)</th>
<th>Sp (%)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>NF</td>
<td>0.054</td>
<td>0.049</td>
<td>0.003</td>
<td>[0.047,0.061]</td>
<td>89.3</td>
<td>86.9</td>
<td>77.5</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.115</td>
<td>0.108</td>
<td>0.005</td>
<td>[0.105,0.125]</td>
<td>89.3</td>
<td>86.9</td>
<td>77.5</td>
<td>0.001</td>
</tr>
<tr>
<td>CZ</td>
<td>NF</td>
<td>0.050</td>
<td>0.050</td>
<td>0.003</td>
<td>[0.044,0.055]</td>
<td>88.7</td>
<td>79.5</td>
<td>89.1</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.090</td>
<td>0.086</td>
<td>0.003</td>
<td>[0.083,0.097]</td>
<td>88.7</td>
<td>79.5</td>
<td>89.1</td>
<td>0.001</td>
</tr>
<tr>
<td>GE</td>
<td>NF</td>
<td>0.043</td>
<td>0.023</td>
<td>0.003</td>
<td>[0.038,0.048]</td>
<td>93.4</td>
<td>94.5</td>
<td>82.9</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.137</td>
<td>0.134</td>
<td>0.003</td>
<td>[0.130,0.143]</td>
<td>93.4</td>
<td>94.5</td>
<td>82.9</td>
<td>0.001</td>
</tr>
</tbody>
</table>

A number of different training subsets were used for comparative purposes. Although the optimal \(m\) and \(r\) values obtained were not equal, the segmentation capability of the SampEn remained unchanged. Two examples of these results are shown in Table 3.
Table 3. SampEn statistics for the F/NF A-EGM for individual parameters \((m, r)\) optimized individually on the CZ and GE databases. DB stands for database and params for parameters \((m, r)\). Results are summarized using mean and median values, standard deviation (SD), confidence intervals (CI), area under ROC (AUC), sensitivity (Se), specificity (Sp) and the Mann–Whitney statistical probability \((p)\).

<table>
<thead>
<tr>
<th>DB</th>
<th>Class</th>
<th>params</th>
<th>mean</th>
<th>median</th>
<th>SD</th>
<th>95% CI</th>
<th>AUC (%)</th>
<th>Se (%)</th>
<th>Sp (%)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CZ</td>
<td>NF</td>
<td>(5,0.15)</td>
<td>0.120</td>
<td>0.131</td>
<td>0.007</td>
<td>[0.106,0.133]</td>
<td>90.9</td>
<td>82.0</td>
<td>79.2</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>0.224</td>
<td>0.227</td>
<td>0.008</td>
<td>[0.208,0.240]</td>
<td>90.9</td>
<td>82.0</td>
<td>79.2</td>
<td>0.001</td>
</tr>
<tr>
<td>GE</td>
<td>NF</td>
<td>(4,0.15)</td>
<td>0.202</td>
<td>0.162</td>
<td>0.011</td>
<td>[0.180,0.225]</td>
<td>88.5</td>
<td>87.8</td>
<td>78.5</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td></td>
<td>0.452</td>
<td>0.454</td>
<td>0.008</td>
<td>[0.437,0.468]</td>
<td>88.5</td>
<td>87.8</td>
<td>78.5</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The three databases were analyzed with the initially-optimized parameters, but considering the individual Classes C0, C1, C2 and C3 instead of the global F and NF groups. Graphically, Figures 3 and 4 show the results for each database and each class. From these boxplots, it can be stated that the entropy of the signals estimated by the SampEn metric significantly increases. These trends can also be observed with different parameter configurations, as depicted in Figure 4. This is in agreement with expectations, since manual expert ranking of the A-EGM signals coincides with these results qualitatively. The numerical results corresponding to these figures are shown in Table 4.

Figure 3. Boxplot distribution of the SampEn values computed to the initially-optimized parameters for individual levels of fractionation, \((m, r) = (4,0.65)\). (A) The BT database. (B) The GE database. (C) The CZ database.
Figure 4. Boxplot distribution of the SampEn values computed with the individual optimized parameters for each of the levels of fractionation present in each database. (A) The GE database (4,0.15). (B) The CZ database (5,0.15).

Table 4. SampEn statistics for individual classes (4,0.65).

<table>
<thead>
<tr>
<th>DB</th>
<th>Class</th>
<th>mean</th>
<th>median</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>C0</td>
<td>0.032</td>
<td>0.021</td>
<td>[0.020, 0.045]</td>
</tr>
<tr>
<td></td>
<td>C1</td>
<td>0.065</td>
<td>0.061</td>
<td>[0.058, 0.072]</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>0.102</td>
<td>0.097</td>
<td>[0.093, 0.111]</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>0.149</td>
<td>0.138</td>
<td>[0.127, 0.172]</td>
</tr>
<tr>
<td>CZ</td>
<td>C0</td>
<td>0.029</td>
<td>0.028</td>
<td>[0.024, 0.035]</td>
</tr>
<tr>
<td></td>
<td>C1</td>
<td>0.061</td>
<td>0.058</td>
<td>[0.055, 0.066]</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>0.082</td>
<td>0.083</td>
<td>[0.075, 0.088]</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>0.113</td>
<td>0.114</td>
<td>[0.100, 0.125]</td>
</tr>
<tr>
<td>GE</td>
<td>C0</td>
<td>0.030</td>
<td>0.014</td>
<td>[0.024, 0.036]</td>
</tr>
<tr>
<td></td>
<td>C1</td>
<td>0.070</td>
<td>0.064</td>
<td>[0.062, 0.077]</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>0.119</td>
<td>0.115</td>
<td>[0.113, 0.125]</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>0.186</td>
<td>0.187</td>
<td>[0.176, 0.196]</td>
</tr>
</tbody>
</table>

Finally, the results were compared to those obtained using a standard CFEmean measure. Figure 5 shows topographical atrial maps of a selected patient. It compares two different indices calculated from the raw signals recorded at sites shown in the figure in 3D coordinates. Figure 5 shows that the SampEn measures reveal broader and more specific areas with a higher level of complexity of CFAEs, whereas the CFEmean indices show single spots with lower complexity around them (see the details of the pulmonary vein in Figure 5B).
Figure 5. Comparison between both algorithms used for a specific patient undergoing radio frequency ablation (RFA) of atrial fibrillation (AF). SampEn with optimized parameters ($m = 4, r = 0.65$) (bottom) and CFEMean (St. Jude Medical) measurements mapped on a 3D model of heart tissue. The blue color in both measures reveals areas with a higher level of complexity of complex fractionated atrial electrograms (CFAEs). (A) 3D atrial topographical map, whole mapped area, frontal view. (B) A detail of the area around the pulmonary vein.

4. Discussion

The results obtained confirm the goodness of the SampEn-based method to segment classes in A-EGM records. With the parameters computed from a small training subset, it is possible to distinguish between F and NF groups and even among C0, C1, C2 and C3 classes. In addition, the specific parameter configuration is not very important, since different values yield almost identical performance. This fact also confirms the robustness of the approach.

The findings are in consonance with the work of Ng [17], where CFAEs were found to have higher entropy than non-CFAEs. This work deals with the complete A-EGM signal, while [17] uses fractional intervals computed over the A-EGM signal and also uses Shannon entropy rather than SampEn entropy. It can be seen that different complexity measures working over different signals produce similar results, thus giving a good evaluation of the system. This work suggests that CFAEs are more complex and
random or irregular than non-CFAEs, which is supported by the results that are obtained here. It is important to note that the results are similar even though the analyzed signals are not the same.

With regard to the analysis of the sensitivity and specificity results in Table 1, the results achieved can be considered as really satisfactory based on current similar studies. Although the results are somewhat lower than those achieved in the work of Alcaraz [26], they were dealing with distinguishing between paroxysmal AF and persistent AF in records of at least 10 s in length of surface ECG. In our work, intracardiac electrograms were recorded over a period of only 5 s during AF and the RFA procedure. As the records become shorter, it becomes more difficult to apply entropy metrics with significant results. Moreover, the recorded electrograms were classified into one of four groups, irrespective of the type of AF.

Concerning the optimization of parameters, the rationale to devise a method to select $m$ and $r$ parameters was the fact that no specific guidelines exist for parameter selection. In this regard, only some general values of $m$ and $r$ have been recommended by Pincus [36] and Lake [37]. A criteria based on searching for maximum AUC and minimum variability was defined (7), but providing evidence that the exact values are not crucial to guarantee a good classification performance, since different databases and different parameter arrangements were successfully tested.

From a multicenter point of view, Levels C2 and C3, fractionated electrograms, show different mean or median values in the CZ and GE databases. This may be due to differences in the way the experts in the two countries carried out their annotations. When the parameters in each database are optimized, it can be seen that the SampEn values increase, which unveils lower scale variations that are masked with the training dataset optimum parameters. However, the CZ database still exhibits an increase in complexity due to changes in the substrate, normally distributed SampEn values and non-overlapping interquartile ranges ($p < 0.001$). The same behavior is observed for the GE database, though the distribution is not normal here, and the C0 and C1 interquartile ranges overlap. The median value of one level is not contained inside the interquartile range of the next level, resulting in clear separation of the levels.

Regarding quantification of substrate changes, Figures 3 and 4 show that the complexity of the signal increases in accordance with experts’ ranking of the level of complexity of the A-EGM signal. This can be assumed to be related to a change in the substrate characteristics. These results agree with the literature, as higher complexity levels are produced by more irregular and chaotic systems, and a varying substrate is thought to be a more irregular one. This idea is also supported by the study of Hoekstra [38], where epicardial A-EGMs were analyzed by means of correlation dimension, correlation entropy and their coarse-grained variations. Hoekstra et al. showed that the complexity of epicardial A-EGMs increases with the type of fibrillation. Interestingly, the results are similar, although this work deals with endocardial recordings rather than with epicardial recordings, and in addition, different complexity measures were considered.

5. Conclusions

This work describes a way to classify A-EGM signals into two main classes, non-fractionated and fractionated A-EGM, and into individual groups, C0, C1, C2 and C3. This method can support the EP decision process during RF ablation of AF. The quantitative and qualitative results also demonstrate that
SampEn is an appropriate entropy measure to perform this task, with powerful discrimination capabilities to evaluate AF substrate changes.

Although signals from different databases may have the same length, sample frequency and have undergone the same post-processing steps, the physician’s way of recording, pre-processing and classifying these A-EGM records strongly influence the annotation process, since the optimal SampEn parameters are not the same for each database. However, when analyzing each database with the optimal parameters for a different training subset, the results are still very robust, namely the method is generalizable and transferable to a large variety of situations in the context of A-EGM signal processing.

In summary, we propose the use of SampEn for real-time support during navigation radio frequency ablation of atrial fibrillation based on CFAE. Only 1.5 s need to be analyzed. This method could become a clinical tool in these applications to improve the outcome of patients that have to undergo these procedures by means of a more accurate procedure.
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Abstract
Complex fractionated atrial electrograms provide an important tool for identifying arrhythmogenic substrates that can be used to guide catheter ablation for atrial fibrillation (AF). However, fractionation is a phenomenon that remains unclear. This paper aims to evaluate the multifractal properties of electrograms in AF in order to propose a method based on multifractal analysis able to discriminate between different levels of fractionation. We introduce a new method, the \( h \)-fluctuation index (\( hFI \)), where \( h \) is the generalised Hurst exponent, to extract information from the shape of the multifractal spectrum. Two multifractal frameworks are evaluated: multifractal detrended fluctuation analysis and wavelet transform modulus maxima. \( hFI \) is exemplified through its application in synthetic signals, and it is evaluated in a database of electrograms labeled on the basis of four degrees of fractionation. We compare the performance of \( hFI \) with other indexes, and find that \( hFI \) outperforms them. The results of the study provide evidence that multifractal analysis is useful for studying fractionation phenomena in AF electrograms, and indicate that \( hFI \) can be proposed as a tool for grade fractionation associated with the detection of target sites for ablation in AF.
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1. Introduction

Atrial electrograms (EGMs) recorded inside the heart chambers using catheters, are used for studying the propagation patterns in patients with arrhythmias, such as atrial fibrillation (AF). AF is the most common type of atrial tachyarrhythmia, affecting about 2% of the population, and its incidence is increasing.

In AF treatment, ablation is used to remove fibrillatory substrates using catheters and a radiofrequency technique. The electrical isolation of pulmonary veins (PVs) is the mainstream ablation procedure in AF. However, the arrhythmogenic substrate could be located outside the PVs, especially in cases of persistent and permanent AF. Therefore, ablation guided by electrograms is an important option.

The mechanism behind AF remains unclear, but some studies have shown that the morphology of the electrograms during AF could be related to different conduction patterns, e.g. conduction blocks, slow conduction, the collision of activation waves or microreentries (Konings et al. 1997). Sites with EGM that present high frequency or with irregular and disorganised patterns have been proposed as regions for maintaining the AF (Konings et al. 1997, Kalifa et al. 2006, Zlochiver et al. 2008, Chang et al. 2013). Accordingly, several indexes have been developed in order to measure the degree of spatial organisation of the activation waves (Barbaro et al. 2000, 2001, Everett et al. 2001, Michelucci et al. 2001, Faes et al. 2002, Sanders et al. 2005, Takahashi et al. 2008).

The most well-established approach for characterising the organisation of the signal is the analysis of complex fractionated atrial electrograms (CFAEs). The CFEA concept was introduced by Nademanee et al. (2004), and is defined as a signal that has fractionated electrograms composed of two or more deflections, or that has a perturbation of the baseline with continuous deflection. Atrial electrograms with a cycle length less than 120 ms are also considered to be CFAEs.

CFAE mapping has been used as a technique for locating arrhythmogenic substrates. However, CFAE is a controversial concept because not all CFAE patterns are suitable target sites for ablation (Narayan et al. 2012). Traditional algorithms for detecting CFAEs are based only on measurements of time intervals and voltage thresholds (Nademanee et al. 2004, Scherr et al. 2007). Consequently, different fractionation levels and morphologies are not well described (Berenfeld and Jalife 2011). Recent studies propose that only highly fractionated EGMs are related to sites that maintained the AF (Hunter et al. 2009, Lin et al. 2013). The discrimination of various levels of fractionation is convenient for differentiating these critical sites.

In order to extract information about the complexity of the signal, nonlinear tools have been proposed to analyse fractionation phenomena (Ng et al. 2010, Navoret et al. 2013). Tools based on nonlinear dynamics and fractal theory applied to EGM signals have been reported to detect CFAE or to quantify the level of fractionation (Hoekstra et al. 1995, Novak et al. 2009). However, nonlinear methods are not yet used in clinical practice.

To contribute to the field of the nonlinear analysis of CFAEs, the aim of this study is to evaluate multifractal analysis (MF) for characterising fractionation phenomena in electrograms. Fractal signals present self-similarities and scale invariance properties which can be described by a single quantity, e.g. the Hausdorff dimension (Pavlov and Anishchenko 2007) or the Hurst exponent (Eke et al. 2002). In physiological signals, the fractal properties are not homogeneous (Ivanov et al. 1999); for example, the local scaling properties in EGM signals change with time, and these signals are characterised by different local Hurst exponents. Multifractal analysis could capture these changes in the global singularity distributions. We reasoned that if there is a nonlinear dynamic behind the apparently random behaviour of AF
conduction patterns, a multifractal approach would be an appropriate mathematical tool for characterising it.

In the present study, we approach the performance of two multifractal methods to grade CFAEs, multifractal detrended fluctuation analysis (MF-DFA) (Kantelhardt et al. 2002) and wavelet transform modulus maxima (WTMM) (Muzy et al. 1993). We propose a new method for extracting features from the multifractal spectrum to quantify the level of fractionation. First, we analyse the behaviour of several methods for extracting MF features using synthetic MF signals. Second, we study the performance of these methods for discriminating between different levels of fractionation. Finally, we compare the MF-based measures with other well-established methods for detecting CFAEs.

2. Methods

2.1. Multifractal analysis

Multifractal signals exhibit various scaling properties or various long-range correlations with small and large fluctuations. Accordingly, statistical scaling is characterised by different Hurst exponents \( h \) and the fractal dimension can be generalised by \( D(h) \) (Ivanov et al. 1999), where \( D(h_0) \) is the fractal dimension of the subset that is characterised by the local Hurst exponent \( h_0 \). The multifractal approach involves the concept of a singularity spectrum \( f(\alpha) \). To understand \( f(\alpha) \), suppose that we cover a set with balls of diameter \( \varepsilon \); the singular spectrum \( f(\alpha) \) characterises the dependence on \( \varepsilon \) of the number of covering elements \( N_\varepsilon \) corresponding to the points with a singular exponent equal to some value of \( \alpha \):

\[
N_\varepsilon \sim \varepsilon^{-f(\alpha)}
\]

where \( \varepsilon \) is the diameter of the balls that covered the set, and \( f(\alpha) \) corresponds to the Hausdorff dimension. Various approaches have been introduced for calculating \( f(\alpha) \). They are usually based on calculating the generalised dimensions through a partition function,

\[
Z_{q,\varepsilon} \sim \sum_{i=1}^{N(\varepsilon)} \mu_i^q(\varepsilon)
\]

defined as the sum of \( q \) powers of \( \mu_i \), where \( \mu_i \) is the measure of the \( i \)th element that covers the set and \( N(\varepsilon) \) is the number of cover elements of size \( \varepsilon \) (Pavlov and Anishchenko 2007). Typically \( Z \) satisfies the power law:

\[
Z_{q,\varepsilon} \sim \varepsilon^{-D(\varepsilon)}
\]

where \( D(h) \) is the generalised fractal dimension, and the scaling exponent is,

\[
\tau(q) = (q - 1)D(h)
\]

If \( q = 0 \), equation (3) is equal to equation (1). Then, a monofractal dimension is acquired, which is a particular case of the multifractal approach. The partition function (equation (2)) for \( q > 0 \) reflects the scaling of the large fluctuation and strong singularities, and for \( q < 0 \) it reflects the scaling of the small fluctuation and weak singularities. In monofractal signals, \( D(h) \) is constant and \( \tau(q) \) is linear, whereas for multifractal signals \( \tau(q) \) is a nonlinear function. The generalised Hurst exponent and the generalised fractal dimension are related to \( \tau(q) \) as follows:

\[
h(q) = \frac{d\tau}{dq}
\]
Two popular approaches for calculating the partition function and the generalised Hurst exponents are WTMM and MF-DFA.

2.2. Wavelet transform modulus maxima

In the WTMM method (Muzy et al. 1993), lines of local extremes of the wavelet coefficient $W(a, t)$ are extracted. The partition function is built from the modulus maxima of the wavelet transform and is defined by,

$$Z_{q(a)} = \sum_{l \in L(a)} [\sup_{t(t',a') \in l} |W(t(t',a'),a')|^q]^\frac{1}{q}$$

(7)

Where $a'$ corresponds to each wavelet scale, $t$ stands for the time, $t_l$ is the position of the maximum belonging to line $l$ and $L(a)$ is the set of all the lines $l$ that satisfy:

$$(t, a') \in l \rightarrow a' \leq a_0$$

(8)

$$\forall a' \leq a_0, \exists (t, a') \in l$$

(9)

In the limit $a \rightarrow 0$, the power can be expressed as:

$$Z_{q(a)} \sim a^{\tau(q)}$$

(10)

Note that here $a$, the wavelet scale, is analogous to $\varepsilon$ in equation (3). The toolbox from Physionet was used for calculating WTMM (Goldberger et al. 2002).

2.3. Multifractal detrend fluctuation analysis

MF-DFA (Kantelhardt et al. 2002) uses the $q$th order fluctuation function,

$$F_q(s) \equiv \left\{ \frac{1}{2N_s} \sum_{v=1}^{2N_s} F^2(s, v)^{1/2} \right\}^{q}$$

(11)

as a partition function, where $F^2(s, v)$ is the variance of local trend estimation, $v = 1, 2, ..., 2N_s$ are the segments in which the local trend is estimated and $N_s$ is the number of segments with equal length $s$. Being $Y(i) \equiv \sum_{k=1}^{i} [x_k - \mu_s], t = 1, ..., N$, where $x_k$ is a series of length $N$, $\mu_s$ is the mean of $x \in \mathbb{R}^N$. The variance is determined by

$$F^2(s, v) = \frac{1}{s} \sum_{i=1}^{l} \{Y((v-1)s+i) - y_s(i)\}^2$$

(12)

for each segment, $v = 1, 2, ..., N_s$, and

$$F^2(s, v) = \frac{1}{s} \sum_{i=1}^{l} \{Y[N - (N_s) + i - y_s(i)\}^2$$

(13)

for $v = N_s, 1, ..., 2N_s$, where $y_s(i)$ is the fitting polynomial in segment $v$.

Taking into account the power-law,

$$F_q(s) \sim s^{\lambda(q)}$$

(14)

the fluctuation function is analysed using log–log plots for each value of $q$. 

\[D(h) = qh - \tau(q)\]  

(6)
If the multifractal spectrum is symmetric, $h(q)$ is defined as the ratio between \( \Delta q \) and \( \Delta h(q) \) values (d) (b). (a)–(d) were calculated using MF-DFA, and (e)–(h) were calculated using WTMM. Note that in (a) the spectra are wider than monofractal signals in the case of multifractal signals. The shape of the spectra is related to $\tau(q)$ and $h(q)$. Fluctuations in $h(q)$ can be analysed using the second derivative. hFI is calculated from the power of $\Delta h(q)$.

\[
h(q) = \frac{\log F_q(s)}{\log s}
\]

The toolbox developed by Ihlen was used in calculating MF-DFA (Ihlen 2012).

2.4. Features extraction from a multifractal spectrum

Various indexes have been developed for identifying multifractal properties and for extracting useful information from the spectrum (Makowiec et al. 2011). A test using synthetic signals was performed in order to interpret the properties of the multifractal spectra and the behaviour of the indexes. First, two samples of monofractal signals were built using a function to generate fractional Brownian motion signals from the Wavelet Toolbox in Matlab: the Hurst exponents $h = 0.7$ and $h = 0.3$ were used. Then, two samples of multifractal signals were synthesised using a FracLab toolbox for Matlab developed at INRIA (Vehel and Legrand 2004): (i) a self-regulating multifractional process with midpoint displacement, and (ii) a multifractal Brownian motion using the Wood and Chan circular matrix, with the holder exponent determined by a logistic function with 10 levels of pre-quantification.

Figures 1(a) and (e) show the multifractal spectra calculated from the four synthetic signals using MF-DFA and WTMM. Three indexes can be extracted directly from the spectra: (i) $h_{\text{max}}$, which is defined as $h(q)$ where $D(h)$ is the maximum; (ii) the spectrum width $\Delta$, defined as $\Delta = h_r - h_l$ where $h_r = h(q \to -\infty)$ and $h_l = h(q \to \infty)$. These indexes aim to differentiate between monofractal and multifractal signals based on the observation that the spectrum is narrower on monofractal signals. (iii) the asymmetric ratio ($AR$):

\[
AR = \frac{h_r - h_{\text{max}}}{\Delta},
\]

$AR$ is defined as the ratio between $h$ calculated with negative $q$ and the total width of the spectrum. If the multifractal spectrum is symmetric, $AR$ should be equal to 0.5. This index is based
on the AR described by Qiusheng et al (2012), and aims to detect the difference between $h(q)$ calculated with negative and positive $q$. Figure 1(a) shows that the spectra of the two synthetic multifractal signals (multifractal Brownian motion and the self-regulating multifractional process) exhibit differences between the right tails and left tails.

2.5. $h$-fluctuation measure from the multifractal spectrum

The indexes explained above are calculated through an analysis of one or two points from the spectrum, which means that the remaining important information is discarded. The shape of the spectrum depends on the scaling exponent $\tau(q)$. In monofractal signals $\tau(q)$ is linear, which implies that $h(q)$ is a constant, while in multifractal signals $\tau(q)$ shows a nonlinear behaviour. Figures 1(b) and (f) reflect the behaviour of $\tau(q)$, and figures 1(c) and (g) illustrate how $h(q)$ tends to be constant in monofractal signals. In addition, $h(q)$ has more fluctuation when there is a zig-zag shaped spectrum. Note the shape of the spectrum in figure 1(e), corresponding to the signal generated by the self-regulating multifractional process, and compare it with the fluctuation in $h(q)$ in figure 1(g).

The fluctuation can be analysed through the second derivative. Figures 1(d) and (h) show the second order backward difference of $h(q)$ ($\Delta^2 h(q)$); note that the amplitude of $\Delta^2 h(q)$ in the case of multifractal signals is higher than for monofractal signals.

To extract suitable information from $h(q)$ we proposed the following measure, called the $h$-fluctuation index ($hFI$), which is defined as the power of the second derivative of $h(q)$,

$$hFI = \frac{1}{2[q_{\text{max}} + 2]}\sum_{q=q_{\text{min}}-2}^{q_{\text{max}}} [h(q) - 2h(q - 1) + h(q - 2)]^2$$  \hspace{1cm} (17)

where $q_{\text{min}} < 0$, $q_{\text{max}} > 0$ and $|q_{\text{min}}| = |q_{\text{max}}|$

$hFI$ tends to zero in high fractionation signals. $hFI$ has no reference point when a set of signals is evaluated, so $hFI$ must be normalised, using

$$hFI_n = (hFI - \text{min}(hFI))/\text{(max}(hFI) - \text{min}(hFI)),$$  \hspace{1cm} (18)

in order to provide a better understanding of the fractionation levels, where $hFI_n = 1$ is the most organised and the most regular signal in the set.

2.6. Global single measures

To evaluate the differences in performance between multifractal and fractal analysis, we evaluate two fractal-based measures. The correlation dimension with embedded dimension 3 and time delay 4 was evaluated using TSTOOL (Merkwirth et al 2009), and the fractal dimension was estimated using the Katz–Sevcik method (Sevcik 1998).

2.7. Established methods for detecting CFAE

To compare the proposed approach with the established method for detecting CFAE, we calculated $\text{CFE}_{\text{mean}}$ and dominant frequency (DF). $\text{CFE}_{\text{mean}}$ is a measure that is integrated into the 3-D electro-anatomical mapping system EnSite NavX–St. Jude Medical (Hunter et al 2009). $\text{CFE}_{\text{mean}}$ measures the average of the time intervals between deflections and is based on the detection of negative deflections in EGM signals. Three parameters are used in this algorithm: (i) sensitivity, which is the minimum peak-to-peak voltage amplitude to mark the deflection, (ii) deflection width - the time between the maximum peak and the minimum peak in the
deflection must be lower than this parameter to avoid detecting a broad ventricular event, and (iii) the refractory period, which is the minimum time between two consecutive deflections. In order to have a high performance using CFA_{mean}, all the signals were normalised. Normalisation is important to offset the gaps in the acquisition parameters between signals in the database. Additionally, this process reduces inaccuracy in the measurements due to the variation in amplitude generated by the different orientation of the electrodes. The following parameters were used: sensitivity 0.1, deflection width 20 ms and refractory period 30 ms. The CFE_{mean} calculation was implemented in Matlab according to the description given by Almeida et al. (2013).

DF is defined as the maximum peak in the power spectrum. Before calculating DF, the signals were preprocessed according to the scheme proposed by Botteron and Smith (1995) as follows: (i) band pass filtering (40–250 Hz), (ii) rectification, (iii) low pass filtering (20 Hz) and the fast Fourier transform with Hamming windows (Everett et al. 2001).

2.8. Experimental data set

Two different independent EGM databases, already established and reported in previous works (Schilling et al. 2015, Kremen et al. 2008), were used. The first database consists of 113 records from the Institute of Clinical and Experimental Medicine, Prague, Czech Republic (CZ), recorded at a sampling rate of 997 Hz and resampled to 1 kHz. The second database consists of 429 records from Stadisches Klinikum Karlsruhe in Germany (GE) recorded with a sampling rate of 1.2 KHz and resampled to 1 kHz. All the patients were indicated for radio-frequency ablation of AF. The data were filtered with a bandpass filter at 0.3–300 Hz, and the remaining baseline wander and high noise was reduced by wavelet decomposition according to Schilling (2012).

In CZ database EGMs were collected during left-atrial endocardial mapping using a 4 mm irrigated-tip ablation catheter in 12 patients with persistent AF. Data were recorded outside the pulmonary veins and their tubular ostia. The fragments with inadequate endocardial contact, a relatively high signal-to-noise ratio or artifacts were excluded. The EGM signals very close to the mitral annulus were discarded to prevent the interference of relatively sharp ventricular signals with atrial signal analysis.

GE database was constructed using signals from 11 patients. After PVI, bipolar electrograms were recorded using circular multipolar mapping catheters. All the signals were checked visually. Signals that were superimposed with ventricular far field or with ablation artifacts were sorted out. Signals that were not stationary over 5 s were also rejected.

The databases were independently evaluated and ranked by two different teams of electrophysiologists (EPs) from two different countries using the same criteria. Non-fractionated A-EGM signals were considered as level 0 (C0). The fractionated signals were categorised into three levels of fractionation: mild (C1), intermediate (C2) and high (C3), see figure 2. To define the four classes the Wells criterion (Wells et al. 1978) was used; however, it was modified by swapping the order of types 3 and 4 in order to have a gradual transition between levels of fractionation. Signals from the GE database were labeled by two EPs and signals from the CZ database were labeled by three independent EPs. The EPs were asked to assign each EGM signal to one of four classes. The ranking was done manually by visual inspection of an individual EGM signal. Statistical analysis in this work is compared to this distribution of classes taken as a gold standard for the purpose of the study. A total of 542 signals were distributed into the fractionation classes as follows: 175 signals into C0, 117 signals into C1, 184 signals into C2 and 66 signals into C3.
2.9. Statistical analysis

ROC measurements were used to evaluate the performance of CFAE discrimination. Multifractal spectrum calculation was applied to signals from both databases. The tests were conducted as follows: first, a ROC curve was created taking into account the separation between non-fractionated signals and fractionated signals; i.e. C0 versus C1 + C2 + C3. The sensitivity and specificity were calculated using the cut-off point for the higher ROC area. Then, a ROC curve was created to separate the lower degree of fractionation from the higher degree, i.e. C0 + C1 versus C2 + C3. Finally, a ROC curve was created to detect the high degree of fractionation C3.

To check the performance of each index, to minimise the dispersion of each class and to maximise the distances between different class measures, we evaluated medians and quartiles 1 and 3 from the distribution of the results for each index.

An important parameter in multifractal analysis is $\varepsilon$, which corresponds to the segment length in MF-DFA and to the scales in WTMM. To find the optimal parameter for MF-DFA, a combination of the following parameters was used: segment length $s$ minimum [8, 16, 32, 64], $s$ maximum [128, 256]. For WTMM, a combination of the following parameters was used: min-scale [1, 2, 4, 8] and, max-scale [16, 32, 64].

2.10. Computing Platform

Calculations were performed using MatLab 2013a in a PC with Windows 8 (64 bits), Core I7 processor and a RAM of 6 GB.

3. Results

The optimal parameters for generating the multifractal spectrum and for calculating the evaluated indexes are shown in table 1. Note that in the case of MF-DFA the optimal parameters
do not include the shorter segments. For WTMM better results are achieved if fine scales (lower than scale 4) are not included. Fine scales and shorter segments can contain mainly high-frequency noise.

Figures 3(a) and (b) show the multifractal spectra and the second derivative of \( h(q) \), calculated by applying MF-DFA with quadratic detrending in a signal length of 1500 samples, using segment sizes between 32 and 128 samples. Note that there is a tendency for more organised signals (C0) to show a spectrum with a zig-zag shape, whereas fragmented signals present a spectrum with a bell-like shape. A zig-zag type spectrum corresponds to higher amplitude in \( \Delta^2 h(q) \). Highly fractionated signals present a narrow spectrum which tends toward zero in \( \Delta^2 h(q) \).

Figures 3(c) and (d) show the multifractal spectra and \( \Delta^2 h(q) \) calculated through WTMM using a wavelet Gaussian order 3, a minimum scale of 2, and maximum scales of 64. A zig-zag shape is observed in the more organised signals from class 1 and class 2. Class 0 signals show the highest amplitude in \( \Delta^2 h(q) \). The width of the spectrum is not so marked as in the MF-DFA based spectrum.

Table 2 shows the results for multifractal feature analysis applied to the entire database with signal length \( N = 1500 \) ms. A comparison with three different types of measures is shown, (i) \( hFI \) presents a better performance than the other multifractal indexes, such as \( AR \), \( h_{\text{max}} \) and \( \Delta h \). Note that \( hFI \) achieves a better sensitivity and specificity when calculated from the MF-DFA spectrum than when calculated from WTMM; (ii) the sensitivity and the specificity of \( hFI \) is better than fractal measures such as the correlation dimension and the fractal dimension; (iii) the results of \( hFI \) are better than other well established methods such as DF and \( \text{CFE}_{\text{mean}} \).

Our results indicate that discrimination between regular activity (Class C0) and fractionated EGM (C1, C2 and C3) can be accurately resolved by \( AR \). However, when distinguishing between an intermediate level of fractionation and a high level of fractionation, \( hFI \) presents a better relation between specificity and sensitivity than \( AR \).

Figure 4 shows boxplots for \( hFI \) and two established methods: \( \text{CFE}_{\text{mean}} \) and DF. Figure 4(a) shows the boxplot for normalised \( hFI \), note that high fractionated electrograms are packed in a narrow windows near to zero. For better visualisation of the \( hFI \) distribution in the boxplot, Figure 4(b) shows the log_{10} \( hFI_n \). Note that the distance between the distributions is maximised and the dispersion is minimised. Figures 4(c) and (d) show the boxplots of well-established
methods. Considering $Q_1$ and $Q_3$, where $i = 1, 2, 3$ is the class, the best separation between classes is achieved if $Q_1$ and $Q_{3+1}$ do not overlap. Note that only $hFI$ fulfills this property.

In order to study the robustness of multifractal analysis under variations of signal length $N$, the indexes were computed using MF-DFA with the following $N$ values: 500, 750, 1000, 1500, 2000, 3000 and 5000. Figures 5(a) and (b) show the performance of features versus signal length $N$. The results show that the performance is similar when windows larger than 500 points are used, i.e. $N > 500$, see figures 5(b) and (a). To extract information about the dynamics of the EGM signal, the analysis must include one or more activation wave in the time windows in order to have enough relevant information in the segment.

The computational time required to calculated $hFI$ using the MF-DFA approach is 0.5 s for a signal of length 1500 ms and 1.6 s for a signal of length 5000 ms.

4. Discussion

This study reports the use of multifractal analysis for evaluating the degree of fractionation in AF electrograms. The principal findings of the study are: (i) the shape of the multifractal
The spectrum contains information for grading fractionation in AF electrograms. (ii) A new measure, \( hFI \), has been proposed to offer accurate quantification in a single descriptor of the information contained in the spectrum shape.

A multifractal approach has been used to differentiate between healthy and pathological conditions in numerous physiological signals related to physiological control or self-regulated processes, such as: inter-intervals in human walking (Hausdorff 2007), neuronal activity

<table>
<thead>
<tr>
<th>Feature</th>
<th>C0</th>
<th>C2 + C3</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF-DFA</td>
<td>hFI</td>
<td>87.2</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>92.1</td>
<td>84.0</td>
</tr>
<tr>
<td></td>
<td>( h_{\text{max}} )</td>
<td>71.7</td>
<td>88.6</td>
</tr>
<tr>
<td></td>
<td>( \Delta )</td>
<td>79.0</td>
<td>72.0</td>
</tr>
<tr>
<td>WTMM</td>
<td>hFI</td>
<td>78.7</td>
<td>83.2</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>77.1</td>
<td>81.1</td>
</tr>
<tr>
<td></td>
<td>( h_{\text{max}} )</td>
<td>68.7</td>
<td>59.4</td>
</tr>
<tr>
<td></td>
<td>( \Delta )</td>
<td>73.6</td>
<td>60.6</td>
</tr>
<tr>
<td>Correlation dim.</td>
<td>87.0</td>
<td>80.0</td>
<td>84.0</td>
</tr>
<tr>
<td>Fractal dim.</td>
<td>78.2</td>
<td>75.4</td>
<td>81.2</td>
</tr>
<tr>
<td>Dominant frequency</td>
<td>52.6</td>
<td>75.4</td>
<td>56.8</td>
</tr>
<tr>
<td>CFE mean</td>
<td>93.5</td>
<td>78.3</td>
<td>83.6</td>
</tr>
</tbody>
</table>

Figure 4. (a) Boxplot of hFI calculated using MF-DFA. (b) Boxplot of \( \log_{10}(hFI) \). (c) Boxplot of DF. (d) Boxplot of CFE\text{mean}. Note that better separation between medians and quantiles are achieved using \( hFI \) or \( \log(hFI) \).
MF has also been used, although to a lesser extent, to study complexity from surface electrocardiograms (Wang et al 2001, Yang et al 2007). However, to the best of our knowledge multifractal analysis has not been reported in the study of fractionation in EGM signals during AF.

We implemented two approaches, MF-DFA and WTMM, to study multifractal properties. The results in table 2 indicate that $hFI$ calculated from MF-DFA outperforms the same measure calculated by WTMM. This result is consistent with Kantelhardt et al (2002), who proposed and tested MF-DFA and concluded that multifractal scaling behaviour determined by MF-DFA performs better than WTMM for short series and negative moments. Accordingly, our findings suggest that fractionated EGM signals are characterised mainly by weak singularities, which are related to negative values of $q$. In addition, note that the multifractal analysis was evaluated using short time windows (1500 ms). The computational time is less than the length of the time window, allowing the practical application of this tool. A short time evaluation is important for developing a method capable of tracking unstable fibrillatory conduction.

Several studies have used monofractal measures such as correlation dimension, DFA or fractal dimension to analyse electrograms during AF (Hoekstra et al 1995, Novak et al 2009). Our findings show that the MF-based feature $hFI$ performs better than other monofractal indexes and other fractal measures. In physiological signals, the fractal properties are not homogeneous; single global estimates such as DFA or the correlation dimension of scaling are therefore not enough. Local scaling properties in EGM signals change with time, and these signals are characterised by different local Hurst exponents. Multifractal analysis could therefore be a better descriptor of global singularity distributions. In addition, the multifractal framework offers improved extraction of hidden information about the singularities and fluctuations of EGM signals. Therefore, multifractal analysis can help in understanding fractionation phenomena in AF electrograms. Furthermore, $hFI$ can help in differentiating between a bell-like shape and a zig-zag shape. This information can be used for grading fractionation.

$hFI$ can capture information about the spectrum width. Non-fractionated and weakly fractionated signals exhibit a wider spectrum. This may be related to differences in the type of singularities present in the activation waves and in the baseline. Highly fractionated electrograms show a narrower spectrum, indicating that class C3 signals manifest some monofractal properties; the explanation may lie in the dynamics of fibrillatory conduction patterns during AF.

Our results are consistent with some studies which have suggested that fibrillation is a form of spatio-temporal chaos (Garfinkel et al 1997). Moreover, Gray et al (1998) showed that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sensitivity_specificity.png}
\caption{(a) Sensitivity versus length of the signals. (b) Specificity versus length of the signals.}
\end{figure}

(Zheng et al 2005) and heart rhythm (Ivanov et al 1999, Goldberger et al 2002). MF has also been used, although to a lesser extent, to study complexity from surface electrocardiograms (Wang et al 2001, Yang et al 2007). However, to the best of our knowledge multifractal analysis has not been reported in the study of fractionation in EGM signals during AF.
transmembrane signals recorded from the surface of rabbit and sheep hearts exhibited attractors in the phase space during fibrillation, and they suggest that identifying phase singularities could help in the analysis of spatio-temporal fibrillation patterns.

The performance of the methods was tested using databases scored by skilled EPs. Furthermore, it was also tested against commonly established methods, such as CFE\textsubscript{mean} and DF, which were calculated using our datasets (section 2.7). In comparison with well-established methods, hFI exhibits sensitivity and specificity values higher than CFE\textsubscript{mean} and DF. Several authors have discussed the practical usefulness of the analysis of DF because this index is sensitive to the method of signal acquisition, the signal-to-noise ratio (SNR), the far-field ventricular depolarisation and the complexity of the signal (Singh \textit{et al} 2010, Elvan \textit{et al} 2009). Additionally, the DF index was developed to represent the average cycle length. However, when the signal is highly fractionated, the DF peak may not represent the cycle length. On the other hand, CFE\textsubscript{mean} has been used as a gold standard method based on the basis of a study by Hunter \textit{et al} (2009), who compared several well-established methods for detecting CFAEs and found that the best performance was achieved by CFE\textsubscript{mean} (Hunter \textit{et al} 2009). CFE\textsubscript{mean} is one of the most used index because it is implemented in the commercial system Ensite NavX (St. Jude Medical). However, the performance of the CFA\textsubscript{mean} depends on the parameter settings and on the precision with which the deflections are estimated, using time interval criteria. This issue is especially important in highly disorganised signals, where it is difficult to differentiate between activation waves and other peaks. This could be one of the reasons why ablation guided by CFAEs is a disputed method.

Some studies suggest that only a high level of fractionation is related to arrhythmogenic substrates. The performance of hFI is notably higher in the discrimination of class C3 signals in comparison with CFE\textsubscript{mean} and DI. This is important because Class C3 is the highest fragmented group and could be associated with critical sites in persistent AF. The degree of fractionation of the A-EGM signals is, in reality, assumed to be naturally continuous. Nevertheless, a discrete set of levels of fractionation is used in this study due to the impossibility of classifying signals by experts on a smoother scale. Even so, hFI could be used as a variable to measure the fractionation on a continuous scale to discriminate the critical signals without relying on a specific scale to categorise the level of fractionation.

Other studies have reported specificity and sensitivity values higher than 90\% in the discrimination of fractionated signals (Barbaro \textit{et al} 2000, Hunter \textit{et al} 2009). However, the comparison of performance using different database could be imprecise. There are different considerations in the databases used. Other authors used only two or three classes, while we used four. We used a multicentre database and we considered signals recorded using different catheters, while other studies used signals recorded under the same conditions. Therefore, we consider that implementation and calculation of all indexes using the same database is the best way to make a comparison. We do not consider the performance reported in studies using classifier based on machine learning (Nollo \textit{et al} 2008) for comparison purposes, because they used several indexes. Therefore, hFI could be used as a feature in these kind of systems to improve the results. Moreover, according to the boxplot distribution shown in figure 4(b), we recommend the use of $\log(hFI)$.

Although there is apparently a random pattern of activation in AF, there should exist a hidden dynamic behind these patterns. Recently, other complexity and entropy measures, such as Shannon entropy, recurrence quantification analysis and approximate entropy (ApEn) have been used by various authors to discriminate CFAEs, and to offer a promise as an approach for locating sites that represent arrhythmogenic substrates (Ng \textit{et al} 2010, Ganesan \textit{et al} 2013, Ugarte \textit{et al} 2014). Our results provide additional evidence that fractionation phenomena could be evaluated using nonlinear dynamics theory to provide a better understanding of
the fractionation mechanism. Our analysis suggests that the use of tools based on nonlinear dynamics is promising for studies of the fractionation phenomena in AF, and could improve the accuracy in grading fractionation, especially in the presence of highly-fractionated signals. Further studies are needed to relate fractionation and arrhythmogenic substrates and their nonlinear and multifractal properties.

5. Conclusion

The multifractal spectrum is a promising tool for studying the dynamics behind the fractionation phenomenon in AF electrograms. In this work we have defined hFI as a new measure that improves the extraction of information about the shape of the spectrum. hFI presents the relationship between the power of $\Delta h(q)$ and the information existing in the spectrum. Our results indicate that hFI is capable of grading fractionation better than other fractal and multifractal indexes.

The index proposed here can be used for detecting different levels of fractionation in EGM signals in order to improve the localisation of possible target sites for ablation in the treatment of atrial fibrillation. Further studies are needed to test the clinical relevance of our method.
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Abstract

There is evidence that rotors could be drivers that maintain atrial fibrillation. Complex fractionated atrial electrograms have been located in rotor tip areas. However, the concept of electrogram fractionation, defined using time intervals, is still controversial as a tool for locating target sites for ablation. We hypothesize that the fractionation phenomenon is better described using non-linear dynamic measures, such as approximate entropy, and that this tool could be used for locating the rotor tip. The aim of this work has been to determine the relationship between approximate entropy and fractionated electrograms, and to develop a new tool for rotor mapping based on fractionation levels. Two episodes of chronic atrial fibrillation were simulated in a 3D human atrial model, in which rotors were observed. Dynamic approximate entropy maps were calculated using unipolar electrogram signals generated over the whole surface of the 3D atrial model. In addition, we optimized the approximate entropy calculation using two real multi-center databases of fractionated electrogram signals, labeled in 4 levels of fractionation. We found that the values of approximate entropy and the levels of fractionation are positively correlated. This allows the dynamic approximate entropy maps to localize the tips from stable and meandering rotors. Furthermore, we assessed the optimized approximate entropy using bipolar electrograms generated over a vicinity enclosing a rotor, achieving rotor detection. Our results suggest that high approximate entropy values are able to detect a high level of fractionation and
to locate rotor tips in simulated atrial fibrillation episodes. We suggest that dynamic approximate entropy maps could become a tool for atrial fibrillation rotor mapping.

Introduction

Catheter ablation based on mapping procedures has revolutionized the treatment of atrial fibrillation (AF). Electroanatomical mapping for guided AF ablation provides a 3D reconstruction of the cardiac chambers together with electrical information obtained from electrograms (EGM). Mappings of activation waves, voltage, dominant frequency and complex fractionated atrial electrograms (CFAE) are used to localize target sites for ablation. However, there are limitations with these techniques, which depend heavily on the expertise of the electrophysiologist [1].

CFAE mapping is still a debated technique [2]. CFAE is a physiopathological concept that was introduced by Nademanee [3]. However, this concept is broadly and unclearly defined, and involves inherent subjectivity [4]. This can lead to incorrect detection of target sites for ablation, mistaking EGM that are fractionated and functional in nature [5]. It also makes studies difficult to compare. While the concept of CFAE has made a relevant contribution to the study of AF, it may fail to describe the wide range of EGM fractionation that occurs in specific cases. In addition, inconsistent results have been found using the CFAE concept. Taking this into account, recent studies have helped to understand the concept of CFAE as a nonlinear phenomenon for quantifying various CFAE patterns, without using cycle length criteria [6–8].

Studies have shown that sites representing AF substrates are characterized by a high degree of disorganization in EGM [9], and, accordingly, methods for EGM signal processing are being designed to quantify the degree of fractionation of EGM [7, 8]. The relationship between CFAE and the rotor tip has been reported in recent studies [7, 10–13], but automatic rotor mapping methods have not been fully established.

The rotor hypothesis described in [14] proposes that in a significant number of patients, a rotor or a small number of rotors are drivers which maintain the arrhythmia. A rotor is a vortex of a spiral wave rotating around an unexcitable core. Narayan et al have provided evidence that human AF can be sustained by localized rotors [15, 16].

Based on the rotor hypothesis, which surmises that sustained AF depends on uninterrupted periodic activity of the discrete reentrant site, and on evidence that a high degree of irregularity is present in EGM signals at the rotor tip, we hypothesized that 1) the level of fractionation on EGM can be measured using a non-linear index such as Approximate Entropy (ApEn), and 2) high levels of ApEn can be used to localize the rotor tip.
Materials and Methods
We present dynamic ApEn maps as a new tool for rotor detection. ApEn values for each EGM recorded from the atrial surface are used to construct a color map. We assess the method in a 3D computational model of human atria. Fig. 1A schematically illustrates the methodology used in this work, as follows. First, two AF episodes were simulated: a chronic AF episode in which two stable rotors were found, and a chronic AF episode in which a meandering rotor was found. Second, ApEn measurements, using standard parameters, are calculated over virtual EGM recorded from the 3D model to construct dynamic ApEn maps. Third, the ApEn parameters were optimized using real measured bipolar EGM from multi-center databases. Fourth, dynamic ApEn maps were generated using optimized parameters. Next, the rotors tips are identified by analyzing local activation time maps and dynamic ApEn maps. The details of each step are presented in the following sections.

Chronic atrial fibrillation model
A realistic 3D model of human atria including the main anatomical structures, fiber orientation, electrophysiological and conduction heterogeneity and anisotropy, was developed in an earlier work [17]. It includes 52906 hexahedral elements and 100554 nodes. The Courtemanche-Ramirez-Nattel-Kneller membrane formalism [18, 19] was implemented to reproduce the human atrial cellular electrical activity. The monodomain model of the electrical propagation of the action potential along the tissue is described by a reaction-diffusion equation, and is solved using a finite element method [17].

To reproduce atrial electrical remodeling, changes in the maximum conductance and kinetics of different ionic channels of human atrial cells observed in experimental studies of chronic AF [20–22] have been incorporated into the atrial cellular model. The following parameters were altered [23]: the maximum conductance of $I_{K_1}$ was increased by 100%, while the maximum conductance values of $I_{CaL}$ and $I_{to}$ were decreased by 70% and by 50%, respectively.

Simulation protocol
Two AF episodes were generated by the S1–S2 protocol as follows: a train of stimuli with a basic cycle length of 1000 ms was applied for a period of 5 seconds in the sinus node area to simulate the sinus rhythm (S1). After the last beat of the sinus stimulus, a burst of 6 ectopic beats (S2) to high frequency were delivered into the right superior pulmonary vein, for the first AF episode; and they were delivered into the posterior wall of the left atrium near to the right pulmonary veins, for the second episode.

Virtual electrograms
Unipolar EGM in different points of the atria surface under conditions of uniform intracellular anisotropic resistivity was simulated, as previously described [24].
The extracellular potential \( \phi_e \) is given by the following equation:

\[
\phi_e(r) = -\frac{1}{4\pi \sigma_e} \int \nabla V_m(r') \cdot \nabla \left[ \frac{1}{r'} \right] dv
\]

(1)

where \( \nabla V_m \) is the spatial gradient of transmembrane potential \( V_m \), \( \sigma_i \) is the intracellular conductivity, \( \sigma_e \) is the extracellular conductivity, \( r \) is the distance from the source point \((x,y,z)\) to the measuring point \((x',y',z')\) and \(dv\) is the differential volume. EGM signals were recorded at 1 kHz. Bipolar EGM were calculated by subtracting two 1-mm-spaced adjacent unipolar EGM.

**Numerical and computational methods**

A hexahedral mesh was built from the three-dimensional anatomical model using Femap from Siemens PLM software. Equations were numerically solved using EMOS software [25]. EMOS is a parallel code (mpibased) that implements the finite element method and Operator Splitting for solving the monodomain model. The time step was fixed to 0.001 ms. Simulation of 10 seconds of atrial activity took 14 hours on a computing node with two 6-core Intel Xeon X5650 clocked at 2.66 GHz and 48GB DDR3 RAM.

**Isochrone activation maps**

A method was developed as an arrangement of the isochrone map method [26], where the local activation times (LAT) are represented in a color map. To build an activation map, it is necessary to detect the local activation waves. An algorithm based on the Continuous Wavelet Transform was implemented to detect local activation waves. After a peak has been detected, an isochrone map is constructed with the LAT information. In order to ensure that one complete activation cycle is scanned, it is necessary to visualize the LAT minimum for a period of 100 ms.
points at which the activation waves are spinning can be observed; these points correspond to the rotor tip. This procedure was used as a gold standard for comparison with our results.

Approximate entropy and parameter optimization

Approximate Entropy (ApEn) is a nonlinear statistic proposed by Pincus [27]. It quantifies the degree of complexity of signals. The calculation of ApEn depends on three parameters: number of data points $N$, embedding dimension $m$ and threshold $r$. $\text{ApEn}(m,r,N)$ allows to measure regularity by calculating the probability that patterns of length $m$ remain close on next incremental comparisons within a signal of length $N$, with $m < N$ [28].

ApEn is theoretically defined as the value dependent on $m$ and $r$, considering $N \rightarrow \infty$. This value cannot be reached but can be approximated. The approximation is well suited when a significant number of patterns, determined by $m$, are acquired [29]. Pincus stated that small values of $m$ are needed in order to converge to the real value of ApEn [28]. Specifically, he suggested $m = 2$, $r \in [0.1,0.25]$ as standard parameters.

We evaluate $\text{ApEn}(2,0.1,1000)$ and $\text{ApEn}(2,0.1,500)$ from standard parameters. Furthermore, we propose $m$ and $r$ values derived from an optimization procedure using a dataset of EGM. This dataset has already been applied to other studies aimed at developing signal processing tools for CFAE [30, 31].

Dataset

We used two different EGM databases, independently recorded from AF patients, and independently evaluated. The databases were ranked by different electrophysiology teams, with different equipment, from two different countries. The 542 signals in the databases were classified using the same criteria divided into four classes: fractionated signals were categorized by experts into three levels of fractionation (C1, C2 and C3), and nonfractionated EGM signals were considered as level 0 (C0). The four fractionation classes, see Fig. 1B, are:

- C0: Nonfractionated EGM and also high frequency EGM.
- C1: Fractionated EGM with periodic activity.
- C2: A mixture of periodic fractionated and periodic nonfractionated EGM.
- C3: High frequency EGM with continuous activity. No regular activation can be seen.

The entire database constitutes a retrospective-offline analysis. For further information about the acquisition and classification of this database, refer to [32, 33]. The database is available at https://github.com/andresfod/Atrial_Electrograms_ApEn.

Optimization process

ApEn parameters $m$ and $r$ were set using real data from the database, to obtain optimal values. The variation of $m$ was limited to 5, as recommended by Pincus [27]. Parameter $r$ varied from 0.02 to 0.6, increasing in steps of 0.02. The database
was organized into four levels of fractionation (C0, C1, C2 and C3). Each level contains the entire set of signals of the corresponding level of fractionation. The first 500 and 1000 ms of each EGM were considered. The numbers of EGM signals were as follows: 175 signals in C0, 117 signals in C1, 184 signals in C2, and 66 signals in C3. From now on, we refer to this database organization as DB-CZ-GE.

For each combination of \( m \) and \( r \), ApEn was calculated for each EGM from DB-CZ-GE and a boxplot was constructed, assigning a box to each level.

In the interest of minimizing the scatter of each class and maximizing the distances between the ApEn measures of the classes, two criteria were considered in the optimization procedure: interclass percentile distance \( d_1 \) and interclass minimum-maximum distance \( d_2 \), which were defined as follows:

\[
d_1 = \sum_{i=1}^{3} [Q_1(C_{i+1}) - Q_3(C_i)]
\]

\[
d_2 = \sum_{i=1}^{3} [\text{min}(C_{i+1}) - \text{max}(C_i)]
\]

where \( Q_1 \) and \( Q_3 \) are the first and third quantile, respectively.

To select the parameters to be used for ApEn, an optimization function \( J_{bp} \) was constructed by equal weighting of criteria \( d_1 \) and \( d_2 \) from (2) and (3):

\[
J_{bp} = d_1 + d_2
\]

In order to validate the ApEn parameters obtained in the optimization procedure and to avoid overtraining, K-cross validation was performed. Randomly generated partitions were selected from full DB-CZ-GE. \( K = 10 \) subsets were formed.

**Dynamic ApEn mapping**

In order to generate a dynamic ApEn map over the surface of the atrial model, the standard ApEn parameters \( m = 2 \) and \( r = 0.1 \), as suggested by Pincus [27, 28, 34] and the parameters of ApEn obtained in the optimization procedure, were used. ApEn was calculated for virtual unipolar EGM signals, using moving windows of 500 and 1000 points, without overlapping. The range of ApEn, over the entire set of virtual EGM, was applied to a color scale, where red color corresponds to \( \text{max}(\text{ApEn}) \) and blue color corresponds to 0. Each virtual EGM is related to an element in the model. A 1000-point window was applied for tracking stable rotors. A 500-point window was applied for tracking meandering rotors. Unipolar EGM over the entire surface of the atria were analyzed, with the exception of the meandering rotor case, in which an observation area was selected in order to evaluate the behavior of the optimized ApEn during the presence and absence of the tip of the rotor.
Bipolar-EGM based dynamic ApEn maps were also constructed for the stable rotor case. An observation area, in which the rotor tip is anchored, was selected. The ApEn values of bipolar EGM were calculated using the optimized parameters and the 1000-point window. Shannon Entropy (ShEn) maps were also generated, through a 4-second window and bins of 0.01 mV, in accordance with the work of Ganesan et al [7]. The ShEn performance in unipolar EGM was also assessed.

Results

CFAE mapping of stable rotors during AF simulation applying ApEn with standard parameters

An AF propagation pattern over the atria was generated in the 3D model of human atria, see the action potential propagation in S1 Video. During AF activity initiated by an ectopic focus applied into the right superior pulmonary vein, two stable rotors were observed in the simulation. One is located in the posterior wall of the left atrium, near the left pulmonary vein, named R1, and the other is located in the superior vena cava, named R2. Fig. 2A shows the action potential wavefronts delimited by contour lines from the interval between 1 s and 2 s of AF simulation. Rotors R1 and R2, and a block line located over the inferior right pulmonary vein, named B1, have been marked. 42835 EGM were calculated in the whole atrial surface of the 3D model, over a four-second window.

For all EGM signals, the ApEn measurements were calculated using the standard parameters ($m = 2, r = 0.1$). The ApEn values were used to generate a color map over the anatomic structure of the atria in a 3D model. In this manner, a dynamic ApEn map was obtained and the frame corresponding to the time interval from 1 s to 2 s is depicted in Fig. 2B. Red color areas, corresponding to high ApEn values ($0.3285 \pm 0.0202$), include B1 and the coronary sinus (CS) and also R1 and R2.

Optimization of ApEn parameters ($m$ and $r$)

The optimization procedure resulted in $m = 3, r = 0.38$, for $N = 1000$ and $m = 3, r = 0.30$, for $N = 500$. Fig. 3A shows the boxplots for ApEn(3,0.38,1000) and for ApEn(3,0.30,500), respectively, applied to DB-CZ-GE. In addition, the Spearman correlation coefficient $r_S$ between ApEn and the corresponding level of fractionation was calculated.

CFAE mapping of stable rotors during AF simulation applying ApEn with optimized parameters

A dynamic ApEn(3,0.38,1000) map was generated using unipolar EGM, and the frame corresponding to the time interval 1 s to 2 s is depicted in Fig. 2C, see S1 Video. The dynamic ApEn map reveals two areas of high ApEn values ($0.3285 \pm 0.0202$), corresponding to rotors R1 and R2. In addition, the third area with lower ApEn values ($0.2724 \pm 0.0238$) corresponds to B1, taking into account
that passive activation regions have ApEn values lower than 0.1. A ShEn map was also generated and is shown in Fig. 2D. Red color areas, corresponding to high ShEn values (8.375 ± 0.125), include small vicinities near to R1 and near to B1, along other zones, e.g. CS, the inferior wall of the left atria, the left and right appendage and the lateral wall near to the left appendage. The LAT method was applied as a reference method, see S2 Video. Fig. 3B shows isochronic maps from R1 and R2. The rotor tip is defined by the converging points of the colored waves. These waves represent the local activation. Green color indicates early activation points. Table 1 shows the spatial location of R1 and R2 found using the LAT method and the dynamic ApEn mapping method. The last column corresponds to the Euclidean distance between the spatial coordinates from the rotor tip, identified using both methods. The maximum distance is 1.66 mm. Unipolar EGM extracted from rotor sites R1 and R2, and near to block area B1, are shown in Fig. 3C. ApEn values are also presented. The EGM corresponding to rotor activity (top) have low voltage and irregular morphology. The EGM corresponding to the block line (below left) presents fractionation, but activation...
patterns are visible and their amplitudes are similar to non-fractionated EGM (below right). The highest ApEn values correspond to R1 and R2.

A circular area containing R1 was selected. Bipolar EGM were calculated using horizontal and vertical bipolar orientation. 636 EGM were obtained for each orientation. Fig. 2E shows the dynamic ApEn(3,0.38,1000) maps for horizontal and vertical bipolar orientation, in the time interval between seconds 1 and 2. High ApEn values correspond with the tip of the rotor in both cases. Fig. 2F shows the ShEn maps. The vertical bipolar orientation map presents a region of
high ShEn values broader than the horizontal orientation map, though both contain the tip of the rotor. Bipolar EGM and its ApEn values are shown in Fig. 3D. The EGM corresponding to R1 (left) have low voltage and an irregular morphology. The EGM corresponding to a region outside the rotor tip (right) presents high amplitude, high frequency activation patterns and a regular morphology.

CFAE mapping of a meandering rotor during AF simulation applying ApEn with optimized parameters

During AF activity initiated by an ectopic focus applied in the posterior wall of the left atrium near to the right pulmonary veins, a meandering rotor was observed in the posterior wall, see the action potential propagation in S3 Video. 933 unipolar EGM signals of 9 seconds length were obtained from the AF simulation. The ApEn measurement was calculated using the parameters found to be optimal \((m = 3, r = 0.30)\). The ApEn values were used to generate a color map in a 3D model, see S3 Video. The left and centre maps in Fig. 4 show the evolution of the action potential during a time interval when the rotor tip meanders. Figs. 4A and 4C show the rotor activity, while Fig. 4B shows an action potential map with a plane wavefront over the zone. The dynamic ApEn(3, 0.30, 500) maps shown on the right side of Fig. 4 present high ApEn values only in intervals corresponding to Figs. 4A and 4C. An EGM localized over the area where the rotor meanders is also shown; fractionation of the EGM is observed when the rotor is in the zone.

Table 1. Spatial rotor localization.

<table>
<thead>
<tr>
<th>Interval (s)</th>
<th>Coordinates LAT method (mm)</th>
<th>Coordinates ApEn method (mm)</th>
<th>Euclidean distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor tip R1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 1</td>
<td>x = 4.6, y = 32.2, z = -167.2</td>
<td>x = 4.4, y = 32.4, z = -168.1</td>
<td>0.91</td>
</tr>
<tr>
<td>1 to 2</td>
<td>x = 4.5, y = 32.2, z = -167.2</td>
<td>x = 4.6, y = 32.2, z = -167.2</td>
<td>0.00</td>
</tr>
<tr>
<td>2 to 3</td>
<td>x = 3.3, y = 33.1, z = -167.1</td>
<td>x = 4.5, y = 32.4, z = -168.1</td>
<td>1.66</td>
</tr>
<tr>
<td>3 to 4</td>
<td>x = 3.3, y = 33.2, z = -167.9</td>
<td>x = 4.5, y = 32.4, z = -168.1</td>
<td>1.44</td>
</tr>
<tr>
<td>Rotor tip R2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 1</td>
<td>x = 2.6, y = 9.8, z = -186.8</td>
<td>x = 2.7, y = 10.4, z = -187.5</td>
<td>0.95</td>
</tr>
<tr>
<td>1 to 2</td>
<td>x = 3.5, y = 9.8, z = -186.6</td>
<td>x = 3.2, y = 10.2, z = -187.1</td>
<td>0.66</td>
</tr>
<tr>
<td>2 to 3</td>
<td>x = 3.2, y = 10.1, z = -187.1</td>
<td>x = 3.2, y = 10.2, z = -187.1</td>
<td>0.00</td>
</tr>
<tr>
<td>3 to 4</td>
<td>x = 4.0, y = 9.5, z = -186.3</td>
<td>x = 3.2, y = 10.2, z = -187.1</td>
<td>1.32</td>
</tr>
</tbody>
</table>

Comparison between ApEn and the LAT method. Spatial location of R1 over the 3D atria anatomical structure. The coordinates were found by two methods: the LAT method, as a reference, and the ApEn map method. Euclidean distance is used to compare the performance of the two methods for four time intervals 1 s in length.

doi:10.1371/journal.pone.0114577.t001
Discussion

The principal findings of our work can be summarized as follows:

- ApEn values with optimal parameters are strongly and positively correlated with the fractionation levels defined in the AF EGM database.
- High ApEn values were found in EGM from stable and meandering rotor tips in a simulated episode of AF.
- We have developed a methodology for localizing the tip of the rotor during AF, using dynamic ApEn maps.

Dynamic ApEn maps for detecting rotor tip sites

A method based on dynamic ApEn maps is presented in this study as a basis for proposing a new tool for automatic detection of ablation target sites. We have
presented evidence that the method is able to detect rotors during two simulated AF episodes. We used the continuous ApEn value for building color maps. Fig. 2C shows the localization of the stable rotors, and Fig. 4 shows the localization of the meandering rotor. The red areas in the ApEn map correspond to the location of rotor tips. This is an indicator that high ApEn values are related with rotor activity and, more precisely, with rotor tips. The mechanism behind the unipolar fractionation in our simulations can be explained as follows: when the rotor turns around the pivot point (tip), the tip is affected by wavefronts from the rotor head. When the wavefront passes near to the tip in each rotation cycle, several electrotonic potentials are observed, consequently, fractionation arises and there is irregularity. The ApEn response to the occurrence of such fractionation is as follows: if the rotor is stable, the unipolar EGM, registered at the tip, will present fractionation as long as the rotor tip remains harbored to that point. This causes ApEn to increase over the entire observing window. If the rotor meanders, fractionated complexes will be observed when the rotor tip passes over that specific point, therefore increments of the ApEn will be expected in that instant of time. Our results are consistent with other works, in which fractionated unipolar EGM were observed at pivot points [35] and unipolar EGM symmetry is affected by the wavefront curvature [36]. Moreover, the action potential map, shown in Fig. 2A, indicates a lobule B1 that does not depolarize when a wavefront arrives. This irregular activity increases the ApEn value but not to rotor levels, as is shown in Fig. 3C. This ApEn level corresponds to the yellow areas. Umapathy et al [11] reported that CFAE were located in sites of wave breaks and in the region of a rotor tip during experiments in a murine HL-1 atrial monolayer model. Their results agree with ours in the 3D model. Furthermore, we show the ability of dynamic ApEn maps to locate and to distinguish between these substrates.

We found that high ApEn values are related with arrhythmogenic substrates, such as rotors and block lines. Discrimination between active and passive CFAE is still an open question [5]. One important question is how to differentiate CFAE according to the substrate that generates it. Using 2D computer models and cell cultures, Navoret et al detected CFAE using amplitude criteria, number of deflections and cycle length. They established a relationship between the detected CFAE and the presence of shock waves and rotors, but they failed to differentiate them [37]. Another study reported an algorithm that classifies CFAE and non-CFAE, but fails to distinguish between active CFAE (whose ablation restored the sinus rhythm) and passive CFAE (whose ablation did not restore the sinus rhythm) [8]. Our study showed that the dynamic ApEn map, calculated using standard ApEn parameters (ApEn(2,0.1,1000)), identifies R1, R2, B1 and CS having high ApEn values, however it is not possible to differentiate between them. On the other hand, the ApEn dynamic map, calculated with optimized parameters ApEn(3,0.38,1000), assigns scaled values to zones of interest: rotors R1 and R2 have the highest ApEn value, followed by intermediate ApEn values in block line area B1 and the wave collision in the CS, and lower ApEn values for fibrillatory EGM with an organized activity. These results suggest that the optimization process for ApEn improves the detection and discrimination between rotor tips,
block-lines and wave collisions, and this could help in solving the question discussed above.

Variability and irregularity of fractionated EGM during AF

We hypothesized that the AF EGM has variability at the tip of the rotor, but we also expected irregularity (e.g. fractionation of the EGM). So we used ApEn to quantify the variability and the irregularity at the same time in the following manner: ApEn was calculated from segments of equal length but shorter than the entire signal. Thus, we ensure a quantification of the variability by calculating time consecutive measures of regularity. That is why the time series information aspect is important. However, time series information by itself is not enough to localize rotors. Spatial information (i.e. the spatial coordinates of each EGM) allows a rotor to be situated over the atria.

This study has taken into consideration the morphological features of both unipolar and bipolar EGM under two provisos: 1) Fractionation has been described in unipolar and bipolar EGM [35, 38]. 2) Fractionated EGM have an irregular morphology. We found that ApEn is related with the degree of fractionation: ApEn values tend to be higher if the degree of fragmentation is higher. Therefore, the use of bipolar signals and unipolar signals does not affect the performance of ApEn. This is evidenced in the results for the location of the rotors using unipolar and bipolar EGM in the computational model using ApEn optimized with the bipolar EGM of the multicenter DB-CZ-GE.

ApEn was developed as a measure of regularity to quantify levels of complexity within time series [39, 40]. Since we hypothesized that fractionation of EGM could be graded, with the highest level at the tip of the rotor, we chose ApEn to quantify levels of fractionation, as this is a well-characterized measure in other cardiac applications, e.g. RR intervals, heart rate variability signals and ECG signals [41]. Hoekstra et al [42] showed that the complexity of EGM increases with the type of fibrillation, based on the chaotic spatio-temporal activation patterns of the right atria. In a study on animal models, Ganesan et al [7] found that there are some similarities in the visual appearance of EGM signals with higher ShEn and fractionated signals. Novak et al [43] compared various measures from the theory of nonlinear dynamics that can help to provide an objective description of the level of fractionation and the complexity of CFAE signals. Thus, non-linear tools can provide useful information about the occurrence of arrhythmogenic substrates.

Figs. 3C and 3D show four unipolar and 2 bipolar EGM morphologies observed in the computational model, respectively. The EGM from rotors (top in Fig. 3C and left in Fig. 3D) have low voltage and irregular morphology whereas that, the EGM from sites with a plain wavefront (bottom in Fig. 3C and right in Fig. 3D) are regular. Furthermore, the ApEn values graded the bipolar EGM from DB-CZ-GE according to the level of fractionation (Fig. 3A). Again, the increasing irregularity in the four fractionation classes in DB-CZ-GE can be visually verified in Fig. 1B. Thus, we demonstrate that ApEn is well correlated with the perception
of morphological regularity of EGM. This feature of ApEn was already reported in the work of Anier et al. [44], though in electroencephalograms. Additionally, we found that there are different fractionated unipolar EGM morphologies or levels of fractionation, depending on the wave propagation pattern in the 3D model.

Other rotor detection tools and fractionation measures

We developed the dynamic ApEn maps tool considering fractionation of EGM as non-linear dynamics and considering that degrees of complexity can be identified within fractionated EGM. To the best of our knowledge, no other tools have been developed that take these two features into account. However, there are other similar studies regarding rotor detection. Ganesan et al. [7] were able to relate high ShEn values with the tip of the rotor in 2D arrays using bipolar EGM and the directional information they contain. We were able to reproduce these results using bipolar signals from the 3D model corresponding to a zone that encloses R1 (Fig. 2F). We have also applied optimized ApEn to the bipolar EGM, successfully detecting the tip of R1 (Fig. 2F). Both approaches define an area enclosing the rotor tip, where the ShEn values decrease more slowly than ApEn in the area surrounding the tip. Thus, ApEn gains in specifying the tip of the rotor in our simulations. Furthermore, ApEn offers reduced dependence on the orientation of the record. We assessed the ShEn map using unipolar EGM (Fig. 2D), in which substrate detection was not accomplished. These results suggest that dynamic ApEn maps could be used in unipolar and bipolar EGM for the task of rotor mapping.

Narayan et al. [26] used focal impulse and rotor modulation to guide ablation with better results than when using ablation without this approach. They used the LAT method to localize the rotor tip. We compared the dynamic ApEn maps with the LAT method, and obtained differences less than 2 mm. The use of isochronic activation maps is limited by the high computational cost for constructing the maps, and the fact that they need to observe several frames in order to study transient rotational waves – a procedure that is likely to take considerable time. This implies that meandering rotors are hard to detect using isochronic activation maps. Dynamic ApEn maps can detect a stable rotor, see S1 Video, where the red sites do not change over time, or they can track a meandering rotor tip, see S2 Video, where the red sites change over time. This technique can help to reduce the uncertainty in the location of the rotor from the activation maps.

Zlochiver et al. [12] studied the regularity of EGM in the presence of stable rotors. Spectral analysis was applied to the singular value decomposition in order to measure the contribution of the meandering frequency and the rotor tip frequency. They also assessed regularity using the periodicity index. Rotor tips were detected in 2D computational arrays, through low periodicity index values calculated from unipolar EGM. Fractionation of the EGM was observed at the rotor tip. These results support and agree with ours, though the two works apply different approaches: Zlochiver et al exploit the fact that under fractionation conditions, the periodicity of the signal is lost, which can be observed in the
singular components. We consider fractionation as a non-linear phenomenon, and we assess the morphological features of the signal using ApEn. Although the work of Zlochiver et al reports the possibility of detecting stable rotors, it would be interesting to assess whether the tool they have developed would work with meandering rotors, as ours does. We can see that they need a signal of 2000 seconds, which would initially limit the temporal resolution to tracking a meandering rotor (we used a 500-point window).

Existing measurements of CFAE, implemented in electroanatomical mapping devices, are based on Nademanee’s definition of CFAE. There are studies demonstrating that CFAE are not suitable for ablation of AF. Narayan et al [16] graded CFAE applying the interval confidence level (ICL) algorithm [45] which is implemented in Carto XP. They conclude that most CFAE are not able to localize AF sources. Ganesan et al [7] compared the ShEn results with CFAE analysis (CFAE-mean) performed in NavX. They observed a consistent but weak inverse correlation between ShEn and CFAE-mean. It is worth pointing out that both ICL and CFAE-mean algorithms use cycle length and voltage amplitude criteria under the definition of CFAE given by Nademanee [3]. They are sensitive to changes in the morphology of the signal, which can have different appearances depending on the contact between the catheter and the substrate [10], or can be influenced by far-field artifacts or by noise [46]. Our results suggest that rotors can be localized by considering different levels of fractionation and non-linear tools. These observations invite to enhancing the Nademanee’s definition of CFAE. His definition is based on cycle length and amplitude criteria, which are not sufficient for describing the levels of fractionation. It may be better to consider defining CFAE as a nonlinear dynamic phenomenon. This last statement is supported by other authors [4, 6, 47, 48]. It could be more effective to consider fractionation as a complex phenomenon, the description of which should be resolved from various fractionation levels, rather than using a CFAE/non-CFAE classification.

Although the remodeling conditions that are used can reproduce the action potential phenotype observed in patients with permanent AF, electrical remodeling is not the only process accompanying chronic AF. Indeed, many of these patients have significant structural remodeling with fibrosis, which contributes to short APD and increases the complexity of the arrhythmia. The 3D anatomical model of human atria does not take into account the real thickness of the atrial walls. Our results were obtained using a specific virtual atria model. Although our model includes a great number of anatomical and morphological details, it corresponds to a particular set of parameters (electrophysiology, anatomy, fiber direction, anisotropy and heterogeneity, among others). In addition, although there are also inter-subject differences in fiber orientation, we have tried to model the most common fiber orientation observed experimentally for the different parts of the atrial model. Regarding EGM analysis, although we assessed the performance of ApEn and ShEn using bipolar EGM, it was executed over a small area due to the high complexity of defining a bipolar record configuration over the whole atria. The behavior of both ApEn and ShEn, calculated using bipolar EGM over broader regions, including other arrhythmio-
genic mechanisms besides rotors, should be studied. In order to fully validate the results of our optimization procedure with DB-CZ-GE, although good performance has been achieved for rotor detection in the 3D model, future studies should involve collecting more AF EGM samples from other databases in order to achieve equally distributed fractionation levels. Additionally, real unipolar EGM must be included.

In conclusion, we have provided evidence for postulating dynamic ApEn maps as a supporting tool in AF ablation procedures. ApEn calculation over atrial EGM signals can be used to build an electroanatomical map with continuous ApEn values represented in colors that can identify rotor tip locations without pre-specifying thresholds. This property makes the method adaptable to specific electrophysiological cases. A combination of all this could help to improve ablation procedures. We suggest that dynamic ApEn color maps could become a tool for AF rotor mapping. The methodology proposed here needs to be validated by experimental models and by clinical studies to evaluate ablation procedures guided by dynamic ApEn maps.

Supporting Information

S1 Video. Stable rotors. Left: Simulation of an AF episode induced by six transitory ectopic beats applied in the ostium of the right pulmonary vein, sustained by multiple reentrant waves. Two rotors can be observed: in the posterior wall of the left atria posterior wall, and in the superior cava vein. Right: A dynamic ApEn map using optimized parameters. Red areas correspond to the tips of rotors R1 and R2.
doi:10.1371/journal.pone.0114577.s001 (MP4)

S2 Video. Isochrone map. Isochrone maps for rotors R1 and R2 for the time interval between 1500 ms and 2000 ms.
doi:10.1371/journal.pone.0114577.s002 (MP4)

S3 Video. Meandering rotor. Left: Simulation of an AF episode induced by six transitory ectopic beats applied in the posterior wall of the left atrium near to the right pulmonary veins, sustained by multiple reentrant waves. One meandering rotor can be observed in the posterior wall of the left atria. Right: A dynamic ApEn map using optimized parameters. Note that, when a plane activation wavefront is present within the observation area, the dynamic ApEn map shows low values (green). Red zones appear when the rotor tip is within the observation area (e.g. the time interval between 2500 ms and 3000 ms).
doi:10.1371/journal.pone.0114577.s003 (MP4)
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Discrimination of endocardial electrogram disorganization using a signal regularity analysis

D. Novák, V. Křemen, D. Cuesta, K. Schmidt, V. Chudáček, L. Lhotská

Abstract—Measures from the theory of nonlinear dynamics were applied on complex fractionated atrial electrograms (CFAEs) in order to characterize their physiological dynamic behavior. The results were obtained considering 113 short term atrial electrograms (A-EGMs) which were annotated by three experts into four classes of fractionation according to A-EGMs signal regularity. The following measures were applied on A-EGM signals: General Correlation Dimension, Approximate Entropy, Detrended Fluctuation Analysis, Lempel-Ziv Complexity, and Katz-Sevcik, Variance and Box Counting Fractal Dimension. Assessment of disorganization was evaluated by a Kruskal Wallis statistical test. Except Detrended Fluctuation Analysis and Variance Fractal Dimension, the CFAE disorganization was found statistically significant even for low significant level $\alpha = 0.001$. Moreover, the increasing complexity of A-EGM signals was reflected by higher values of General Correlation Dimension of order 1 and Approximate Entropy.

I. INTRODUCTION

Endocardial sites generating complex fractionated atrial electrograms (CFAEs) have been reported as ablative targets for the treatment of atrial fibrillation (AF) [1]. In order to identify those sites, a great effort has been made to describe patterns of activation in AF [2] and to quantify general characteristics of CFAEs either in time- or frequency-domain [3]. However, the process of a CFAE identification is highly dependent on the operator’s judgment. Moreover, it is not clear if CFAE are a random process of a local atrial electrogram disorganization or a reproducible physiological effect [4]. This study is aimed at applying a signal regularity analysis for the description of spatio-temporal changes of the A-EGMs fractionation levels. This analysis enables to investigate A-EGMs nonlinear dynamics and confirm the hypothesis that high degrees of A-EGMs fractionation are also reflected by higher values of the regularity measures.

II. METHODOLOGY

A. Experimental Data Set

Atrial bipolar electrograms were collected during left-atrial endocardial mapping using 4-mm irrigated-tip ablation catheter (Navistar, Biosense-Webster) in 12 patients (9 males, aged 56 ± 8 years) with persistent AF. Sampling frequency was 977Hz. 113 of the A-EGMs were manually selected and cropped by an expert. For the purposes of the study (see Fig. 1), four Classes of Fractionation (CF) were set. The dataset ranking, which was done by three independent experts, resulted in a total of 339 rankings (113*3 = 339). The three independent experts never disagreed in their ranking by more than one neighboring CF. Therefore, the most prevailing pattern was chosen as a final score. The four CFs enabled to get a uniform dataset of A-EGMs with a significant number of samples in each class ($class_1 : C_1 = 22$, $class_2 : C_2 = 42$, $class_3 : C_3 = 36$, $class_4 : C_4 = 13$), so that such dataset could be used in a regularity analysis [5],[6].

![Fig. 1. Epochs of four complex fractionated atrial electrograms. These are representatives of each CF used in the study. From top to bottom: i) $class_1$: Organized activity, ii) $class_2$: Mild degree of fractionation. iii) $class_3$: Intermediate degree of fractionation. iv) $class_4$: High degree of fractionation.](image)

B. Regularity Signal Measures

Before attempting to calculate the fractal dimension for endocardial electrograms, it is important to establish evidence that these waveforms may be characterized as fractals. Fractal dimension values are related to the regularity of a pattern, or the quantity of information embedded in a pattern in terms of morphology, entropy, spectra or variance [7]. Considering morphological properties of A-EGMs, it appears that these signals possess valid fractal dimension values, mainly because of two reasons. First, the signals do not self-cross. By looking at any one of A-EGMs waveforms in Fig. 1, it is apparent that in order to scale it, a different scaling factor is required for each axis. This indicates that the A-EGM waveform is self-affine. Second, the signals exhibit clear quasi-periodicity because they emerge from natural repetitive processes (heart beats specifically). In the next subsections, we will describe the signal regularity measures used in this study.
C. General Correlation Dimension

1) Parameter Selection and Signal Embedding: Only a time series of one variable was used as an input, but this time-series data was used to reconstruct a multidimensional embedding space [7]. It is necessary to determine the following three parameters i) time delay between sampled values, ii) time interval between successive vectors and iii) embedding dimension.

The time delay between sampled values was estimated using the auto mutual information. The first minimum of the auto mutual information was preferred value for attractor reconstruction from time series [7].

The time interval between successive vectors was set to be equal to the sampling time. In this case the number of vectors was equal to the number of samples in the time series minus the embedding dimension [7].

![Auto-mutual information function, delay=18](image)

![Cao's function, dimension=2](image)

Fig. 2. Auto-mutual information and Cao’s method functions $E_1(d)$ and $E_2(d)$ for a signal in class 1. The first minimum of the auto mutual function appears at time delay $\tau = 15$. Regarding embedding dimension, the optimal value is found in two dimensional space.

To determine the optimal embedding dimension from the time series the reliable and commonly used Cao’s method was used [8]. We used two measures: $E_1(d)$ which is the average measure of a ratio of the Euclidian distance between the reconstructed vector and its nearest neighbor and $E_2(d)$ which is useful to distinguish deterministic signals from stochastic signals. We were looking for the first minimum either in $E_1(d)$ or $E_2(d)$ as shown in Fig.2. In practical computations, it was difficult to resolve whether the $E_1(d)$ was slowly increasing or had stopped changing if $d$ was sufficiently large. Therefore, the $E_2(d)$ quantity was considered [8].

2) Correlation Dimension: The correlation dimension is computed most efficiently by the correlation sum:

$$C(d, r) = \frac{1}{N_{pairs}} \sum_{i=1}^{N} \sum_{j<i-w} \Theta(r - \|y_i - y_j\|)$$

(1)

where $y_i$ are $m$-dimensional delay vectors. $N_{pairs} = (N - d - w)(N - d - w + 1)/2$ is the number of pairs of points covered by the sums. $\Theta$ is the Heaviside step function: $\Theta(x)$ is zero for $x < 0$ and one for $x \geq 0$. The summation counts the number of pairs $(y_i, y_j)$ for which the distance $\|y_i - y_j\|$ is less than $r$. All pairs of points in (3) whose time indices differ by less than $w$ were ignored in order to exclude temporally correlated points. The fractal dimension of order $2D_2$, is than defined as:

$$D_2 = \lim_{r \to 0} \frac{\log C(r)}{\log r}$$

(2)

3) General Correlation Dimension: GCD are a class of metrics to characterize the fractality [7]. It is based on counting the number of points in a box. Let $B_i$ denote the $i$th box, and let $P_i = \mu(B_i) / \mu(A)$ be the normalized measure of this box, where $A$ is the fractal whose dimension has to be computed and $\mu$ is the population mean of a set. In other words, $P_i$ is the probability for a randomly chosen point on the attractor to be in $B_i$, and it is usually estimated by counting the number of points that are in the $i$th box and dividing by the total number of points. If the attractor had been embedded in dimension $d$, hypercubes of dimension $d$ would be used. The generalized dimension is defined by:

$$GCD_q = \frac{1}{q - 1} \lim_{r \to 0} \frac{\log \sum_i P_i^q}{\log r}$$

(3)

D. Approximate Entropy

ApEn is a statistic measure that quantifies the unpredictability of fluctuations in a time series such as an instantaneous heart rate time series [9]. Informally, given $N$ points, the family of statistics ApEn($m$, $r$, $N$) is approximately equal to the negative average natural logarithm of the conditional probability that two sequences that are similar for $m$ points remain similar, that is, within a tolerance $r$, at the next point. Thus, a low value of ApEn reflects a high degree of regularity.

E. Detrended Fluctuation Analysis

DFA quantifies the presence or absence of long-range correlations. This technique is a modification of root-mean-square analysis of random walks applied to nonstationary data. Briefly, the time series to be analyzed (with $N$ samples) is first integrated [9]. Next, the integrated time series is divided into boxes of equal length, $n$. In each box of length $n$, a least squares line is fit to the data (representing the trend in that box). The $y$ coordinate of the straight line segments is denoted by $y_n(k)$. Next, the integrated time series, $y(k)$ is detrended by subtracting the local trend, $y_n(k)$, in each box. The root-mean-square fluctuation of this integrated and detrended time series is calculated.

F. Lempel-Ziv Complexity

LZC and its variants have been used widely to identify nonrandom patterns in biomedical signals obtained across distinct physiological states [10]. In general, LZ complexity measures the rate of generation of new patterns along a sequence and in the case of ergodic processes is closely related to the entropy rate of the source.
G. Katz-Sevcik Fractal Dimension

The Katz-Sevcik algorithm for obtaining a fractal dimension is largely based on morphology, and is calculated as [11] \( KFD = \frac{\log_{10} n}{\log_{10} n + \log_{10} g} \) where \( n \) is the number of increments between samples of the signal over which KFD is calculated; \( L \) is the sum of all the distances between successive increments; and \( g \) is the value of the maximum distance measured from the beginning of the first increment. It has to be pointed out that before calculating KFD, normalization along the \( y \)- and \( x \)-axes of the signal is performed.

H. Variance Fractal Dimension

The VFD is determined by the Hurst exponent, \( H \), whose calculation was derived from the properties of fractional Brownian motion [12]. This calculation is based on the power law relationship between the variance of the amplitude increments of a signal, \( C(t) \), which was produced by a dynamical process over a time increment \( \Delta t = |t_2 - t_1| \), with \( C(t_2) - C(t_1) \) denoted as \( \Delta C \). The power law is as follows: \( \text{Var}[\Delta C] \sim \Delta t^{2H} \) where the Hurst exponent is:

\[
H = \lim_{\Delta t \to 0} \left( \frac{\log_2 \text{Var}[\Delta C]}{\log_2 \Delta t} \right) \tag{4}
\]

The VFD for a process with embedding Euclidean dimension, \( E \) (equal to 1 for A-EMGs signal), is determined by: \( VDF = E + 1 - H \).

I. Box Counting method

An established approach to compute the fractal dimension of a set is the box-counting method (BFD) [13]. In detail, for a set of \( N \) points in \( \mathbb{R}^d \), and a partition of the space in grid cells of length \( l \), the fractal dimension \( DB \) can be derived from:

\[
BFD = -\lim_{l \to 0} \frac{\log_{10} N(l)}{\log_{10} l} \tag{5}
\]

where \( N(l) \) represents the number of cells occupied by at least one point.

J. Statistical Evaluation

Non-parametric Kruskal Wallis test was applied for regularity measures comparison. The test was used in order to cope with a smaller number of A-EGMs signals, specially in class 4, where 13 signals are only available.

III. RESULTS AND DISCUSSION

The reliability of the A-EGM fractionation assessment using regularity measures is summarized in Table I. Mean and standard deviation values are reported for each class.

The optimum parameter setting for ApEn, DFA and BFD was found by a trial and error method for 10 runs of the experiment. In case of ApEn, tolerance parameter \( r \) was increased by 0.05 while keeping pattern length \( m \) fixed. Considering DFA, parameters for defining the slope of two DFA curves were increased by 4 in each run. Finally, BFD dimension \( \text{dim}_{BFD} \) was incremented by 1 in each run. The final parameters that resulted in minimum p-values across 10 runs were following: GCD: embedding dimension-variable for each signal, Cao’s method was applied, time delay: variable for each signal, auto-mutual information was applied; ApEn: tolerance \( r = 0.1 \), pattern length \( m = 2 \); DFA: \( fast = 2, \text{mid} = 32, \text{slow} = 64 \); BFD: dimension \( \text{dim}_{BFD} = 5 \); LFC: binary coding was used.

![Fig. 3. The average generalized dimension spectrum for all classes of A-EGM fractionation.](image)

The spectrum should be convex, monotonically increasing [7]. The differences among classes are more apparent from general dimension \( q \geq -2 \). Especially, GCD values of class 3 are bigger than values of class 4 for generalized dimension \( q = -4 \). GCD measure reaches peak at \( q = 2 \) indicating that higher embedding dimensions \( q > 2 \) do not provide a reliable measure of discrimination due to the appearance of numerical errors in higher dimensional space. The GCD values for \( q = -6, -5, 2 \) were reported in Table 1 in order to point out the importance of using higher negative correlation dimensions.
Our assumption about fractal nature of A-EGM signals is confirmed by very low p-values in Table I. Even if significance level is set to $\alpha = 1e - 3$, most fractal dimensions are statistically significant in differentiating A-EGM classes disorganization. The exception are DFA and VFD measures. Furthermore, LZC, VFD and BFD measures have lower discrimination capability compared to $GCD_1$ and ApEn measures as can be seen in Table I. The main reason is data insufficiency; A-EGMs are very short segments of 1.5s duration sampled with 977Hz which accounts for 1537 values. First, ApEn is able to work properly if input dataset contains at least 1000 samples [9]. Second, the good discrimination was mainly achieved by careful selection of algorithm parameters, especially in case of the GCD measure where auto-mutual information and Cao's approach were applied.

We compared two best performing dimensions according to the results of the statistical tests: General Correlation Dimension of order 1 and Approximate Entropy - see bold values in Table I. Fractal dimensions were calculated for all A-EGM signals in the dataset. General correlation dimension of order 1 is shown in upper part of Fig. 4. The first and the last classes are well separated by $GCD_1$ values. Note that intermediate classes 2 and 3 partially overlap. In case of ApEn, the separation of the 2nd and 3th class is slightly better compared to $GCD_1$ dimension as can be seen in lower part of Fig. 4.

IV. CONCLUSIONS

In the era of catheter ablation of AF, the initial attempts to describe A-EGMs during AF were predominantly based on frequency-domain analysis of atrial signals [3]. Not only dominant frequency (DF) but also the level of A-EGMs fractionation may be a clinically important descriptor of local atrial signal [1]. Sites with highly fractionated A-EGMs almost fully encompass the sites with high DF whereas the opposite is not always true. Therefore it is very important to develop other measures which could assess A-EGMs regularity, especially differentiating low A-EGMs fractionation (LF) from high fractionation (HF).

This study revealed the presence of nonlinear dynamics in A-EGM across all selected fractionation levels. Fig. 4 documents the fact that with increasing complexity of A-EGM's signals the value of regularity measures increases too. Across all levels of A-EGM fractionation, the discrimination using regularity measures was found statistical significant at significance level $\alpha = 0.001$. The proposed complex measures were successful in separating class $C_1$(LF) from class $C_4$ (HF) of the A-EGM signals. However, separation between intermediate classes 2 and 3 was not so clear. One of the reasons is that the classes were defined by averaging the classification by 3 experts to obtain semi-continuous scale of fractionation. In some cases it was very difficult to assign A-EGM signals either to class 2 or class 3.

Regarding future studies, the selected complex measures ($GCD_1$ and ApEn) can be used as additional features for automated and operator independent system that facilitates AF substrate ablation [5].
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Title: ATRIAL FIBRILLATION DETECTION

Abstract: A method of detecting atrial fibrillation from an ECG is presented, comprising a combination of at least two of the steps of analyzing R-R interval sequences to produce a measure of the irregularity of the RR interval sequence; canceling the QRST portion of the ECG, and analyzing the resulting signal; and analyzing the ECG signal preceding the QRS complex, to determine the presence or absence of P-waves. This is followed by a step of using a classifier to classify the ECG into one of two classes, namely "AF present" and "AF absent", based on a range or ranges of results of the measurement steps which are determined in advance. The invention improves patient monitoring.
For two-letter codes and other abbreviations, refer to the "Guidance Notes on Codes and Abbreviations" appearing at the beginning of each regular issue of the PCT Gazette.
Atrial fibrillation detection

This invention relates to the detection of atrial fibrillation, on the basis of ECG readings from electrodes. It may be used for example with readings derived from electrodes incorporated in “wearable” electrode systems.

Atrial fibrillation (“AF”) is a common heart arrhythmia with a prevalence of approximately 0.4 to 1% of the general population, and its prevalence increases with age. It is responsible for the highest number of hospital admissions due to arrhythmias, and consequently, it is desirable to be able to monitor the condition of patients, using portable devices which are capable of producing reliable indications of arrhythmia, without producing false positives.

Electrocardiograph (ECG) signals show a characteristic pattern of electrical impulses that are generated by the heart. Different waves are identifiable in the ECG signal – the P wave is from the atrial excitation and the QRS complex and T-wave are from the ventricular excitation and relaxation, respectively, as illustrated in Figure 1.

The ST segment usually appears as a straight, level line between the QRS complex and the T wave. Elevated or depressed ST segments may mean the heart muscle is damaged or not receiving enough blood, a sign that a myocardial infarct may have occurred.

The T wave corresponds to the period when the lower heart chambers are relaxing electrically and preparing for their next muscle contraction.

AF is a heart rhythm which is usually characterized by QRS complexes with normal morphology and with irregular arrival times. This can be caused by a diseased atrium which disrupts the normal passage of electrical stimulus from the sinus node through the atrium to the ventricles. One example of AF is depicted in Figure 2.

AF can be either chronic or intermittent. Intermittent AF is referred to as paroxysmal AF. AF is difficult to detect, particularly if it is paroxysmal, since a sample ECG recording from paroxysmal AF subject may not contain any actual episodes of AF. It is therefore preferable to monitor paroxysmal patients on a regular basis without causing them any discomfort. For this purpose a wearable measurement system that is incorporated in a textile has been developed [1]. If an indication of AF is detected by a suitable method, and
preferably confirmed by a cardiologist, a drug administration or other suitable therapeutic
intervention can be provided to manage AF treatment.

AF detection is most often based upon R-R analysis. Attempts have been made
to detect AF based on R-R interval sequences using a variety of statistical methods [2].

Another indicator for AF is the absence of clear P-waves before the QRS complex. In such
cases, it may be possible to diagnose AF on the basis of a lack of regularly occurring P-waves
[3], [4]. Another possible approach is to apply QRST cancellation [5], so as to remove the
ventricular activity from the signal, and then calculate the power spectrum of the remainder
ECG.

Because of the difficulty of obtaining consistent results from the various
different methods of detection and subsequent analysis of the detected ECGs, it would be
preferable to find a more universally-applicable method of detecting and monitoring the
condition. Preferably this should combine the best features of existing methods, while
appropriately weighting the significance of the detected signals from each one.

Accordingly, the present invention provides a method of detecting atrial
fibrillation from an ECG comprising a combination of at least two of the steps of:
(a) analyzing R-R interval sequences to produce a measure of the irregularity of
the RR interval sequence;
(b) canceling the QRST portion of the ECG, and analyzing the resulting signal;
and
(c) analyzing the ECG signal preceding the QRS complex, to determine the
presence or absence of P-waves;

followed by a step of using a classifier to classify the ECG into one of two
classes, namely “AF present” and “AF absent”, based on a range or ranges of results of the
selected measurement steps which are determined in advance.

Accordingly, in one embodiment of the invention the selected measurements
comprise the steps of (a) analyzing R-R interval sequences; and (c) determining the presence
or absence of P-waves, as set out above. In another embodiment the selected measurements
are (a) analyzing R-R intervals and (b) analyzing the signal remaining after QRST
cancellation, while in a third embodiment the selected measurements are (b) canceling the
QRST portion of the ECG and analyzing the resulting signal; and (c) determining the
presence or absence of P-waves. Of course it will also be appreciated that all three steps (a),
(b) and (c) may also be used in combination.
AF detection can only be carried out on clean (i.e. relatively noise free) signals. Detecting noisy ECG segments (to then be discarded from further treatment) can be done by a combination of threshold detection and the identification of high frequencies which are usually characteristic of noise.

The initial collection of the data may, for example, be carried out using a wearable belt including three integrated dry electrodes based on carbon loaded rubber. This allows the device to be easily worn by a patient, and can be arranged to transmit signals wirelessly, for example by means of bluetooth, to an external PC or other portable computing device.

Accordingly, the invention also extends to apparatus for use in the detection and/or monitoring of atrial fibrillation, comprising a wearable device incorporating electrodes adapted for contacting the skin, and means for transmitting detected signals to a computer system which is arranged to detect an AF condition by the method of the invention as outlined above.

The device preferably incorporates a wireless transmission system such as “Bluetooth”.

Preferably, the wearable device is integrated into an item of clothing such as a belt or shirt, so that it can be held in suitably good contact with the patient’s skin. The computer system may be a PC or a hand-held device such as a notebook computer, PDA or “smartphone”.

Some embodiments of the invention will now be described by way of example with reference to the accompanying drawings in which:

Fig. 1 is a simplified diagram of a typical ECG signal;

Fig. 2 is an example of an AF episode detected by the methods of the present invention;

Figs. 3a and 3b illustrate the process of noise detection;

Fig. 4 shows a decision tree algorithm;

Fig. 5 illustrates a “sliding window” technique in feature generation; and

Fig. 6 illustrates a wearable measuring device.
The data may, for example, be collected using a wearable measuring device comprising a belt 2 with three integrated dry electrodes 4, and incorporating a miniaturized ECG amplifier indicated at 6, as illustrated in Figure 6. The electrodes, which are based on carbon-loaded rubber, are fixed into the belt using a thermal moulding process. The position of the belt is preferably around the chest to obtain an optimal ECG signal. The battery capacity preferably allows measuring for at least 7 days continuously in a typical operation mode. Data is transmitted to a PC via the bluetooth interface. Figure 2 shows typical example of AF acquired by the wearable system.

In case of paroxysmal patients, a P wave template can be selected from the normal sinus segment for each patient. Consequently, this P wave template is compared to the P wave candidate before QRS complex. In case of an AF segment, the P wave may disappear, resulting in possible indication of AF. The P wave general template is generated from healthy patients.

The patient is rested during measurement and if any significant noise is present the noisy segments are rejected, using known methods of noise detection. For example this can be done by identifying high frequency regions of the signal (normally indicative of noise) and applying threshold detection.

This process is illustrated by Figures 3a and 3b. It can be seen that the parts with saturation noise and high frequency noise have been successfully detected.

Feature Extraction

Before the feature extraction itself, as a preliminary step of the ECG signal, the fiducial points must be detected, for example by using the modified Pan-Tompkins algorithm [8]. There are three important feature groups used in detection of atrial fibrillation, features using RR interval information, features using P-wave morphology, and features using QRST cancellation. In the preferred embodiment of the invention a combination of features from at least two of these groups is used.

1. The first feature group relates to the RR intervals. A measure of the irregularity of the RR intervals can be obtained from the RR interval transition matrix used in [2]. This matrix represents the relative frequency of transitions between intervals whose lengths are either short, regular or long.

2. The second feature group is a test for the presence of a P wave. In normal sinus rhythm, the P wave can be observed before QRS complex while in a case of AF, there is no P wave present. The P wave detection can be done, for example, using template matching in which a correlation coefficient is used as a dissimilarity measure between the P
wave candidate and a template. A threshold must be chosen to allow acceptance of very similar beats. In this way, each QRS complex can be labeled as having/not having a preceding P wave.

3. Finally, the last feature group consists of the frequency domain properties of ECG remainder obtained after QRST cancellation. The remainder electrocardiogram after the ventricular component has been removed represents the atrial activity component of the signal. Fiducial points of ventricular complexes are marked, preferably using a method based on the algorithm presented by Pan and Tompkins [6]. Basically, the average beat is aligned with the fiducial points of all dominant beat windows and subtracted. The absolute powers in the frequency bands of PSD spectrum extending from 10, 20, 30, 40, 60, 80Hz to 125Hz are estimated (e.g. P20 is the summation of the power found in frequency bands between 20 and 125 Hz). Ratios of high frequency (from F to 125Hz) to low frequency (extending from 0Hz to F Hz) are also calculated. As a percentage they are expressed as:

\[ P(F) = \frac{\sum_{f=125Hz}^{FHz} P}{\sum_{f=FHz}^{FHz} P} \times 100 \]

Since the AF wave has a random character, the entropy of the remainder may be calculated as well.

Feature Selection

Using the above described methods may result in a large number of features. In order to reduce the dimension of the feature space it is possible to use a decision tree algorithm. Preferably the two most significant features are retained by looking at the first levels of the resulting decision tree. One simplified example of the decision tree process is shown in Figure 4 where two features of the R-R interval analysis and the P wave template matching are selected.

The features are extracted in a sliding window consisting of 30 beats, as shown in Figure 5. This approach results in a one-to-one correspondence between features and beats in the stream. In this way, each beat is labeled individually, rather than in groups.

Classification

It is possible to use various different classifiers to analyze the resulting waveforms.
For example there are quadratic classifiers, normal densities based linear classifiers or normal densities based quadratic classifiers. There are Bayes normal classifiers, where in the first case one assumes equal covariance matrices resulting in a linear discriminant function (LDC). In the second case the covariances matrices are different for each category resulting in a quadratic discriminant function (QDC). Other alternative classifiers are a k-nearest neighbor classifier (e.g. 3-KNN) or a neural network, such as a back propagation neural network. As an example this may comprise one hidden layer of 10 neuron units and one output neuron unit (10-ANN). Other possibilities include Support Vector Machines (SVM) or a C4.5 decision tree.

Analysis of Results

Feature extraction is preferably performed automatically using a decision tree structure. It can also be performed manually by looking at different scattered plots and statistical parameters such as the correlation matrix. In one preferred embodiment of the invention, two features as an input for classifier are selected, using automatic analysis, which comprise one feature from the R-R interval analysis and one feature from the group of P template matching (number of found P waves in the window of 30 beats long). The QRST cancellation implemented in a preferred embodiment of the invention subtracts the mean beat computed for the whole record [5]. When several QT beat morphologies are presented in the signal, the cancellation technique may be inadequate. Due to big differences in even interpersonal ECG morphology two or three beat templates are preferably computed using an unsupervised approach such as hierarchical clustering. In this way atrial fibrillation detection can be reliably achieved using simple features combined with a suitable classifier. Most algorithms requires only time or morphology information for AF classification. The approach of the present invention combines both methods.
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CLAIMS:

1. A method of detecting atrial fibrillation from an ECG comprising a combination of at least two of the steps of:
   (a) analyzing R-R interval sequences to produce a measure of the irregularity of the RR interval sequence;
   (b) canceling the QRST portion of the ECG, and analyzing the resulting signal; and
   (c) analyzing the ECG signal preceding the QRS complex, to determine the presence or absence of P-waves;
      followed by a step of using a classifier to classify the ECG into one of two classes, namely “AF present” and “AF absent”, based on a range or ranges of results of the measurement steps which are determined in advance.

2. A method of detecting atrial fibrillation according to claim 1, in which two measurement steps are selected, comprising:
   (a) analyzing R-R interval sequences; and
   (c) determining the presence or absence of P-waves.

3. A method of detecting atrial fibrillation according to claim 1, in which two measurement steps are selected, comprising:
   (a) analyzing R-R interval sequences; and
   (b) canceling the QRST portion of the ECG and analyzing the resulting signal.

4. A method of detecting atrial fibrillation according to claim 1 in which two measurement steps are selected, comprising:
   (b) canceling the QRST portion of the ECG and analyzing the resulting signal; and
   (c) determining the presence or absence of P-waves.
5. A method according to any one of claims 1, 2 or 4 in which the power spectrum of the resulting signal is analyzed after cancellation of the QRST portion.

6. A method according to any one of claims 1 to 5 in which the measurement features for classification are selected in advance using a decision tree algorithm.

7. A method according to any one of the preceding claims in which the classifier comprises a quadratic classifier, a normal densities based quadratic classifier, a normal densities based linear classifier, or a k-nearest neighbor classifier.

8. A method according to one of claims 1 to 6 in which the classifier comprises a neural network, a C4.5 decision tree, or a Support Vector machine (SVM).

9. A method according to any one of claims 1 to 3 in which the R-R feature used as input to the classifier comprises a value derived from an RR interval transition matrix representing the relative frequency of transitions between intervals whose lengths are either short, regular or long.

10. A method according to any one of claims 1, 2 or 4 in which the P-wave feature used as an input to the classifier comprises a value derived using template matching which gives a measurement of dissimilarity measure between the actual P-wave and a template.

11. Apparatus for detecting and/or monitoring atrial fibrillation, comprising a wearable device incorporating electrodes for collecting signals via the skin of a patient, and means for transmitting detected signals to a computer system, the computer system being programmed to analyze the detected signals by a method in accordance with any preceding claim.

12. Apparatus according to claim 11 in which the signal transmitting means comprises a wireless system.

13. Apparatus according to claim 11 or claim 12 in which the wearable device comprises a belt, shirt or harness.
14. Apparatus according to any one of claims 11 to 13 in which the computer system comprises a mobile device which can also be worn, or carried, by the patient.

15. Apparatus according to claim 14 in which the mobile device is adapted to send signals to an external monitoring means.

16. A method of treating a subject known to be prone to atrial fibrillation, comprising: regularly monitoring the incidence of AF using the detection method of any one of claims 1 to 10 and a wearable device according to any one of claims 11 to 15, and controlling therapeutic interventions to the subject in accordance with the results of the monitoring procedure.
Division of ECG signal into segments without noise

FIG. 3a

Energy of noise and corresponding threshold

FIG. 3b
In each window:
I) Number of P waves
II) QT cancellation params
III) RR matrix

ECG feature extraction

FIG. 5
Chapter 3

Analysis of single-neuron recordings in Parkinson disease
Distinct populations of neurons respond to emotional valence and arousal in the human subthalamic nucleus
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Both animal studies and studies using deep brain stimulation in humans have demonstrated the involvement of the subthalamic nucleus (STN) in motivational and emotional processes; however, participation of this nucleus in processing human emotion has not been investigated directly at the single-neuron level. We analyzed the relationship between the neuronal firing from intraoperative microrecordings from the STN during affective picture presentation in patients with Parkinson’s disease (PD) and the affective ratings of emotional valence and arousal performed subsequently. We observed that 17% of neurons responded to emotional valence and arousal of visual stimuli according to individual ratings. The activity of some neurons was related to emotional valence, whereas different neurons responded to arousal. In addition, 14% of neurons responded to visual stimuli. Our results suggest the existence of neurons involved in processing or transmission of visual and emotional information in the human STN, and provide evidence of separate processing of the affective dimensions of valence and arousal at the level of single neurons as well.

A t one time, the subthalamic nucleus (STN), which is an important target for deep brain stimulation (DBS) in the treatment of motor symptoms in Parkinson’s disease (PD), was considered an important regulator of motor function (1, 2); however, the occurrence of postoperative neuropsychiatric complications has expanded interest in the nonmotor function of the STN (3, 4). Animal and human studies have already demonstrated the additional functional role of the STN in emotional and motivational processes (5–12). In addition, recent functional MRI studies found STN activation in response to emotional stimuli in healthy subjects (13, 14). Therefore, we hypothesized that emotional activity-related neurons should exist in the STN. Participation of the STN in processing emotion has not yet been investigated directly at the single-neuron level in humans. Nonetheless, single-neuron activity related to a priori defined emotional categories (e.g., positive vs. negative) has been detected in a few human brain regions, including the hippocampus, amygdala, and prefrontal and subcallosal cortex (15–18).

It has been proposed that emotional behavior is organized along two psychophysiological dimensions: emotional valence, varying from unpleasant to pleasant, and arousal, varying from low to high (19). The individual assessment of these dimensions is closely correlated with somatic and autonomic measures of emotions (20, 21). Contrary to a priori categories, they can better reflect emotional characteristics of the stimulus in an individual context, and they take into account interindividual differences based on specific behavioral determinants, such as affective disposition and personality traits (22).

In this study, we aimed to detect single-neuron firing pattern changes in the STN that are related to emotional arousal and valence from the individual ratings of emotionally charged and neutral pictures presented to PD patients undergoing DBS electrode implantation. It has been shown that different features of tasks are linked to neuronal activity in different frequency bands. Whereas beta band oscillations (13–30 Hz) restricted to the dorsolateral (sensorimotor) part of the STN are linked mainly to motor functions and their alteration in PD (23–25), the gamma band oscillations (30–100 Hz) perhaps have a more general meaning. Along with motor functions, they are modulated by picture perception and early emotional arousal (26, 27). Because we were interested in the affective content of visual processing, we focused on the alpha oscillations (8–12 Hz), because they repeatedly showed emotion-related behavior in local field potential (LFP) recordings (7, 28, 29). We used the power spectra bands, which are well known in descriptions of continuous LFP and EEG signals that we adopted for analysis of the discrete single-neuron signal from the STN during the task with affective picture presentation.

In this study, we compared the individual alpha firing activity of single neurons with specific affective experiences expressed in subjective ratings of the emotional valence and arousal of each presented picture, and then mapped these neurons into the STN model (30). A neuron was classified as affective if its history-adjusted (and category-adjusted) activity in the alpha band correlated with these ratings.

Studies of spatiotemporal dynamics of emotions (affective picture or facial emotion processing) have observed early and late changes that have been attributed to different stages of emotional processing

Significance

The involvement of the subthalamic nucleus (STN) in affective processing has been suggested with the appearance of neuropsychiatric side effects of deep brain stimulation in Parkinson’s disease (PD), but direct evidence has been lacking. In our study, we recorded single-neuron activity from the STN during affective picture presentation to PD patients intraoperatively. We discovered two spatially distinct populations of “affective” neurons responding to the emotional dimensions of the stimuli: valence (pleasantness-unpleasantness) and arousal (intensity). As previously believed, neural circuits underlying these two affective dimensions are functionally segregated. Here we observed separated emotional processing even at the single neuron level. These results extend our knowledge regarding the emotional role of the STN and the neural basis of emotions.
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Results

We recorded single-neuron activity in the STN from 13 PD patients intraoperatively performing an affective task consisting of a presentation with pleasant, unpleasant, and neutral pictures displayed for 2,000 ms, preceded by a black screen with a white fixation cross presented for 3,500–5,500 ms. We acquired 97 microelectrode recordings obtained from 47 sites in the STN, in which a total of 125 neurons were detected. The activity of 35 neurons was related to eye movements, and these neurons were excluded from further analysis. The remaining 90 neurons (71 in the left hemisphere) were searched for early perceptual and emotional characteristics. Normative and postoperatively recorded individual valence and arousal ratings for each picture category are presented in Table 1.

The alpha band activity of 15 of 90 neurons (17%) during the late period of picture presentation epochs (500–2,000 ms after stimulus onset) was related to the emotional content of the presented pictures expressed in individual valence or arousal ratings ($P < 0.05$, uncorrected). The activity of six neurons (7%) correlated with the valence ratings (four neurons negatively, two neurons positively; Fig. 1). The activity of other nine neurons (10%) correlated with the arousal ratings (seven neurons positively, two neurons negatively; Fig. 2). Ten of these neurons were located in the left STN, and the other five were located in the right STN, with no interhemispheric differences ($\chi^2 = 0.854$; df = 1; $P = 0.36$). These 15 emotion-related neurons were more than was expected by chance (test in binomial distribution with a false-positive rate of 0.1; $P < 0.05$). Fig. S1 shows how alpha band activity was derived in one selected neuron associated with the arousal rating.

In addition, 13 neurons (14%) demonstrated significantly altered alpha band activity between the black screen (2,000-ms duration) and the early picture presentation (window 0–500 ms after stimulus onset) ($P < 0.05$). Only one neuron exhibited altered alpha band activity in both the early and late time windows.

The locations of the neurons sensitive to emotional content are depicted in Fig. 3. The valence-related neurons in the STN were located more posteriorly compared with the arousal-related neurons ($P < 0.05$, permutation test). The anterior–posterior difference in the mean position of the neuronal populations was 1.9 mm.

In post hoc analyses, we searched for emotion-related neuronal activity in other frequency bands. Four neurons were related to arousal and no neurons were related to valence in the beta band, but their numbers were insignificant ($P = 0.98$, binomial test). In the gamma band, seven neurons were related to arousal and no neurons were related to valence, again not significant ($P = 0.81$, binomial test). No overlaps of beta and gamma emotion-related neurons with alpha emotion-related neurons were observed.

To support the specificity of emotion-related neurons located in the STN, we analyzed the activity of 32 other eye movement-unrelated neurons in other basal ganglia, including 18 neurons from the substantia nigra pars reticulata (recorded from patients 1, 3, 5, 6, 7, 11, 12, and 13; Table 2) and 14 neurons from the globus pallidus (Table S1). None of these neurons was related to individual valence or arousal ratings of the presented pictures.

Discussion

Using perioperative microrecordings from the STN of patients with PD, we analyzed changes in the firing patterns of single neurons in relationship to visually presented emotional material, and found a relatively large proportion of neurons with activity related to emotional and early perceptual processing. In addition, we showed how easy it is to transform the single-neuron action potentials to a pseudocontinuous signal to perform spectral analysis of neuronal ensemble activity. Using this approach, we documented the impact of a visual emotional task on single-neuron activity in the alpha band similar to those previously shown with LFPs (7, 28).

Affective Neurons in the STN. In this study, 17% of the STN neurons analyzed for activity in the alpha band responded to emotional stimuli. Different neurons responded to changes in emotional valence or in arousal ratings. Figs. S2 and S3 show the expression of activity by single neurons with a pseudocontinuous signal. For conventional electroencephalography. Using this approach, we documented the impact of a visual emotional task on single-neuron activity in the alpha band similar to those previously shown with LFPs (7, 28).

Fig. 1. Relationship of the single-neuron alpha band activity during emotional picture presentation (in the interval of 500–2,000 ms after picture onset) to individual valence ratings of the presented pictures in six neurons of the STN in patients with PD, in which the relationship was significant (as identified by linear models; Experimental Procedures). In none of these neurons was the activity related to individual arousal ratings (Fig. S2). The horizontal axis shows the individual ratings of the pictures’ valence, varying from 1 (unpleasant) to 9 (pleasant). The vertical axis shows the alpha band neuronal activity adjusted for the past activity (Experimental Procedures). For visualization purposes, correlation coefficients and their significance are included.

Table 1. Patients’ and normative ratings of emotional stimuli used

<table>
<thead>
<tr>
<th>Category</th>
<th>Patients’ rating</th>
<th>Normative rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Valence, mean (SD)</td>
<td>Intensity, mean (SD)</td>
</tr>
<tr>
<td>Negative</td>
<td>3.1 (1.6)</td>
<td>5.1 (2.6)</td>
</tr>
<tr>
<td>Neutral</td>
<td>5.2 (1.0)</td>
<td>2.6 (1.7)</td>
</tr>
<tr>
<td>Positive</td>
<td>6.0 (1.3)</td>
<td>4.0 (2.1)</td>
</tr>
</tbody>
</table>

Patients’ ratings represent subjective ratings assessed at 1 mo after bilateral placement of the leads within the STN after overnight withdrawal of levodopa in the DBS-off condition. Normative ratings are those available from the IAPS (80).
and arousal has already been demonstrated for a variety of physiological reactions (21, 38, 39) and in affect-related cognitive processing (40). Functional imaging and animal studies also have demonstrated their functional segregation, with several brain regions associated with affective valence (eg, orbitofrontal cortex, mesolimbic dopamine system) and others associated with affective arousal (eg, amygdala, mesencephalic reticular activating system) (41–45); however, there is also evidence indicating that the two emotional dimensions are not fully independent (46), and that some subcortical regions may code the overall emotional value of a stimulus (47).

The neuronal activity in the STN that we observed in the late window (500–2,000 ms) may reflect the formation of conceptual knowledge related to emotional valence and arousal, because this is in line with the late neuronal response (625–1,500 ms) related to different valences of stimuli already described in the amygdala (18). We may speculate that the information represented in ratings of emotional valence and arousal in the late time window depends on processes involving the orbitofrontal and ventromedial prefrontal cortex, which provide significant input to the STN and play a major role in stimulus subjective valuation, representation of hedonic pleasure and value-based decision making (48–51). In addition, the previous passage of emotional information from the ventral basal ganglia involving input from the amygdala to the dorsal basal ganglia, including the dorsal portion of the STN, also may be a reason for late emotional activity (52, 53).

As expected, we did not find a statistically sufficient number of neurons responding to the emotional valence and arousal in the beta and gamma frequency bands. This corresponds with the negative results of previous LFP studies (7, 29) and further corroborates the functional specialization of different frequencies within the STN. In addition, we found no neurons responding to emotional content in the globus pallidus or substantia nigra pars reticulata, suggesting that the finding of affective neurons is specific to the STN, explained by its central position in the corticobasal ganglia circuit (54–57) and its connections to both the cortical and the subcortical components of the reward and limbic circuits (53, 58–63).

Despite the previously suggested emotional network asymmetry of both hemispheres (64, 65), the roles of the right and left STN in affective processes are unclear (66, 67). We did not detect any interhemispheric difference in proportion of the emotion-related neurons between the left and right STN; however, this result could have been affected by the limited number of recordings obtained from the right STN.

**Localization of Affective Neurons Within the STN.** A once widely held assumption is that the STN is divided into three functional zones within the STN: limbic, associative, and sensorimotor regions, residing in the anteromedial, middle, and dorsolateral portions, respectively, of the STN (58, 68, 69). This concept has been challenged by several recent electrophysiologic, neuroatomic, and neuroimaging studies showing incomplete separation of the subthalamic territories (56, 63, 70, 71). Therefore, it is not surprising that the affective neurons were found in the sensorimotor regions, suggesting that motor and nonmotor regions overlap in the STN. In addition, the affective neurons were distributed differently, with the valence-related neurons located more posteriorly and the arousal-related neurons located more anteriorly, supporting the idea that emotional processing is spatially segregated within the STN (Fig. 3). In this study, however, because we were limited by the parkinsonism-improving implantation procedure, the microrecording was restricted predominantly to the lateral portion of the STN; therefore, we cannot rule out the presence or different spatial distribution of affective neurons in the medial part of the STN (Fig. 3).

**Perceptual Neurons in the STN.** Fourteen percent of the subthalamic neurons responded in the alpha band firing activity during the early time window (0–500 ms), suggesting their connection with perceptual processing. Neuronal short-latency activity changes related to visual perception have already been found in animal STNs (72–74), and have been confirmed in humans by distortion of visual evoked potentials due to STN DBS (75). The difference in neural activity between the fixation and picture viewing periods is not necessarily evidence of visual processing; however, it may also reflect other processes, such as an engagement of selective attention, a shift from gaze fixation to scanning eye movements, or other cognitive functions intervening between vision and action, including memory involvement, target selection,
saccade choice, and content valuation (76). On the other hand, the neuronal activity in the early time window also could be affected by early emotional and motivational activity.

The STN is anatomically connected to subcortical centers that contain visually responsive neurons (i.e., superior colliculus, pulvinar, amygdala, substantia innominata, and nucleus accumbens) involved in the visual encoding of emotional stimuli (73, 77). Given that the visual, attentional, and emotional systems are intensively interconnected, some proportion of the affective neurons also might be expect to respond in the early time window; however, here only one of the neurons was activated during both the early and late time windows. Therefore, we can speculate that distinct populations of neurons are involved at different stages of processing of the visual emotional material within the dorsolateral part of the STN.

Limitations. Several factors could affect our results and reduce the inference that can be drawn with regards to the physiology of emotional processing and the role of the STN in the limbic circuits. One such factor is that the study was conducted with PD patients, who are known to have a widespread central nervous system pathology (78) and to experience problems in emotional processing (79), and thus the number of neurons responding to emotional stimuli in the STN might be different from that in healthy subjects. Their number is rather low, but nonetheless is comparable to that reported in previous relevant single-neuron studies on emotion in humans (15, 18). Another factor that might have contributed to the relatively low number of neurons is that the study was limited to the routine trajectory of intraoperative microrecording exploration targeting the lateral senorimotor part of the STN, which has shown less reactivity to emotional stimuli than the ventromedial part (67). Moreover, emotional pictures were selected according to normative ratings that were acquired in a healthy, younger population with a different cultural background and were partially heterogeneous with respect to visual and emotional content. Finally, some our PD patients rated the stimuli less variable along the dimensions of emotional valence and arousal, making the mathematical model less sensitive (80).

Table 2. Descriptive data of PD patients with STN neuronal activity explored

<table>
<thead>
<tr>
<th>Patient</th>
<th>Age, DD</th>
<th>Preoperative levodopa, mg</th>
<th>UPDRS-III score</th>
<th>Neurons, emotion-related n</th>
<th>Neurons, all n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64</td>
<td>1,375</td>
<td>31</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>61</td>
<td>1,200</td>
<td>37</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>46</td>
<td>1,000</td>
<td>40</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>63</td>
<td>1,250</td>
<td>50</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>53</td>
<td>700</td>
<td>67</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>69</td>
<td>750</td>
<td>47</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>49</td>
<td>1,550</td>
<td>65</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>53</td>
<td>1,665</td>
<td>45</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>1,500</td>
<td>31</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>42</td>
<td>740</td>
<td>33</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>55</td>
<td>1,980</td>
<td>35</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>60</td>
<td>1,060</td>
<td>18</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>43</td>
<td>1,100</td>
<td>34</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

Age refers to age on the day of surgery; DD, PD duration; preoperative levodopa, dose/day in mg, including levodopa-equivalent dosage of dopamine agonist (patient 4 was also treated with mianserin, and patients 6, 7, 12, and 13 were also treated with citapram); UPDRS-III, motor score of the Unified Parkinson’s Disease Rating Scale in the off-medication condition; neurons, number of subthalamic neurons unrelated to eye movements; emotion-related neurons, number of neurons responding to emotional stimuli.

Conclusion

Early-perceptual and late-emotional single-neuron activity in the human STN corroborates the STN’s participation in nonmotor circuits. The STN was previously shown to participate in different components of emotional processing, including emotion recognition and subjective feelings (4, 54). We confirm the importance of the STN as a hub within the limbic circuitry involved in both emotional valence and arousal processing as in two functionally and spatially segregated systems. This, together with our finding of several neurons involved separately in perceptual and emotional processing, support the complex role of the STN. Our results thus extend our knowledge of the STN’s role in limbic circuits and contribute to a better understanding of the affective disturbances seen in PD patients treated with subthalamic stimulation.

Experimental Procedures

Subjects. Thirteen PD patients (11 men, 2 women; mean age, 55.5 ± 8.7 y; age range, 42–69 y) undergoing bilateral electrode implantation for the STN DBS due to motor fluctuations and/or disabling dyskinesias were enrolled. The subjects had mean duration of PD of 14.2 ± 5.6 y (range, 9–30 y) and a mean motor score on the Unified Parkinson’s Disease Rating Scale (UPDRS-III) in the off-medication condition of 38.7 ± 11.4 (range, 18–65) (Table 2). We also included another four patients undergoing bilateral electrode implantation for the globus pallidus interna DBS due to PD (Table S1), to study neuronal activity outside of the STN. All patients met the United Kingdom Brain Bank Criteria for diagnosis of PD. The study was approved by the Ethics Committee of the General University Hospital in Prague, Czech Republic, and all patients provided written informed consent for participation in the study.

Four days before surgery, dopamine agonists were substituted with equivalent doses of levodopa. All other anti-PD medications (e.g., amantadine, anticholinergic) had been suspended earlier during the preparation for surgery. Levodopa was withdrawn at least 12 h before the surgery. Five of the patients were receiving antidepressant therapy (1 on mianserin, 4 on citalopram), which was not discontinued. Patients with dementia and/or depression had been excluded by a routine psychiatric examination and neuropsychological testing (e.g., mini-mental state examination, Mattis dementia rating scale, Beck depression inventory).

Affective Task. Emotionally charged pictures of three categories were selected from the International Affective Picture System (IAPS) (80). The “pleasant” category included pictures with erotic themes (e.g., people, romantic couples) and adventure (e.g., exotic landscapes, animals, sports); the “unpleasant” category included pictures of victims (e.g., mutilations) and threats (e.g., human or animal attacks, aimed guns); and the “neutral” category comprised pictures of household objects, buildings, pictures of neutral faces, animals, and neutral landscapes. Out of 144 unique pictures, six different variants of the task, each containing 24 pictures, were compiled involving 8 pictures from each category. Pleasant and unpleasant pictures were selected in a way such that they represented emotional stimuli scaled from weak to strong according to normative emotional valence and arousal. In addition, the pictures were organized pseudorandomly, so that no more than two pictures from one category followed in sequence. Each picture was presented for 2 s, preceded by a black screen with a white cross in the center for various durations (3,500–5,500 ms). Patients were instructed to fix their eyes on the cross on the black screen and to simply watch the pictures presented and remain motionless until the end of the task.

Surgery and Intraoperative Microrecording. DBS electrodes (model 3389; Medtronic) were implanted bilaterally under local anesthesia, guided by stereotactic magnetic resonance, microelectrode recordings (MERs), and stereotactic magnetic resonance, microelectrode intraoperative stimulation as described elsewhere (81, 82).

Presurgical planning was done with the SurgiPlan software system (Elekta) and was based on coregistration of preoperative frameless 3.0-T MRI using T1-weighted images (MP-RAGE sequence; 160 sagittal slices, 1.0 mm thick, with x-y resolution 1.0 mm; TR, 2,430 ms; TE, 80 ms) and T2-weighted images (28 axial slices and 21 coronal slices, 2 mm thick, with x-y resolution 0.9 × 0.9 mm; TR, 2,430 ms; TE, 90 ms) with preoperative frame-based 1.5-T T1-weighted images (MP-RAGE sequence; 160 sagittal slices, 1.25 mm thick, with x-y resolution 1 × 1 mm; TR, 2,500 ms; TE, 3.1 ms; FA, 45 degrees) obtained immediately before the surgical procedure with the stereotactic Leksell frame attached.
The central trajectory of the exploratory microelectrode was aimed at the STN center near the anterior part of the red nucleus. Extracellular single-neuron activity was mapped by the MER using parallel insertion of five tungsten microelectrodes spaced 2 mm apart in a "Ben-gun" configuration to select sites for macroelectrode intraoperative stimulation. The five parallel microelectrodes were advanced simultaneously with a motor microdrive in 0.5-mm steps, beginning at 10 mm above the target. Depending on the length of STN-positive signals, the MERs were extended or not performed. The affective task was presented on a 17-inch screen placed approximately 55 cm in front of the patient’s eyes, with the patient laying motionless in the supine position, as is customary for this surgical procedure. The MER signals were acquired in 2-s epoch intervals for the STN. Four out of five channels of the Leadpoint recording system (Medtronic) were used for the MERs filtered with a 500-Hz high-pass filter and a 5-kHz low-pass filter, sampled at 24 kHz, and stored for off-line processing. Single-channel electrooculography was performed for analysis of eye movement-related neuronal activity (83).

To detect neurons with emotion-related activity, we built linear models of the alpha band activity obtained during PIC epochs in the 500–2,000 ms interval after picture onset. To find valence-related neurons, we built a model of the alpha band activity during PIC epochs for each neuron using three covariates: (i) valence ratings, (ii) alpha band activity in the previous FIX epoch, and (iii) alpha band activity in the previous PIC epoch. The latter two covariates were included to adjust for past activity, given that a strong serial correlation was present in alpha band activity (SI Experimental Procedures and Fig. S5).

To find arousal-related neurons, we created another model of alpha band activity during PIC epochs for each neuron using five covariates: (i) arousal rating, (ii) alpha band activity in the previous FIX epoch, (iii) alpha band activity in the previous PIC epoch, and (iv and v) two categorical covariates adjusting for the picture category (positive vs. neutral, negative vs. neutral). We hypothesized that pictures of the same arousal but of distinct categories could provoke activities of different intensity. A neuron was considered to be related to valence (arousal) if the valence (arousal) covariate in the regression model was significant. If valence-related activities in the number of neurons were tested using the χ² test of proportions.

To detect neurons sensitive to visual stimuli, we analyzed differences in the alpha band activity between the FIX epoch and the 0–500 ms interval of the following PIC epoch using the paired t test.

Each neuron was finally mapped into reference STN space by assessing the position of the neuron within the patient’s STN and then aligning each STN with the model (30). To assess the position of a neuron within the STN, the preoperative STN-delineating frame-based MRI used for presurgical planning was coregistered with a frameless postoperative MRI displaying the position of the permanent electrode being in a known position relative to the microelectrode used for the MERs. To align each STN with the model, 12 points anatomically delineating the STN and the anterior and posterior commissures were identified in both the model and the preoperative T2-weighted MRI, and then fitted to one another by a linear transform (SI Experimental Procedures and Tables S2 and S3). A permutation test was used to assess the difference in the relative location of valence-related and arousal-related neurons.

Data processing and analyses were performed with MATLAB R2007b (MathWorks) and R statistical software (87).
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SI Experimental Procedures

Mapping of STN Neurons. To map subthalamic neurons in the reference STN space, the position of each neuron in patients’ individual STN was assessed, followed by fitting each STN onto the STN model (1). To determine the position of neurons in the patient’s STN, first both the frameless preoperative 3.0-T T2-weighted MRI visualizing the STN (Experimental Procedures) and the frameless postoperative 1.5-T T1-weighted MRI displaying the susceptibility artifact of the permanent DBS electrode were automatically coregistered with the frame-based preoperative 1.5-T T1-weighted MRI used for neurosurgical planning (Experimental Procedures) in each patient using SurgiPlan software (Elekta), thereby placing all preoperative and postoperative images into one stereotactic space. The accuracy of the merge was always confirmed using the SurgiPlan “movable lens,” enabling the user to visually examine two overlapping images by sweeping across the screen to convert from one to the other. The frameless postoperative 1.5-T T1-weighted MRI was acquired at ∼2–5 d after DBS implantation (MP-RAGE sequence, 160 axial slices, 1.65-mm thick, with x-y resolution 0.9 × 0.9 mm; TR, 2,140 ms; TE, 3.93 ms; and FA, 15 degrees).

Second, the position of the five parallel trajectories of microelectrodes used for perioperative microrecording was reconstructed based on the location of the T1-weighted MRI susceptibility artifact of the permanent DBS electrode and the known relative position of the trajectories with respect to the stimulation electrode from perioperative documentation. Finally, the position of each recorded neuron along each reconstructed trajectory was manually determined in the SurgiPlan software based on the known depth at which the neuron was identified.

To align each STN with the model, 12 points anatomically delineating the STN and 2 additional points, the anterior commissure (AC) and posterior commissure (PC), were identified in both the reference model (1) and the preoperative 3-T T2-weighted MRI, and then coregistered with the 14 corresponding points of the model using a linear mapping approach (see below). The reference model consisted of coronal slices of the STN manually digitized from the atlas (1) (Fig. S4.4). Each individual STN was delineated manually in preoperative axial and coronal projections; the delineating points are defined in Table S2 and depicted in Fig. S4. The anteroposterior direction in both the STN, first both the frameless preoperative 3.0-T T2-weighted MRI used for neurosurgical planning using SurgiPlan software (Elekta), thereby placing all preoperative and postoperative images into one stereotactic space. The accuracy of the merge was always confirmed using the SurgiPlan “movable lens,” enabling the user to visually examine two overlapping images by sweeping across the screen to convert from one to the other. The frameless postoperative 1.5-T T1-weighted MRI was acquired at ∼2–5 d after DBS implantation (MP-RAGE sequence, 160 axial slices, 1.65-mm thick, with x-y resolution 0.9 × 0.9 mm; TR, 2,140 ms; TE, 3.93 ms; and FA, 15 degrees).

Serial Correlation in Alpha Band Activity. For each neuron, linear models were built explaining the present activity in the interval of 500–2,000 ms after the emotional picture onset (=PIC epoch) by particular type of past activity, and the significance of the explanatory past activity and the $R^2$ coefficient of determination expressing the percentage of the present activity explained by the past activity were computed for each model. The observed $R^2$ coefficients were compared with those expected assuming the present activity to be independent of past activity.

Serial correlation in alpha band activity was found, as illustrated by the increased $R^2$ coefficients of determination in models predicting the present activity in terms of past activity (Fig. S5). Among 90 STN neurons, the past activity in the interval of 0–2,000 ms during the blank screen presentation with a fixation cross (=FIX$_i$ epoch), PIC$_{i-1}$, FIX$_{i-1}$, and PIC$_{i-2}$ epochs predicted the activity in PIC$_i$ epochs in a significant number of 12, 10, 12, and 10 neurons, respectively ($P < 0.05$, binomial test). Serial correlation was detected over periods of up to 13 s.

Fig. S1. Examples of neuronal firing and the alpha band spectral component of the instantaneous intensity of firing in six selected epochs recorded in the arousal-related neuron 1 (Fig. 2). The spikes are shown as vertical bars, the derived alpha band component of the firing intensity is plotted as a continuous curve beneath the spikes. Note that the amplitude and power of the alpha band spectral components (and thus the alpha band neuronal activity derived from it) are much lower for the traces on the left side than for the traces on the right side.

Fig. S2. Relationship of the single-neuron alpha band activity during emotional picture presentation (in the interval of 500–2,000 ms after picture onset) to the individual arousal ratings of the presented pictures in the six valence-related neurons of the STN (Fig. 1). The horizontal axis shows the individual ratings of the pictures’ arousal, varying from 1 (low) to 9 (high). The vertical axis shows the alpha band neuronal activity adjusted for past activity and picture category. For visualization purposes, correlation coefficients and their significance are included. Despite the fact that the correlation was significant in one neuron, none of these neurons was determined to be related to the individual arousal ratings using linear models.
Fig. S3. Relationship of the single-neuron alpha band activity during emotional picture presentation (in the interval of 500–2,000 ms after picture onset) to the individual valence ratings of the presented pictures in the nine arousal-related neurons of the STN (Fig. 2). The horizontal axis shows the individual ratings of the pictures’ valence, varying from 1 (unpleasant) to 9 (pleasant). The vertical axis shows the alpha band neuronal activity adjusted for past activity (Experimental Procedures). For visualization purposes, correlation coefficients and their significance are included. Despite the fact that the correlation was significant in one neuron, none of these neurons was determined to be related to the individual valence ratings using linear models.

Fig. S4. Delineating points of the STN used to map each patient’s STN onto the reference STN model (1). (A) Three-dimensional overview of the delineating points overlaid on the coronal contours of the model. (B) Axial view of the middle portion of the STN. (C) Sagittal view of the middle portion of the STN. (D) The most medially protruded slice in the anterior part of the STN. (E) The middle coronal slice of the STN model, defined by interpolating the two nearest model contours. Table S2 presents the exact definitions of the delineating points.
Serial correlation in alpha band activity as expressed by the ability of past activity to predict present activity. The percentage of activity during the interval of 500–2,000 ms after picture onset (PIC, epochs) on the vertical axis explained by particular types of past activity on the horizontal axis is shown for each of 90 STN neurons. The observed percentages are summarized by boxplots and 95% quantiles (solid line) and contrasted with their critical value (dashed line), computed assuming the present activity to be independent of the past activity. Covariates predicting the activity in PIC, epochs included, from left to right, the 0–2,000 ms interval of blank screen presentation with the fixating cross (FIX, epochs) immediately preceding the PIC, epochs, the previous PIC, epochs, the FIX, epochs preceding the previous PIC, epochs, and so on. Serial correlation was present over periods of up to 13 s.

Table S1. Description of patients with PD in whom globus pallidus neuronal activity was explored

<table>
<thead>
<tr>
<th>Patient</th>
<th>Age, y</th>
<th>DD, y</th>
<th>Levodopa, mg</th>
<th>UPDRS-III</th>
<th>H-Y</th>
<th>GP neurons, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>63</td>
<td>12</td>
<td>2,100</td>
<td>29</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>53</td>
<td>9</td>
<td>2,180</td>
<td>30</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>3</td>
<td>920</td>
<td>13</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>10</td>
<td>1,325</td>
<td>23</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Age refers to age on the day of surgery; DD, PD duration; levodopa, dose/day in mg, including the levodopa-equivalent dosage of dopamine agonist (patient 1 was also treated with citalopram, and patient 4 was also treated with bupropion); UPDRS-III, motor score of the Unified Parkinson Disease Rating Scale in the off-medication condition; H-Y, Hoehn and Yahr stage in the off-medication condition; GP neurons, neurons in the globus pallidus unrelated to eye movements.

Table S2. Definition of the points anatomically delineating the STN

<table>
<thead>
<tr>
<th>STN delineating point</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>P₁</td>
<td>Most ventral point in the posterior boundary</td>
</tr>
<tr>
<td>P₂</td>
<td>Most dorsal point in the anterior boundary</td>
</tr>
<tr>
<td>P₃</td>
<td>Most medial point in the most medially protruded slice in the anterior part of the STN</td>
</tr>
<tr>
<td>P₄</td>
<td>Most lateral point in the most medially protruded slice in the anterior part of the STN</td>
</tr>
<tr>
<td>P₅</td>
<td>Medial intersection of the axial plane crossing the middle point* and the middle contour↑</td>
</tr>
<tr>
<td>P₆</td>
<td>Lateral intersection of the of the axial plane crossing the middle point* and the middle contour↑</td>
</tr>
<tr>
<td>P₇</td>
<td>Dorsal intersection of the sagittal plane crossing the middle point* and the middle contour↑</td>
</tr>
<tr>
<td>P₈</td>
<td>Ventral intersection of the sagittal plane crossing the middle point* and the middle contour↑</td>
</tr>
<tr>
<td>P₉</td>
<td>Most medial point on the middle contour↑</td>
</tr>
<tr>
<td>P₁₀</td>
<td>Most lateral point on the middle contour↑</td>
</tr>
<tr>
<td>P₁₁</td>
<td>Most dorsal point on the middle contour↑</td>
</tr>
<tr>
<td>P₁₂</td>
<td>Most ventral point on the middle contour↑</td>
</tr>
</tbody>
</table>

These points were used to map the patients’ STN onto the reference Morel STN atlas.

*The middle point is the center of the line connecting points P₁ and P₉.
↑The middle contour is the coronal contour intersecting the middle point. In the Morel atlas, in which there was no contour intersecting the middle point, the middle contour was based on the interpolation of the two nearest contours.
Table S3. Summary of the parameters of the linear mapping between each individual STN and the reference STN model (1) in PD

<table>
<thead>
<tr>
<th>Linear mapping parameter</th>
<th>Mean (SD)</th>
<th>Range (min; max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{ML}$, %</td>
<td>91 (8)</td>
<td>75; 109</td>
</tr>
<tr>
<td>$S_{AP}$, %</td>
<td>98 (5)</td>
<td>88; 106</td>
</tr>
<tr>
<td>$S_{VD}$, %</td>
<td>98 (8)</td>
<td>85; 117</td>
</tr>
<tr>
<td>$\alpha_{ML}$, °</td>
<td>−1.3 (3.0)</td>
<td>−7.5; 5.4</td>
</tr>
<tr>
<td>$\alpha_{AP}$, °</td>
<td>5.2 (5.1)</td>
<td>−2.3; 18.3</td>
</tr>
<tr>
<td>$\alpha_{VD}$, °</td>
<td>1.4 (5.3)</td>
<td>−7.7; 8.7</td>
</tr>
</tbody>
</table>

Mean (SD) and minimum and maximum values for scaling in the medio-lateral ($S_{ML}$), anteroposterior ($S_{AP}$), and ventrodorsal ($S_{VD}$) directions and rotation along these three directions ($\alpha_{ML}$, $\alpha_{AP}$, and $\alpha_{VD}$).
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Abstract

The oculomotor role of the basal ganglia has been supported by extensive evidence, although their role in scanning eye movements is poorly understood. Nineteen Parkinson’s disease patients, which underwent implantation of deep brain stimulation electrodes, were investigated with simultaneous intraoperative microelectrode recordings and single channel electrooculography in a scanning eye movement task by viewing a series of colored pictures selected from the International Affective Picture System. Four patients additionally underwent a visually guided saccade task. Microelectrode recordings were analyzed selectively from the subthalamic nucleus, substantia nigra pars reticulata and from the globus pallidus by the WaveClus program which allowed for detection and sorting of individual neurons. The relationship between neuronal firing rate and eye movements was studied by crosscorrelation analysis. Out of 183 neurons that were detected, 130 were found in the subthalamic nucleus, 30 in the substantia nigra and 23 in the globus pallidus. Twenty percent of the neurons in each of these structures showed eye movement-related activity. Neurons related to scanning eye movements were mostly unrelated to the visually guided saccades. We conclude that a relatively large number of basal ganglia neurons are involved in eye motion control. Surprisingly, neurons related to scanning eye movements differed from neurons activated during saccades suggesting functional specialization and segregation of both systems for eye movement control.
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Introduction

In everyday life we scan the environment with a series of eye movements, pointing the fovea towards objects of interest and the most salient areas of the scene. The pattern of such eye movements (EM) carried out while exploring an image, also called scanning EM, is composed of a succession of small saccades and fixations, corresponding to successive re-allocation of attention from one detail to another [1,2]. Therefore, scanning EM can be considered as internally triggered EM, as the subject moves the gaze around a complex visual image actively searching for information relevant to current motivations and goals. The visual scanpath is generated by complex parallel strategies [3] and depends on planning, visuospatial attention, spatial working memory and emotional state [4,5]. Scanning EM have mostly been the domain of psychiatric research which has focused on the behavioral aspects of the eye scanning path rather than to pathophysiological origin and scanning EM control [6].

The structures and mechanisms involved in scanning EM are still poorly understood. At the subcortical level, an involvement of the basal ganglia during scanning EM was suggested by early research using regional cerebral blood flow in healthy controls and schizophrenic patients [7]. The importance of the basal ganglia in EM control was further confirmed by animal studies [8,9,10,11,12], which discovered neurons co-activated during EM by single cell recordings in several regions of the basal ganglia and brainstem [9,11,13]. However, subcortical neuronal activity during scanning EM is still unknown and has never been studied in animals or in humans before. Several human studies supported the participation of the basal ganglia in EM control but just with results based on reflexive and voluntary saccades analyzed from oculographic recordings [14,15,16,17,18,19] or local field potentials [20]. The only evidence of human EM-related neurons was obtained from the subthalamic nucleus during saccade tasks and smooth pursuit movements in patients with Parkinson’s disease [21].

In our study, we systematically searched for basal ganglia neurons participating in scanning EM. We took advantage of intraoperative microelectrode recordings of single neuronal activity routinely used to identify the basal ganglia based on specific electrophysiological pattern [22]. We have focused on the subthalamic nucleus (STN), substantia nigra pars reticulata (SNr) and globus pallidus (GP) – i.e. nuclei in which EM-related activity was previously reported [11,13] and which are easily accessible
during the implantation procedure for deep brain stimulation in Parkinson's disease (PD).

Besides EM-related neurons firing selectively when a specific position, velocity or acceleration of the eyeballs is reached, we expected to find less specialized neurons with activity depending on two or more kinematic features simultaneously. This comes from the hypothesis of functional overlap based on neuronal convergence along the striato-pallido-thalamic projection and assuming compression of information when travelling from larger to smaller nuclei [23]. Findings of STN neurons showing co-activation during various eye movement tasks are in agreement with this theory [9,21]. On the other hand, there is a segregation hypothesis which expects different neuronal populations to selectively respond to specific kinematic parameters or to fire only during a specific kind of the EM. Indeed, functional and anatomical segregation between various EM tasks has been previously observed at different levels involving the cortex, basal ganglia or cerebellum [4,8,24]. Therefore, in a subgroup of previously observed at different levels involving the cortex, basal ganglia or cerebellum [4,8,24]. Therefore, in a subgroup of patients, we additionally studied the basal ganglia neurons during externally triggered EM using a visually guided saccade task. To further elucidate the function of neurons related to EM, we explored temporal relations of EM kinematic parameters with respect to their preceding and following activity, which may suggest their involvement in execution or control processes.

Methods

Ethics statement

The study was approved by the Ethics Committee of the General University Hospital in Prague, Czech Republic and was conducted according to the Declaration of Helsinki.

Patients

Nineteen PD patients were enrolled consecutively from 2008 to 2011 (15 men, 4 women; mean age: 54.5, SD 9.8, range 28–69 years; mean PD duration: 13.8, SD 6.1, range 3–30 years; Hoehn–Yahr stage 2–4; mean motor score of the Unified Parkinsons Disease Rating scale – UPDRS III in off condition: mean 36.5, SD 13.6, range 10–65). All of them were suffering from motor fluctuations and/or disabling dyskinesias (demographic details in Table 1) and were indicated for treatment with deep brain stimulation due to motor fluctuations and dyskinesias. All of them met the UK Brain Bank Criteria for diagnosis of PD [25] and all gave their written informed consent for participation. Patients with dementia and/or depression had been excluded by a routine psychiatric examination and neuropsychological testing (Mini-mental state examination, Mattis dementia rating scale, Beck depression inventory). As a normal cognitive state was requested to fulfill the general indication criteria for implantation surgery, all patients understood the nature of the experiment. They had been informed that procedures related exclusively for study purposes could be skipped if desired. It had been emphasized that they were allowed to forego the experiment at any time before or during the surgery. Four days before surgery, dopamine agonists were substituted by equivalent doses of levodopa. Other anti-PD medication (amantadine, anticholinergics) was suspended earlier for the surgery preparation. Levodopa was withdrawn at least 12 hours before the surgery.

Surgery and intraoperative microrecording

Implantation of the deep brain stimulation system was performed separately in two steps: (i) stereotactic insertion of the permanent quadripolar electrode into the STN bilaterally and (ii) implantation of connection leads and the neurostimulator to the subclavial region. The Leksell frame and SurgiPlan software system (Elekta, Stockholm, Sweden) were employed in the stereotactic procedure. Pre-surgical planning was based on 1.5 T MRI with direct visualization of the target. The central trajectory was intentionally focused on the STN center near the anterior part of the red nucleus (15 patients) or to the posteroverentral portion of the GP interna (4 patients). The first surgery was performed while awake under local anesthesia. The extracellular neuronal activity was mapped by conventional microelectrode recordings (MER) using parallel insertion of five tungsten microelectrodes spaced 2 mm apart in a “Bez-gun” configuration to select sites for the macroelectrode intraoperative stimulation [26,27]. Four out of five channels of the Leadpoint recording system (Medtronic, MN) were used for the MER, filtered with 500 Hz high pass filter and 5 kHz low pass filter, sampled at 24 kHz and stored for off-line processing. As the firing pattern of the external globus pallidus could not always be distinguished from the internal globus pallidus, we classified both areas as one structure – GP. Up to six recording positions in the STN, SNr or GP were used for the EM tasks in each patient. The number of positions depended on the time course of the surgery, patients’ clinical conditions and compliance. Tasks were not performed if patients demonstrated discomfort from being in the supine position or exhibited painful symptoms relating to the off-medication state as well as increased fatigue or sleepiness during surgery. Immediately after the procedure, the position of each permanent electrode was verified by two orthogonal X-ray images co-registered with a presurgical MRI plan. No dislocation larger than 1 mm was found in any patient.

Eye movement recording

Eye movements during scanning and visually guided EM tasks were recorded using electrooculography (EOG), a technique measuring the position of the eye in terms of the electric potential induced by the eye dipole. Technical constraints during surgery (limited space around the stereotactic frame and a limited number of recording channels) did not allow for more elaborate recordings than the use of one single-channel EOG. The signal was band-pass filtered in the range of 0.1–20 Hz and recorded using the Leadpoint recording system simultaneously with MER acquisition through a pair of surface electrodes attached near the outer canthus and the lower lid of the left eye. This setup enabled the orthogonal projection of the eye position on the axis connecting the two EOG electrodes. All eye movements except those which were orthogonal to the axis could be recorded with this technique.

Tasks

The EM tasks were presented on a 17”-computer screen placed approximately 55 cm in front of the eyes of patients lying in supine position.

The scanning EM task. The goal of this task was to induce self-initiated free-direction scanning EM. The task consisted of a presentation of a series of photographs selected from the International Affective Picture System (IAPS, Figure 1A) [29], depicting objects, persons, animals and landscapes. To avoid showing the same picture more than once, six unique variants of the test, each containing 24 pictures, were prepared. Each picture was presented for a period of 2 s and was preceded by a black screen for various durations (3500–5500 ms) with a white cross in the center. Patients were asked to fix their eyes on the cross on the black screen and then to simply watch the pictures presented. The MER and EOG signals were acquired in 2 s epoch intervals recorded both during the picture presentation and the black screen. The task lasted approximately for 2.5 minutes.
The visually guided saccade task. The goal of the task was to induce externally generated horizontal saccades (Figure 1B). Initially, a black screen with a central white cross was shown for a pseudorandom period of 2, 2.25, or 2.5 seconds. Subsequently, a peripheral target, a small white square, was presented for 1 s, 17 degrees laterally from the central fixation cross, pseudorandomly to the left (5 trials) or right (5 trials). Patients were instructed to initially fixate on the central cross and then to track the lateral target as fast as possible. The MER and EOG signals of 2 s durations were recorded during all 10 trials. The task lasted for 32.5 seconds.

Data analysis

Microelectrode recordings. WaveClus [29], an unsupervised spike detection and sorting tool, which performed reasonably well on the single channel MER [30], was used to extract the series of action potentials of individual neurons from MER signals (Figure 2). Instantaneous firing rate (IFR) of each neuron was estimated by convolving the series of action potentials with the causal kernel function $e^{-t/\tau} \times \text{rect}(t/\tau)$ defined for positive time $t$, where $1/\tau$ was empirically set to 20 ms.

Each neuron was then mapped relative to the border of the STN, GPi and SNr identified by intraoperative MER. One-dimensional positions along the dorso-ventral microelectrode trajectory were determined using this technique (Figure S1).

EM recordings. EOG signals were rated manually and those contaminated with technical or major blinking artifacts, usually represented by large amplitude changes oversaturating the recording channel, were excluded from further analyses. As we presumed that neuronal activity could be related not only to the position of the eye, but also to its motion and the dynamics of the motion [21,31] we characterized EM by: i) the eye position (POS), defined by the EOG signal itself, ii) the eye velocity (VELOC), defined as the derivative of POS, and iii) the acceleration of the eye (ACCEL), defined as the derivative of VELOC. The derivative of the signal was defined in terms of the differences between successive samples in a low-pass filtered signal computed using a sliding rectangular window with the cutoff frequency of 12.5 Hz. The maximum and typical amplitude of the EM was extracted in each recording position in each task for each patient. While the maximum amplitude was defined as the extreme value in VELOC, the typical amplitude was defined as the median peak exceeding ±1 SD of the VELOC.

To identify neurons whose activity was associated with EM, the relationships between IFR and POS, IFR and VELOC, and IFR and ACCEL were assessed. A neuron was considered connected to EM if its IFR was related to at least one of POS, VELOC, and ACCEL at the Bonferroni-corrected significance level of $p < 0.05$. The relationships between IFR and the EM characteristics were analyzed using cross-correlation, which could reveal not only the link between concurrent IFR and EM, but also the link of IFR to preceding and following EM (Figure 3A-C). The maximal cross-correlation lag considered was ±500 ms with steps of 2.5 ms. Biased estimates of correlation coefficients were computed to diminish uncertainty in estimates of correlation coefficients over longer lags. The cross-correlation coefficient between two signals was defined as the extreme correlation coefficient between the signals over all the lags considered. The lag in which the extreme cross-correlation was reached was called the optimal EM-to-IFR cross-correlation lag. The statistical significance of the cross-correla-
Results

We acquired 137 pairs of MER and EOG signals from 91 recording positions: 97 MERs were assigned to the STN, 21 to the GP and 19 to the SNr according to their firing pattern. In total, 183 neurons were detected using the spike sorting procedure, out of which 130 were located in the STN, 23 in the GP and 30 in the SNr (Table 1).

Neuronal activity related to scanning eye movements

Thirty seven (20%) out of 183 neurons identified in the basal ganglia during the scanning EM task were related to at least one of the EM kinematic parameters [POS, VELOC, ACCEL] (Table 3). Their proportion was higher than the expected false positive rate in each of the analyzed nuclei (binomial test, $p<0.001$): 26/130 neurons (20%) in the STN, 5/23 neurons (22%) in the GP and 6/30 neurons (20%) in the SNr. Locations of the EM-related neurons are depicted in the Figure S1. In the STN, the ratio of the EM-related neurons was higher in the ventral part (0 to 1 mm from the ventral STN border) compared to the rest of the nucleus (propotion test, $\chi^2 = 2.722$, df = 1, $p<0.05$).

The firing rate of the neurons related to eye position (POS) significantly correlated with fluctuations of the EOG (Pearson’s $r = 0.89$ (STN), 0.91 (GP), 0.86 (SNr); df = 18, $p<0.001$) (Figure 4). A relatively large number of neurons were related to more than one kinematic parameter (likelihood ratio test, $D = 42.2$ (STN), 19.8 (GP), 28.0 (SNr); df = 3, $p<0.001$).

As follows from cross-correlation analysis, the firing rate of the neurons was related either to concurrent, previous, or future EM tasks as no evidence against the null hypothesis of independence were detected for proper assessment of independence in neuronal activity between the two tasks. However, no GP or SNr neurons were co-activated during both tasks.

Eye movements in the scanning and saccadic tasks

As both the scanning EM and visually guided saccades tasks were executed by only four patients, 19 relevant recording positions were analyzed. Neurons related to scanning EM were usually not activated in the visually guided saccades task and vice versa. Out of 46 STN neurons found in these patients, ten neurons related to scanning EM, ten neurons related to visually guided saccades and only two were activated during both tasks. These neuronal populations seemed to be independent in each of the two tasks as no evidence against the null hypothesis of independence was found (Fisher exact test, $p = 1.0$) although the test had enough power to reject the null hypothesis had the number of co-activated neurons been higher. In the GP and SNr, an insufficient number of neurons were detected for proper assessment of independence in neuronal activity between the two tasks. However, no GP or SNr neurons were co-activated during both tasks.

Descriptive analyses of the EM amplitude revealed that the maximal amplitude of the scanning EM and visually guided saccades were nearly identical. As requested by the visually guided task, patients executed large saccades, while small EM predominated in the scanning task where large EM occurred only rarely. The amplitude of the typical EM made during the visually guided saccades task was greater than during the scanning task ($t = 5.7$, df = 18, $p<0.001$). On average, the median saccade amplitude was 2.6 times larger in the visually guided task than in the scanning EM task.
Discussion

We showed that nuclei of the basal ganglia (namely, STN, GP and SNr) contain neurons whose firing rates correlated with eye movements during the scanning EM task. The proportion of EM-related neurons was relatively high reaching 20-22% in each of those nuclei (Table 3). Despite technical limitations due to the single-channel EOG recording we found relationships between different kinematic parameters of the EM and the firing rate in many neurons (Table 3, Figure 4). These findings point to the role of the basal ganglia in the static and dynamic representation of the EM, a role of importance for the maintenance of accuracy in goal-directed movements.

Eye movement activity in basal ganglia

Our single unit records from the STN showed that the proportion of EM-related neurons was higher in its ventral part (Figure S1). A 20% share of oculomotor neurons in the ventral part of the STN has already been noted in monkeys [10] and in humans [21]. However, those were solely neurons involved in saccadic EM. As suggested by our results, the SNr and GP are probably as equally important for control of voluntary scanning EM as the STN. We consider this as one of the major outcomes of our study because in both of these nuclei, the oculomotor activity had previously been noted during EM only in animals [11,13,35].

The role of the STN in EM has been largely explored in deep brain stimulation treated patients with Parkinson’s disease. A high-intensity STN neurostimulation resulted in contraversive eyeball deviations [36,37], similar to STN inactivation after locally injected GABA in animals [30] or after unilateral traumatic striato-subthalamic lesion [39]. An electrode penetration to the STN has an impact on the EM parameters as well. It causes a transitory microlesion [40] prolonging the latency of reflexive saccades [41] which are already prolonged due to Parkinson’s disease [42]. Unlike microlesion, deep brain stimulation has an opposite effect on the STN as the latency of visually initiated reflexive saccades become shorter and normalized [41,43,44] while their gain is growing [45]. In addition, the STN deep brain stimulation improves some of the parameters of voluntary saccades [18,46] and suppresses interruptive saccades during fixation [47].

The significance of the STN in EM control is also well documented by other studies. The STN participates in the initiation of voluntary EM and in the inhibition of automatic EM [9,46], probably reflecting the influence of a hyperdirect pathway connecting the SMA and the motor cortex [48,49,50] including the supplementary eye field [51] with the STN, bypassing slower projections through the basal ganglia [52,53]. By the hyperdirect pathway, the motor plan can be rapidly implemented at the STN level and interfere with automatic EM [9,11]. The STN influence is then propagated by the following two main outputs [34,55]. The first is an excitatory glutamatergic projection to the SNr [56], whose activity is reduced or increased during saccades or smooth pursuit movements [12,13,35]. The SNr subsequently sends ipsi-as well as contralateral projections to the superior colliculus [57] which is an important nucleus involved in the control of automatic reflexive saccades [8]. The second glutamatergic output from the STN projects to the internal part of the GP [56] through which the oculomotor pattern can be further modified. The GP is more than just a skeletonmotor structure as confirmed by several findings of EM-related neurons in its external and internal role during visually guided saccades [11] and anti-saccades in animals [58]. Moreover, bilateral pallidotomy affects the fixation [17] and reduces the velocity of self-initiated saccades [15]. On the other hand, deep brain stimulation of the GP interna modifies other parameters of automatic as well as voluntary saccades (Fawcett et al., 2005).

Hence the fact that during the scanning EM task we found EM-related neurons in the STN, SNr and GP was not surprising.
Segregation and convergence in eye movement control

Scanning EM are an important tool in the exploration of complex visual stimuli [6,59]. Their trajectory is made up of a sequence of variably large saccades and fixations with the visual field maintained for tens to hundreds of milliseconds. As a result, a certain detail is steadily projected on the fovea. This is followed by a saccade, a rapid voluntary movement, by means of which the fovea moves on to a new point of interest while information from the other parts of the retina is being concurrently assessed in search of another point of fixation. This distributed parallel processing has been recently confirmed by the sequential scanning task [60]. As expected, in four patients where both tasks were used, the median amplitude of scanning EM was smaller than that of the saccades in the visually guided task. At the same time, the

![Figure 3. Time lag of neuronal activity with respect to electrooculography (EOG).](image)

A, B, C - Explanation of the cross-correlation procedure in three examples. Action potentials of three hypothetical neurons along with corresponding instantaneous firing rate (IFR) were correlated with the theoretical EOG signal. Figure A - the IFR correlates with the past EOG signal suggesting a sensory function of the neuron. Figure B - the IFR correlates with the concurrent EOG signal suggesting an executive function of the neuron. Figure C - the IFR correlates with the future EOG signal suggesting a preparatory function of the neuron. The time lag of the IFR in which the maximal (and significant) correlation with EM is reached is called the optimal IFR-to-EM cross-correlation lag. This lag is negative in A, zero in B and positive in C. Figure D - Frequency histograms of the optimal instantaneous firing rate (IFR) to eye movement cross-correlation lags in all eye movement-related neurons during the scanning eye movement task across the subthalamic nucleus (STN), globus pallidus (GP), and substantia nigra pars reticulata (SNr) considering kinematic parameters of the electrooculography (POS, VELOC, ACCEL, in columns). No significant differences in the locations of these distributions were found.

doi:10.1371/journal.pone.0078581.g003

<table>
<thead>
<tr>
<th></th>
<th>STN</th>
<th>GP</th>
<th>SNr</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MER count</td>
<td>97</td>
<td>21</td>
<td>19</td>
<td>137</td>
</tr>
<tr>
<td>neuron count (SEM task)</td>
<td>130</td>
<td>23</td>
<td>30</td>
<td>183</td>
</tr>
<tr>
<td>neuron count (SEM &amp; VGS task)</td>
<td>46</td>
<td>5</td>
<td>53</td>
<td></td>
</tr>
</tbody>
</table>

SEGMENTATION AND CONVERGENCE IN EYE MOVEMENT CONTROL

Scanning EM are an important tool in the exploration of complex visual stimuli [6,59]. Their trajectory is made up of a sequence of variably large saccades and fixations with the visual field maintained for tens to hundreds of milliseconds. As a result, a certain detail is steadily projected on the fovea. This is followed by a saccade, a rapid voluntary movement, by means of which the fovea moves on to a new point of interest while information from the other parts of the retina is being concurrently assessed in search of another point of fixation. This distributed parallel processing has been recently confirmed by the sequential scanning task [60]. As expected, in four patients where both tasks were used, the median amplitude of scanning EM was smaller than that of the saccades in the visually guided task. At the same time, the
amplitudes of largest EM executed in both tasks were similar. This is in agreement with previous studies, indicating that the amplitudes of scanning EM follow a heavily skewed distribution towards low values, with relatively rare movements of larger amplitude [61].

From what structures and in which way the scanning movements are controlled is still poorly understood. Since they are under voluntary control, they can be seen as a model with internally generated movements – unlike reflexive saccades which are initiated by external stimuli. Internally and externally triggered movements are generally subject to different control and executive mechanisms [62,63]. Hence, we assumed that both oculomotor systems are functionally segregated even at basal ganglia level. This hypothesis proved to be correct because in a subgroup of patients engaged in tasks which involved scanning as well as visually guided saccades, we observed that different EM-related neurons were involved in each of the tasks (Table 4). The principle of functional segregation in the control of voluntary and automatic EM had already been previously implicated in connection with the interpretation of deep brain stimulation effects [16] or cerebellar lesions [24]. Animal studies have identified spatially segregated functional territories for the control of saccadic EM in the basal ganglia [64,65]. In primates, the majority of visuo-oculomotor neurons were found in the ventral part of the STN, one third of them being active during reflexive externally triggered saccades and another third being active predominantly during internally triggered (memory guided) saccades [10]. Our results go even further in terms of this specialization hierarchy. Apart from the segregation of populations of EM neurons for scanning movements and visually guided saccades, we identified a higher degree of segregation in all three nuclei neurons. In fact, some neurons responded exclusively to a specific kinematic parameter of the EM task. In all three nuclei, these neurons became active 200–400 ms before EM, in its course and also 200–400 ms after its onset (Figure 3D). While STN neuronal activity expressed in saccade-related potentials already began 0.8–1.8 s before the saccade, suggesting the involvement of nonspecific readiness non-motor mechanisms [20], single unit neuronal STN and SNr activity culminated within 250 ms after the saccade onset [21] suggesting monitoring or sensory function. Our results are more in agreement with observations of the STN showing modified neuronal activity before, during and after the saccade [10]. This means that scanning EM-related neurons of the STN could be involved in all the preparatory, executive and monitoring phases of EM. This cannot be concluded for GP and SNr due to a relatively low amount of data.

**Time relation between EOG and neuronal activity**

In our study, the eye-movement neurons in the STN, SNr or GP were not firing solely in a particular phase of the scanning EM task. In all three nuclei, these neurons became active 200–400 ms before EM, in its course and also 200–400 ms after its onset (Figure 3D). While STN neuronal activity expressed in saccade-related potentials already began 0.8–1.8 s before the saccade, suggesting the involvement of nonspecific readiness non-motor mechanisms [20], single unit neuronal STN and SNr activity culminated within 250 ms after the saccade onset [21] suggesting monitoring or sensory function. Our results are more in agreement with observations of the STN showing modified neuronal activity before, during and after the saccade [10]. This means that scanning EM-related neurons of the STN could be involved in all the preparatory, executive and monitoring phases of EM. This cannot be concluded for GP and SNr due to a relatively low amount of data.

**Limitations**

As there were several limitations we should interpret our results with caution. The main problem arose from the impossibility of using infra-red oculography or two-channel EOG during surgery. While their use would definitely have improved the accuracy of the kinematic parameters during EM, they would also have interfered with the established implantation procedure. The use of single-channel EOG, which failed to capture the full extent of free-
direction EM and yielded no more than EM projection into a one-dimensional space, is clearly a limitation which to some extent compromised the sensitivity of our study. Another limitation is connected with the assessment of neuronal activity during the oculomotor tasks based on just correlation analysis. Neuronal firing does not have to relate to EM activity alone but it may also reflect visual perception, planning, visuo-spatial attention or other cognitive processing which coincide with oculomotor activity. In addition, our results could be affected by the fact that our data was obtained from patients with Parkinson’s disease in whom abnormal saccadic EM were repeatedly reported [42,44,46,71,72,73,74]. Whether any abnormalities exist in Parkinson’s disease during scanning EM also is not clearly known since, with the exception of one study which showed a deficit in trans-saccadic working memory [75], no-one has systematically...
focused on scanpath or other parameters of complex exploratory EM in these patients.

Conclusions

As our results showed, the STN, SNr and GP contain neuronal populations related to scanning EM. Their representation reached about 20% in each of the three nuclei. Basal ganglia are thus not limited to previously described saccadic control and perhaps play a more general role in EM circuitry. Oculomotor systems responsible for the execution and monitoring of scanning EM and visually guided saccades are mostly segregated as suggested by neurons involved exclusively in one of two EM tasks or by neurons selectively co-activated in association with a specific kinematic parameter. However, some functional overlap of the two oculomotor systems does exist, albeit confined to small groups of neurons conforming to the complementary convergence principle. Further studies combining clinical and electrophysiological approaches are needed to clarify the role of the basal ganglia in automatic and voluntary oculomotor behavior. We should emphasize, that the large representation of basal ganglia neurons showing activity during all phases of the EM is also an argument for taking them into account when designing new tasks using single unit microrecording. Many visual, ocular or motor experiments are potentially oculomotor in their nature which may compromise results if the EM-related neuronal activity was not considered.

Supporting Information

Figure S1 Positions of the eye movement-related neurons along dorso-ventral microelectrode trajectory within the basal ganglia. A – length of the subthalamic nucleus (STN), B – length of the globus pallidus (GP) and C – length of the substantia nigra pars reticulata (SNr) explored intraoperatively by the five microelectrodes in both the left and right hemispheres and projected to one-dimensional space aligned to the ventral border of the STN and GP and to the dorsal border of the SNr. Position of each neuron along the dorso-ventral axis is shown in each subject. The proportion of eye movement-related neurons (EM) was significantly higher in the ventral part of the STN.
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<table>
<thead>
<tr>
<th>Table 4. Eye movement-related neurons detected in the scanning eye movement task and/or visual guided saccade tasks.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EM-related neurons</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>POS-related</td>
</tr>
<tr>
<td>VELOC-related</td>
</tr>
<tr>
<td>ACCEL-related</td>
</tr>
<tr>
<td>POS &amp; VELOC-related</td>
</tr>
<tr>
<td>POS &amp; ACCEL-related</td>
</tr>
<tr>
<td>VELOC &amp; ACCEL-related</td>
</tr>
</tbody>
</table>

EM-related neurons – the number of eye movement-related neurons associated with at least one kinematic parameter (Bonferroni-corrected number of neurons for three kinematic parameters) identified from patients 16-19 which performed both the scanning eye movement task (SEM) and visual guided saccade task (VGS) in the subthalamic nucleus (STN), globus pallidus (GP) and substantia nigra pars reticulata (SNr). Neurons functionally associated with one or more kinematic parameters (POS – eye position; VELOC – eye velocity; ACCEL – eye acceleration) are reported for each nucleus separately.

doi:10.1371/journal.pone.0078581.t004
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\begin{abstract}
Proper classification of action potentials from extracellular recordings is essential for making an accurate study of neuronal behavior. Many spike sorting algorithms have been presented in the technical literature. However, no comparative analysis has hitherto been performed. In our study, three widely-used publicly-available spike sorting algorithms (WaveClus, KlustaKwik, OSort) were compared with regard to their parameter settings. The algorithms were evaluated using 112 artificial signals (publicly available online) with 2–9 different neurons and varying noise levels between 0.00 and 0.60. An optimization technique based on Adjusted Mutual Information was employed to find near-optimal parameter settings for a given artificial signal and algorithm. All three algorithms performed significantly better \((p<0.01)\) with optimized parameters than with the default ones. WaveClus was the most accurate spike sorting algorithm, receiving the best evaluation score for 60% of all signals. OSort operated at almost five times the speed of the other algorithms. In terms of accuracy, OSort performed significantly less well \((p<0.01)\) than WaveClus for signals with a noise level in the range 0.15–0.30. KlustaKwik achieved similar scores to WaveClus for signals with low noise level 0.00–0.15 and was worse otherwise. In conclusion, none of the three compared algorithms was optimal in general. The accuracy of the algorithms depended on proper choice of the algorithm parameters and also on specific properties of the examined signal.
\end{abstract}
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1. Introduction

Classifying neuronal action potentials is a technical challenge that is a prerequisite for studying many types of brain function. Accurate detection of the activity of individual neurons can be difficult to achieve due to the large amount of background noise and the complexity in distinguishing the action potentials of one neuron from others. Even if the activity of several neurons is recorded with only a single electrode, spike sorting allows the researcher to measure the activity of the individual neurons separately. Although there are many spike sorting software packages (including commercial packages), we are not aware of any objective comparison of them that discusses adjustments to their parameters and their impact on spike sorting accuracy.

1.1. Spike sorting algorithms

Most unsupervised spike sorting algorithms employ three principal steps (Fig. 1). In the first step, spikes are detected with an automatic spike detection method. In the second step, a set of features is extracted from each spike – principal component analysis (PCA) in Adamsos et al. (2008) or the wavelet transform (Quiroga et al., 2004) are usually used in this step. Finally, the spikes represented by their features are assigned to different neurons by an unsupervised learning algorithm (e.g., a clustering algorithm). We should mention that these steps are sometimes combined (Franke et al., 2009; Herbst et al., 2008), but most spike sorting algorithms handle the three steps independently.

We focus on stages 2 and 3, as there are already a number of comparative studies in the field of spike detection (Lewicki, 1998; Adamsos et al., 2008; Gibson et al., 2008), and because the studied spike sorting algorithms are modular, thus allowing the researcher to choose freely which spike detection algorithm to use. The spike detection part was omitted by providing the algorithms with reference spike times.

The idea of recording multiple neurons and then grouping the action potentials by the source neuron is not new. It was first
proposed in the 1960s (Gerstein and Clark, 1964), and since then numerous approaches to the problem have been developed.

Given a lower-dimensional representation of the spikes and disregarding the times at which the spikes occurred, the spike sorting problem reduces to a clustering problem. Therefore, most of the better known clustering algorithms have been applied to spike sorting: k-means clustering (Salganicoff et al., 1998), hierarchical clustering (Fee et al., 1996), superparamagnetic clustering (Quiroga et al., 2004), as well as mixtures of Gaussians (Sahani, 1999) and mixtures of t-distributions (Shoham et al., 2003). The method used in Fee et al. (1996) grouped multiple classes according to whether the interspike interval histogram of the group showed a significant number of spikes in the refractory period.

Takahashi et al. (2003a,b) combined independent component analysis (ICA) and the efficiency of an ordinary spike sorting technique (k-means clustering) to solve spike overlapping and non-stationarity problems of tetrode recordings with no limitation on the number of single neurons to be separated. Adams et al. (2010) attempted to resolve overlapping spikes by introducing a hybrid scheme that combines the robust representation of spike waveforms to facilitate the reliable identification of contributing neurons with efficient data learning to enable the precise decomposition of coactivations.

Fee et al. (1997) described a procedure for efficiently sorting spikes in the presence of noise that is anisotropic, i.e., dominated by particular frequencies, and whose amplitude distribution may be non-Gaussian, such as occurs when spike waveforms are a function of the interspike interval. Support vector machines were used in Ding and Yuan (2008) to solve the superposition spike problem.

Herbst et al. (2008) combined the spike detection and classification steps into a single computational procedure using a Hidden Markov Model framework. Detection and classification was also merged in Franke et al. (2009), where a method of linear filters was inspected to find a new representation of the data and to optimally enhance the signal-to-noise ratio. By incorporating direct feedback, the algorithm adapted to nonstationary data. Delescluse and Pouzat (2006) used Markov chain Monte Carlo in order to estimate and make use of the firing statistics as well as the spike amplitude dynamics of the Purkinje cells. Online spike-sorting approaches suitable for HW implementation were addressed in Gibson et al. (2010) and Rutishauser (2006). Adams et al. (2008) performed a comparative study focused on PCA using synthetic data on which correlated and white Gaussian noise processes are superimposed, and the KlustaKwik (Harris, 2000) clustering approach was used. Wang et al. (2006), proposed a robust approach employing an automatic overlap decomposition technique based on the relaxation algorithm that required simple fast Fourier transforms. Hulata et al. (2002) used a simple k-means technique for spike sorting while applying the wavelets packets decomposition framework in an extraction step.

The following approaches dealt with the quality of the spike sorting process. Schnitzer–Torbert et al. (2005) introduced two measures: L-ratio and Isolation Distance. The two measures quantified how well separated the spikes of one cluster were from other spikes. Joshua et al. (2007) described the isolation score, which measured the overlap between the noise (non-spike) and the spike clusters. The measure of Tankus et al. (2009) was based on visual features of the spike waveform and an automatic adaptive algorithm that learned the classification by a given human and could apply similar visual characteristics for classifying new data.

1.2. Comparative scheme

This paper describes a comparative analysis of the three most cited spike-sorting approaches with a publicly available source-code: WaveClus (Quiroga et al., 2004), OSort (Rutishauser, 2006) and KlustaKwik (Harris, 2000). The citation index was used as a measure for selecting the algorithm – see Fig. 2. Emphasis was put on involving one algorithm (Rutishauser, 2006) that can be used for real-time analysis.

The papers on WaveClus and KlustaKwik did not make direct comparisons with any other spike sorting method. They merely made comparisons between different versions of the same algorithm. OSort was compared with both methods, but from the perspective of online spike sorting (Rutishauser, 2006). We are convinced there is a need to evaluate them within a common framework, in order to determine which one to use for a specific task.

Lewicki (1998) presented an extensive review on spike sorting in 1998, but did not include any quantitative experiments, and dozens of new algorithms have been proposed since that review appeared. Gibson et al. (2008) compared several spike detection and feature extraction methods, but they did not include a
comparison of the clustering algorithm, because the goal of the paper was only to reduce the data for hardware implementation.

In summary, very few quantitative comparisons of spike sorting methods have been made, and there are no standard criteria for evaluating them. We propose in this paper an evaluation framework aimed at providing a fair comparison of spike sorting methods in more optimal terms.

2. Materials and methods

The objective of the study is to compare the three most widely-used publicly-available spike sorting algorithms (WaveClus, KlustaKwik, OSort) with regard to their parameter settings. We observed that even a small change in the parameters of a spike sorting algorithm may have a dramatic impact on their accuracy. Therefore a comparison between spike sorting algorithms and non-optimal parameters could be biased. To overcome this weakness, we employ an optimization technique on artificial signals to find near-optimal parameter settings. Using these settings, we compared the algorithms on various types of artificial signals, focusing on single-channel recordings (similar to extracellular signals recorded using a single micro electrode).

2.1. Spike sorting algorithms

The most important properties of all three spike sorting algorithms selected in the previous section are summarized in Table 1. There follows. A more detailed description of the algorithms that have been used follows.

2.1.1. WaveClus

WaveClus is an unsupervised spike detection and sorting algorithm that combines the wavelet transform (localizing distinctive spike features) with superparamagnetic clustering (SPC), which is a method used in statistical mechanics (Quiroga et al., 2004). It enables clustering of the data without assumptions such as low variance or Gaussian distributions. In the first step, spikes are detected with an automatic amplitude threshold on the high-pass filtered data. In the second step, a small set of wavelet coefficients from each spike is chosen as the input for the clustering algorithm. Finally, SPC classifies the spikes according to the selected set of wavelet coefficients (Quiroga et al., 2004). WaveClus is one of the most widely-used spike sorting algorithms, and it has a large number of parameters for fine-tuning the method (see Table 2 for details). WaveClus version 2.0 was used for the comparison.

2.1.2. OSort

OSort is an implementation of a template-based, unsupervised online spike sorting algorithm. The estimation of the number of neurons present, as well as the assignment of each spike to a neuron, is based on a distance metric between two spikes (Rutishauser, 2006). Based on this distance, a threshold is used: (i) to decide how many neurons are present and (ii) to assign each spike uniquely to a neuron cluster, or to a noise cluster if unsortable. The threshold is calculated from the noise properties of the signal and is equal to the squared average standard deviation of the signal, calculated with a sliding window. The main advantage of OSort over its competitors is that it can be used online, thus enabling real-time spike sorting during an experiment (Rutishauser, 2006). OSort version 2.1 was used for the comparison.

2.1.3. KlustaKwik

KlustaKwik is a software for unsupervised classification of multidimensional data. It is employed in the MClust toolbox, which enables both manual and automatic spike sorting on single-electrode, stereotrode and tetrode recordings. KlustaKwik fits a mixture of Gaussians with unconstrained covariance matrices and automatically chooses the number of mixture components. PCA is used to extract spike features for the clustering and a penalty term for selecting the number of clusters is implemented. The penalty is based on the ability to specify Bayesian information con-
tent (Cheeseman and Stutz, 1996). KlustaKwik allows a variable number of clusters to be fitted. The program periodically checks if splitting any cluster would improve the overall score. KlustaKwik also checks to see if deleting any cluster and reallocating its points would improve the overall score. The splitting and deletion features often allow the program to escape from local minima, reducing sensitivity to the initial number of clusters, and reducing the total number of starts needed for a data set (Harris, 2000). KlustaKwik version 1.6 was used for the comparison.

2.2. Test data

For the purposes of comparison we used two sets of artificial data: previously published data (Quiroga et al. (2004), referred to as QQ after Quian Quiroga) and data generated by our own method (referred to as JW, publicly available online – http://nit.felk.cvut.cz/~wildj1/ssc). Both of these data sets were obtained simulating extracellular signals recorded using a single micro electrode.

Our artificial data was generated by superimposing real spikes at random times onto a noise background. Since several aspects of signals affect spike sorting, we used a wide range of signals of different characteristics (signal noise level, number of neurons) to maximize the objectivity and discriminability of our results.

A total of 9 real spikes (64 samples) shown in Fig. 3 were picked manually from extracellular recordings during a Deep Brain Stimulation operation from the sub-thalamus nuclei (STN) of 5 patients. Each spike was deduced from a different position in the STN, thus eliminating the possibility of extracting two separate spikes of the same neuron.

To generate a signal with \( n \) neurons, spikes 1…\( n \) were used as a template for each neuron. Each template was first scaled to 75–125% (uniform distribution) of its maximal amplitude to mimic the different spatial distance from each neuron to the electrode and was placed at random positions in the signal, while maintaining a neuronal refractory period of 3 ms. The contribution of different neurons was independent, such that spikes of different neurons might have coincided with each other in the signal, simulating the situation of several neurons firing at the same time.

The noise background for longer signals (60, 960 s) was generated in the same way as for the QQ data (Quiroga et al., 2004) using over 2000 different spikes (some of which might be from the same neuron), thus simulating the activity of many distant neurons in the brain. For shorter signals (20 s), a spike-less part of a raw signal recorded from STN was used as a noise background to approximate real signals more closely. The noise was then scaled, so that its standard deviation \( \sigma \) lies within the range, and was then superimposed on the previously generated signal to get the final artificial record.

Twenty-two QQ signals (60 s) and another 90 JW signals with 2–9 neurons generated using the described procedure were used to evaluate the spike sorting algorithms on a large variety of signals with different properties. The JW signals were split into three groups according to their length – 40 short JW signals (20 s), 40 long JW signals (60 s) and 10 very long JW signals (960 s). The signals with the same number of neurons differed in the standard deviation of the noise that was superimposed on the signal element. However, as it was very difficult to estimate (and compare) the standard deviation of the noise component in the case of real signals, all the JW and QQ data was labeled using a straightforward noise estimation method (see Section 2.3).

2.3. Noise level estimation

The noise level \( n_l \) was defined as the reciprocal value to the signal-to-noise ratio \( \text{SNR} \) (Smith, 1999)

\[
  n_l = \frac{1}{\text{SNR}} = \left( \frac{A_{\text{noise}}}{A_{\text{signal}}} \right)^2
\]

where \( A_{\text{signal}} \) represents the root mean square (RMS) amplitude calculated from all the spikes extracted using spike detection, and \( A_{\text{noise}} \) accounts for RMS computed from the rest of the signal. As the estimated noise level was normalized, it was easier for comparison across signals with different amplitude ranges, as opposed to standard deviation. An inevitable drawback of the method described here was that the estimation was slightly biased as, in theory, \( A_{\text{signal}} \) had to be calculated only from the useful signal (spikes), whereas in the real case the spikes themselves were corrupted by noise.

For illustration purposes, Fig. 4 depicts the same 250 ms long signal with four different noise levels (0.05, 0.15, 0.25, 0.35). On
the right side of each signal there is a detail of two spikes (marked in the signal by a triangle and a circle), each belonging to a different neuron. This is an example to illustrate how much the noise affected the shape of the spikes.

2.4. Performance rating function

In order to assess the accuracy of different spike sorting algorithms and to provide an objective function for optimization, a performance measure was needed. As the experiments were performed using artificial data, the true clustering of the spikes was available. In machine learning research, many measures have been proposed for this type of clustering evaluation task (Warrens, 2008; Vinh et al., 2009, 2010), and some of them have already been used for spike sorting evaluation (Kretzberg et al., 2009; Gasthaus, 2008). Recently, Vinh et al. (2010) showed that Adjusted Mutual Information (AMI) had the best properties among all these clustering evaluation measures, so this measure was used for the evaluation.

AMI is an information-theoretic measure which usually provides a value between 0 and 1. The value is 0 if the clustering provides no information about the true clustering just by chance, and it is 1 if all information is revealed, meaning that the two clusterings are the same. Hence, AMI can be considered as the ratio of true information in a spike sorting result. Several AMI values and their corresponding clusterings are shown in Fig. 5.

2.5. Spike sorting parameters

All of the spike sorting algorithms discussed in this paper have a number of parameters (OSort – 2 parameters; KlustaKwik – 9 parameters; WaveClus – 13 parameters) that can be adjusted in order to improve the spike sorting accuracy. However, it was very difficult to set these parameters correctly using manual methods. Although all the parameters were documented, it was an almost impossible task to find out how to operate them so that the algorithm would perform better on a given signal. The parameter search was thus formulated as an automatic optimization problem: given a set of algorithm parameters \( \mathbf{x} = \{x_1, x_2, \ldots, x_n\} \), find a solution for \( \arg \max_{\mathbf{x}} f(\mathbf{x}) \), where the \( f(\mathbf{x}) \) objective function is the value of the performance rating function (the AMI score) for the spike sorting results obtained with parameter vector \( \mathbf{x} \). As artificial signals were used in this study, the AMI could be calculated for the parameter space and the optimal solution could be identified by an exhaustive search. Gradient descent and genetic algorithms were
also considered, but the objective function changed significantly with only a small change in the parameters, so only an exhaustive search guaranteed finding the global optima.

While employing the exhaustive search, only some of the algorithm parameters proved to have an impact on the spike sorting accuracy. The Table 2 summarizes the names of these parameters for all three algorithms. A complete annotated list of all parameters is available online at http://nit.felk.cvut.cz/~wildj1/ssc or at each algorithm author’s website.

In order to make a fair comparison between algorithms with different numbers of parameters, all signals were split into two parts. The first part was used for optimization to find the ideal parameters, and the second part was utilized to evaluate the spike sorting accuracy with these parameters.

2.6. Technical equipment used

All calculations and statistical analyses were performed using MatLab (Mathworks, Natick, MA). The spike sorting results for the different algorithms were calculated using a Dell Precision workstation running 32-bit Linux Mint with a 2.13 GHz Intel Core 2 Duo E6400 2.13 GHz and 2 GB of DDR2 RAM.

2.7. Statistical methods

For each artificial signal the AMI scores were calculated for each spike sorting algorithm, using either optimized or default parameters. For the spike sorting evaluation, the signals and their corresponding AMI scores were grouped according to the algorithm used and the signal noise level. Each group was visualized as a simplified boxplot showing the median and the lower and upper quartiles. The range between these quartiles is referred to as the spread. Differences between group medians were assessed using the two-sided Wilcoxon signed-rank test. Bonferroni corrections for multiple comparisons were applied whenever appropriate.

For the comparison between the optimized parameters, and the default parameters the AMI scores were grouped according to the algorithm and parameters that were used (either optimized or default). For visualization, the simplified boxplots were used as described above. Significant differences between the medians of the groups were assessed in the same way as for the spike sorting evaluation, using the two-sided Wilcoxon signed rank test.

3. Results and discussion

The algorithms were compared in two main aspects. First, the spike sorting accuracy was measured with AMI (one AMI score for each signal and algorithm). The results correspond to the evaluation part of the signals, unless otherwise stated. Second, the speeds of these algorithms were compared to give some impression of the number of spikes that can be processed within a reasonable time.

3.1. Optimized parameters

As was already discussed in Section 2.5, the parameters were optimized on one part of the signal and evaluated on the other half. It was important to see whether this optimization really yielded better results than the default parameters of the algorithm. Fig. 6 shows the spike sorting accuracy results using near-optimal parameters in comparison with the results employing the default parameters. JW short, long and QQ signals with noise levels ranging from 0.0 to 0.6 were used for this comparison. Although the spread of the AMI values was quite high, mainly due to the noise level diversity of signals used, it could be clearly seen that the optimization improved all three algorithms ($p < 0.01$).

3.2. Spike sorting accuracy

Our main assumption was that increasing noise levels have a negative effect on spike sorting accuracy. We therefore present our results depending on noise levels. Fig. 7 shows the spike sorting accuracy of WaveClus, Klustakwik and OSort on short (10s) JW signals with noise levels ranging from 0.0 to 0.6. For signals with noise level between 0.00 and 0.15, WaveClus was the most accurate.
algorithm, with a median AML of 0.7. However, because of its large spread the difference between WaveClus and KlustaKwik or OSort was not significant.

With added noise, the median AML of all respective algorithms decreased, with both WaveClus and KlustaKwik proving to be significantly better than OSort ($p < 0.05$ and $p < 0.01$ at noise level 0.15–0.30), both having a better AML score than OSort for 80% of 10 s signals within the respective noise level range. For signals with noise levels above 0.30 all three algorithms had very poor accuracy, indicating that signals with such a high noise level were beyond their capabilities.

Fig. 8, which depicts the same experiment as Fig. 7, only with longer JW and QQ signals (30 s), gave us somewhat similar results for WaveClus and OSort. WaveClus performed best in all cases, though it was significantly better ($p < 0.01$) than both of its competitors only for noise level 0.15–0.30 (it had a better AML score for 89% of the respective signals). KlustaKwik was significantly better than OSort for noise level 0.00–0.15, though with higher noise levels KlustaKwik had a larger spread than OSort. Again, noise level above 0.30 was too high for the algorithms to give reasonable results.

Some spikes were visually investigated in order to explain the effect of the noise levels. Judging from Fig. 4, the spike shape (in this case) remained almost unchanged for noise levels 0.05 and 0.15, but at 0.25 and 0.35 the spike shape did not seem like the shape at 0.05. This had a direct negative effect on the spike sorting accuracy of OSort, as shown in Figs. 7 and 8, in comparison with WaveClus, because OSort used raw spike shapes (without any filtering) and a simple distance measure for sorting.

3.3. Spike sorting time complexity

In a real world scenario, the speed of an algorithm may be of considerable importance. For example, if a certain algorithm can be run online, it will help researchers to gather sorted spiking data from micro electrodes in real time. Of these three algorithms, only OSort is online, which means that it processes spikes one-by-one as they come. For the other two algorithms, the whole spike sorting process needs to be re-run with all previous data to cluster the new spikes, so they are more targeted for offline analysis when new spikes are not coming in. Even for large-scale offline analysis, it would be good to know the computational demand of the algorithms.

Ten very long signals (960 s) with noise level 0.15 were used for evaluating the time complexity of each algorithm. The 960 s signals were cut into shorter signals, with the number of spikes varying from 100 to 19,460. The parameters for each spike sorting algorithm were optimized on the first part (1400 spikes) of each 960 s signal, and remained unchanged for all the other parts originating from this signal. As only the speed of the algorithms was measured and not their actual accuracy, parameter optimization of each individual signal part was unnecessary.

The results of the speed test are shown in Fig. 9. OSort was the fastest algorithm, with an average speed of 1100 spikes/s, whereas the average speed for KlustaKwik and WaveClus was 200 and 100 spikes/s respectively.
Fig. 9. Relation between number of spikes and time needed for the spike sorting algorithms to run. Long JW signals (960 s, noise level 0.15) cut into several parts were used. The parameters were optimized using the first signal segment with 1400 spikes and remained the same for all other segments.

4. Conclusion

Three widely-used publicly-available spike sorting algorithms were compared (WaveClus, Klustakwik, OSort) with regard to their parameter settings, using single-channel artificial data with different noise levels and different number of neurons. To avoid biased results, an optimization technique was employed based on Adjusted Mutual Information to find near-optimal parameter settings for our artificial signals. When using the near-optimal parameters, each algorithm improved its spike sorting accuracy as opposed to when only the default parameters were used (p < 0.01). Using these settings, an objective comparison of the three algorithms was made.

WaveClus was the best performing spike sorting algorithm. The accuracy of Klustakwik was comparable to that of WaveClus at a lower noise level (0.00–0.15), and worse otherwise. Although OSort performed less well than both WaveClus and Klustakwik, it sorted spikes at more than five times faster, and can thus be recommended for real-time signal processing with a low amount of noise present (below noise level 0.15). Where there is high noise (noise level greater than 0.3), none of the three algorithms provided reasonable results.

As our artificial data is publicly available online, we believe that our framework can be extended to further spike sorting algorithms, thus providing an objective comparison platform for neuroscience researchers.
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Abstract—One of the most difficult aspects of spike sorting is choosing the number of neurons in extracellular recording. The paper proposes a methodology for estimating the number of neurons based on the Gaussian mixture model. The following criteria have been examined: Bayesian selection method, Akaike's information criteria, minimum description length, minimum message length, fuzzy hyper volume, evidence density and partition coefficient. In order to validate the procedure, an experimental comparative study was carried out, comparing the proposed methodology with three spike sorting algorithms. The proposed methodology has an advantage of setting the minimum number of parameters and is very robust to background noise. We conclude that only fuzzy hyper volume and evidence density criteria are able to identify the correct number of neurons across different noise levels.
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I. INTRODUCTION

Extracellular recording of multiple neurons in densely packed neural structure as hippocampus (human epilepsy patient) or basal ganglia (deep brain stimulation) is one of the most used technique to reveals the brain’s coding representation. Spike sorting algorithms are a must tool for further processing of such acquired data. Throughout the literature several methods of automatically identifying and separating the neurons using unsupervised learning were proposed [1],[2],[3]. An important part of the sorting is determining the number of constituent clusters which best describe the data. A natural choice is to consider that each neuron represented by set of spikes shapes is generated by simple probability distribution and that the whole data set can be described as a weighted sum of these simpler distributions.

II. METHODOLOGY

A. Simulation of Data

The same data were applied as in [1] for comparison purposes. First, background noise was generated by superimposing spikes at random times at positions. Next, a train of three distinct spike shapes was superimposed on the noise signal at random times. Amplitude of the three spike classes was normalized to have a peak value of 1. The noise level was determined from its standard deviation, which was equal to 0.05, 0.1, 0.15, 0.2, 0.25, 0.3 and 0.35 relative to the amplitude of the spike classes. Two spike trains examples at coarser and finer scale are shown in Fig. 1.

B. Model of Data

We assume that our data are generated by finite mixture models. Indeed in case, such as with stationary spike shapes and uncorrelated noise, the clusters will be nearly spherical in which the model can be very accurate. In less ideal situations, such as correlated noise or non-stationary spike shapes, the partition can be modelled by general Gaussian mixture models [4]. Let \( \mathbf{X} = [X_1, \ldots, X_d] \) be a d-dimensional random variable, with \( \mathbf{x} = [x_1, \ldots, x_d] \) representing one particular outcome of \( \mathbf{X} \). It is said that \( \mathbf{X} \) follows a \( K \)-component finite mixture distribution if its probability density function can be written as

\[
p(\mathbf{x}|\Theta) = \sum_{k=1}^{K} p(k) p(\mathbf{x} | \Theta_k)
\]

where \( p(1), \ldots, p(K) \) are the mixing probabilities, each \( \Theta_k \) is the set of parameters defining the \( k \)th component and \( \Theta = \{\Theta_1, \ldots, \Theta_K, p(1), \ldots, p(K)\} \) is the complete set of parameters needed to specify the mixture. In this paper, we assume that all the components have \( d \)-variate Gaussian distributions (2), with each one characterized by \( \Theta_k = \{\mu_k, \sigma_k\} \). Throughout the paper we assume that all data/the feature vectors \( \mathbf{x}^n \) are independent of each other. Therefore the covariance matrix degenerates into a variance vector \( \sigma_k \).

\[
p(\mathbf{x}^n | \Theta_k) = \prod_{i=1}^{d} \frac{1}{\sqrt{2\pi\sigma_{k,i}}} \exp \left( -\frac{(x_{i}^n - \mu_{k,i})^2}{2\sigma_{k,i}^2} \right)
\]

Given a set of \( N \) independent and identically distributed samples \( \mathcal{X} = \{\mathbf{x}^1, \ldots, \mathbf{x}^N\} \), the log-likelihood corresponding to a \( K \)-component mixture is
is the number of parameters in the model set and according to Roberts [8] it often outperforms the method in [8]. It has been tested on synthetic and real data.

To contain the true/optimal range of values of \( \theta \) by obtaining a set of candidate models (usually by EM) for a set of \( K \) components of a mixture. The methods start the number of components of a mixture. The methods start with a finite data set. In the following paragraphs we will discuss several model selection criteria that follow the scheme described by (5) and that try to cope with the problems mentioned above.

1) AIC: A number of interpretations of the AIC criterion have been applied to unsupervised learning. We use the following AIC criterion offered in [7]. The AIC is defined as

\[
AIC(K) = - \frac{2}{N} L(\mathcal{X}|\Theta_K) + (N - 1 - d - \frac{K_{\text{max}}}{2}) + 3N_p \quad (6)
\]

where \( K_{\text{max}} \) is the largest number of components and \( N_p \) is the number of parameters in the model \(^1\).

2) BSM: BSM is based again on Bayesian methodology derived in [8]. It has been tested on synthetic and real data sets and according to Roberts [8] it often outperforms the other more heuristic methods. It is defined as:

\[
BSM(K) = L(\mathcal{X}|\Theta_K) - Kd \log (2\sigma_{\text{pop}}^2) + \log (K - 1)!
+ \frac{N_p}{2} + \frac{1}{2} \left( \sum_{k=1}^{K} \log \sum_{n=1}^{N} \frac{p(k|x^n)}{p(k)} - \frac{p(K|x^n)}{p(K)} \right)
+ 2d \sum_{k=1}^{K} \log (\sqrt{2}Np(k)) - 2 \sum_{k=1}^{K} d \sum_{i=1}^{d} \log \sigma_{k,i}^2 \quad (7)
\]

\(^1\)We do not take into the account small parameters (less than \( 10^{-2} \)).

where \( p(k|x^n) \) is the probability that the sample \( x^n \) was generated by \( k \)th mixture, \( \sigma_{\text{pop}}^2 \) is the diagonal element of covariance matrix of \( \mathcal{X} \).

3) MDL: The MDL approach originates from an optimal coding viewpoint. The second term of (8) is the average code length for transmitting the model parameters \( \Theta_k \), while the first term is the average code length for transmitting the discrepancy between the model and actual values \( \mathcal{X} \) [9].

\[
MDL(K) = 2L(\mathcal{X}|\Theta_K) + N_p \log (N) \quad (8)
\]

4) MML: Again the MML is based on an information-theoretic perspective. It was developed extensively by Oliver [7]. The MML expression is defined via

\[
MML(K) = -L(\mathcal{X}|\Theta_K) + Kd \log (2\sigma_{\text{pop}}^2) - \log (K - 1)!
+ \frac{N_p}{2} + \frac{N_p}{2} \log \kappa(N_p) - \log K!
+ \sum_{k=1}^{K} \sum_{i=1}^{d} \sqrt{2}Nk \sigma_{k,i}^2 - \frac{1}{2} \frac{K}{k=1} \log p(k) \quad (9)
\]

where \( \kappa(N_p) \) is the optimal lattice quantising constant in an \( N_p \)-dimensional space. Since optimal lattice constants are not known in some dimensions we used the same linear interpolation as given in [8].

5) FHV: The FHV looks at models with the lowest total volume. It was defined in [10] where it was used as a cluster validity measure. The hypervolume criterion is related to the within-cluster deviation, but due to its original fuzzy characteristics, unlike the square error criterion, it is not a monotone function of \( k \). FHV is defined by

\[
FHV(K) = \sum_{k=1}^{K} \prod_{i=1}^{N} \sigma_{k,i}^2 \quad (10)
\]

6) ED: This criterion is argued for in [8] and allows (10) to act as a penalty term, in such a way that data models with large values of \( FHV(K) \) have correspondingly low prior probabilities \( p(k) \).

\[
ED(K) = \frac{L(\mathcal{X}|\Theta_K)}{FHV(K)} \quad (11)
\]

7) PC: To calculate PC, we sum the squares of the probability that object \( x^n \) belongs to component \( k \) as it was defined in [7]

\[
PC(K) = \frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{K} p(k|x^n) \quad (12)
\]
on the three biggest principal components of FHV and ED measures. In this example only FHV and ED measures support three-clusters underlying model. Note that the number of clusters is clearly seen in PCA projection Fig. 2. Sub-figure (a): Three neurons with noise level at 0.2. Number of outliers were introduced by superimposition at background noise. Sub-figure (b): The minimum number of spikes to form a cluster was 130 threshold was 2 times the standard deviation of signal energy. The extraction threshold for spike detection was set to 4 times the standard deviation of the amplitude. Regarding EM algorithm parameter adjustment, the number of iterations was set up to 100 and the algorithm stopped if the change of the loglikelihood was smaller that 0.001. The results of KlustaKwik are averaged for 10 runs of the EM algorithm. All measures correctly identified three neurons for noise level till 0.15. WaveClust underestimates the number from level 0.2 when spikes start being overlapped. As background noise increases, the spike shapes are more polluted resulting in a failure of all approaches for noise level 0.35. FHV_3 and ED_3 criteria underestimated the correct number from level 0.25 since in the elevated presence of noise 3 principal components are not sufficient for the partition description.

Three commonly used spike sorting algorithms were used for result comparison. The first algorithm we compared against is the well known KlustaKwik clustering algorithm [3]. We used the first 10 principal components, computed using PCA, as features. The minimum number of clusters was set to 3 and the maximum number clusters to 30. The second algorithm we compared against is the WaveClust algorithm developed by Quiroga [1]. The extraction threshold for spike detection was set to 4 times the standard deviation of the background noise. Finally, the last algorithm we compared against is online clustering approach Qsort [2]. The extraction threshold was 2 times the standard deviation of signal energy. The minimum number of spikes to form a cluster was 130 in WaveClust and Qsort. All numerous remaining parameters of the presented algorithms were set to the default values.

Results for all noise level are presented in Table I. The subscript index in FHV and ED indicates that the input to GMM model was the first 3 PCA components of a spike’s shape. Only FHV and ED measures detected the correct number of neurons across all noise levels while MDL criteria overestimated the number as can be seen in Fig. 2(b). Note that standard deviation of FHV, ED and PC measures is the smallest for three clusters. The rest of criteria do not penalize more complex models resulting in their monotonic behavior. Therefore, we focused only on FHV and ED measures in the following comparison experiment.

We have validated the number of clusters/neurons detected using the following criteria i) refrectory period: less than a small (e.g. 5%) have an InterSpike Interval (ISI) of less than 3 ms, ii) projection test [2]: the minimum distance between projection of every spike and the center of the cluster, iii) visual inspection of cross- and auto-correlation [3]. We present the evaluation results for noise level 0.25 in detail. First, look at the results of projection test distance D. The clusters 1 and 3 are well separated ($D_{13} = 15$), while clusters 1,2 ($D_{12} = 7.7$) and 2,3 ($D_{23} = 8.8$) overlap. As we can observed from Table I, values below $D < 10$ indicate overlapping spikes. Secondly, ISI values reflect influence of...
noise to cluster overlapping. The threshold ISI value of 5% was determined as an indication of overlaps. The threshold is exceeded in case of the first neuron as Fig. 3 depicts as well as in all cases for noise levels 0.3 and 0.35 - see Table I.

<table>
<thead>
<tr>
<th>Method</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
<th>0.3</th>
<th>0.35</th>
</tr>
</thead>
<tbody>
<tr>
<td>FHV</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>FHV_3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Ed</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ED_3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>WaveClust</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Qsort</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>KlustaKwik</td>
<td>3.6</td>
<td>3.0</td>
<td>2.9</td>
<td>2.6</td>
<td>2.9</td>
<td>2.5</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Table I: Comparison of FHV and ED measures with sorting algorithms.

It has been proposed that the neurons spike refractory period can be used as a reliable indicator of whether the recording was made from a single cell or from multiple neurons. Conversely, cross-correlation of two clusters with a common refractory period is taken as an indication that the clusters actually represent the same cell [3]. Fig. 4 depicts the auto (ACG)- and cross-correlogram (CCG) for noise level 0.25. In case of two completely unrelated spike trains, the CCG is expected to be flat. However, the high value in CCG of neurons 2 and 3 indicates spikes overlap.

IV. CONCLUSION

We have presented a method for automatic unsupervised determination of the number of neurons in extra-cellular recording. The proposed methodology has an advantage of setting the minimum number of parameters and is very robust to background noise. We shown that two particular measures are helpful in determining the correct number of neurons: Fuzzy hyper volume and Evidence density. Furthermore, the problem of cluster evaluation was addressed. We suggested to use distance of projection test as an indication of spikes overlap.
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Metabolomic and statistical data analysis in diabetes mellitus
Perioperative Tight Glucose Control Reduces Postoperative Adverse Events in Nondiabetic Cardiac Surgery Patients
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Context: Tight glucose control (TGC) reduces morbidity and mortality in patients undergoing elective cardiac surgery, but only limited data about its optimal timing are available to date.

Objective: The purpose of this article was to compare the effects of perioperative vs postoperative initiation of TGC on postoperative adverse events in cardiac surgery patients.

Design: This was a single center, single-blind, parallel-group, randomized controlled trial.

Settings: The setting was an academic tertiary hospital.

Participants: Participants were 2383 hemodynamically stable patients undergoing major cardiac surgery with expected postoperative intensive care unit treatment for at least 2 consecutive days.

Intervention: Intensive insulin therapy was initiated perioperatively or postoperatively with a target glucose range of 4.4 to 6.1 mmol/L.

Main Outcome Measures: Adverse events from any cause during postoperative hospital stay were compared.

Results: In the whole cohort, perioperatively initiated TGC markedly reduced the number of postoperative complications (23.2% vs 34.1%, 95% confidence interval [CI], 0.60–0.78) despite only minimal improvement in glucose control (blood glucose, 6.6 ± 0.7 vs 6.7 ± 0.8 mmol/L, \( P < .001 \); time in target range, 39.3% ± 13.7% vs 37.3% ± 13.8%, \( P < .001 \)). The positive effects of TGC on postoperative complications were driven by nondiabetic subjects (21.3% vs 33.7%, 95% CI, 0.54–0.74; blood glucose 6.5 ± 0.6 vs 6.6 ± 0.8 mmol/L, not significant; time in target range, 40.8% ± 13.6% vs 37.9% ± 13.8%, not significant), whereas no significant effect was seen in diabetic patients (29.4% vs 35.1%, 95% CI, 0.66–1.06) despite significantly better glucose control in the perioperative group (blood glucose, 6.9 ± 1.0 vs 7.1 ± 0.8 mmol/L, \( P < .001 \); time in target range, 34.3% ± 12.7% vs 30.8% ± 11.5%, \( P < .001 \)).

Conclusions: Perioperative initiation of intensive insulin therapy during cardiac surgery reduces postoperative morbidity in nondiabetic patients while having a minimal effect in diabetic subjects. (J Clin Endocrinol Metab 100: 3081–3089, 2015)

Abbreviations: BMI, body mass index; CABG, coronary artery by-pass grafting; CI, confidence interval; CKD, chronic kidney disease; EuroSCORE, European System for Cardiac Operative Risk Evaluation; GI, gastrointestinal; ICU, intensive care unit; IIT, intensive insulin therapy; LOS, length of stay; PERI, perioperative; POST, postoperative; RCT, randomized controlled trial; RR, relative risk; TGC, tight glucose control.
Elevated blood glucose is strongly associated with increased morbidity and mortality of patients with a critical illness or undergoing a major surgical procedure (1–4). In 2001, the landmark Leuven trial performed in a surgical intensive care unit (ICU) demonstrated that tight glucose control (TGC) using intravenous intensive insulin therapy (IIT) aimed to maintain euglycemia (4.4–6.1 mmol/L) substantially reduced in-hospital mortality and the number of postoperative complications (5). Several other studies confirmed the positive effects of TGC on selected postoperative outcomes (6–8), whereas other trials on more heterogeneous ICU populations did not show significant benefits (9, 10). The largest multicenter NICE-SUGAR trial even demonstrated increased mortality in patients with TGC, most likely attributable to increased incidence of hypoglycemia (11). A recent meta-analysis including all major randomized trials in ICUs showed a significant benefit of TGC in surgical but not nonsurgical ICU patients (12). Despite these rather inconsistent findings, the need to control elevated glucose levels in critically ill patients is generally accepted, although target ranges are mostly set higher than those in the original Leuven trial.

Although the concept of TGC has been studied intensively, the optimal timing of TGC initiation in surgical patients remains elusive despite the fact that excessive hyperglycemia during surgery was shown to be an independent predictor of perioperative morbidity and mortality (13, 14). Only a few small studies comparing intraoperative vs postoperative TGC initiation were published with rather inconsistent results (15, 16). A recent meta-analysis of 5 randomized controlled trials comparing intensive and conventional insulin therapy during cardiac surgery did not show any benefit of the former except of reduced infection rates (17). It is thus currently unclear whether perioperative initiation of TGC affects patients' outcomes.

To this end, we performed a randomized controlled trial (RCT) comparing the effects of perioperative vs postoperative initiation of TGC on postoperative adverse events in cardiac surgery patients.

Subjects and Methods

Trial design and population

We conducted a single-center, single-blind, parallel-group, RCT involving adult cardiac surgery patients (aged 18–90 years) in an academic tertiary hospital in Prague, Czech Republic, between January 2007 and June 2012. The study was registered at Clinicaltrials.gov (registration number NCT01548963). Eligible participants were all hemodynamically stable patients undergoing major cardiac surgery with expected postoperative ICU treatment for at least 2 consecutive days. Exclusion criteria included allergy to insulin, mental incapacity, language barrier, and refusal to participate in the study. Severe hemodynamic instability during the surgery, patient’s rejection of further participation, or loss to follow-up were set as study discontinuation criteria. Informed consent was obtained from all participants before being enrolled into the trial. The study was approved by the Human Ethics Review Board of General University Hospital in Prague, Czech Republic, and was performed in accordance with the guidelines proposed in the Declaration of Helsinki.

Study interventions

Study participants were randomly assigned to 2 treatment groups: the perioperative (PERI) group with intraoperative and postoperative TGC and the postoperative (POST) group with only postoperative TGC. In the PERI group, IIT was initiated at any time from the beginning of cardiac surgery if blood glucose levels exceeded 6.1 mmol/L, whereas in the POST group, IIT was started after the admission to the postoperative ICU, and every time blood glucose during the operation exceeded 10 mmol/L an iv bolus of 1 to 2 IU of rapid-acting insulin was administered to keep glucose values under this threshold. In both groups, TGC lasted until the end of the ICU stay or until oral intake was restored. The target blood glucose range was set at 4.4 to 6.1 mmol/L. For post hoc result analysis and to better reflect the current, more moderate, glucose control approach a second range of less stringent glucose control was defined as 4.4 to 8.3 mmol/L. For allocation of participants to one of the study groups, a simple randomization procedure according to a computer-generated list of random numbers was used. Only the study coordinator and the operation staff were aware of the treatment assignment; the patients themselves and the postoperative ICU staff and outcome assessors and data analysts were kept blinded to the treatment allocation.

IIT protocols

Two protocols for TGC were used during the trial: the primarily used Matias protocol, which is essentially a modified Leuven protocol with the addition of insulin boluses, was later replaced by the computer-based eMPC (enhanced model predictive control) protocol with variable sampling rates, which in previous trials proved to be superior in terms of efficacy as well as safety (18, 19). Both protocols were described in detail elsewhere (18). Human rapid-acting insulin (Actrapid HM; Novo Nordisk) was given via a central venous line as a continuous infusion alone or in combination with insulin boluses (when the Matias protocol was applied). A standard concentration of 50 IU of insulin in 50 mL of 0.9% NaCl was used.

Blood glucose measurement and glucose infusion

Blood glucose samples were obtained from an arterial line whenever possible; otherwise, a central venous line was used. Capillary samples were not used during the ICU stay but became acceptable after the patient was discharged to a standard ward. Blood glucose levels were assessed by a blood gas analyzer (86.9% of samples, ABL 700; Radiometer Medical–) or a standard point-of-care glucometer (13.1% of samples, ACCU-CHEK Inform system; F. Hoffmann La-Roche AG–). The blood sampling rate was guided by the protocol applied.
During operations, blood glucose was measured every 1 hour with the frequency increasing to every 30 minutes in the on-pump period. In all patients, infusion of a 10% glucose solution with a glucose dose of 6.7 g/h was initiated upon the admission to the postoperative ICU and was continued for approximately 18 hours, when oral food intake was reestablished. In patients receiving mechanical ventilation, the glucose infusion lasted for 48 hours and was then replaced by standard enteral nutrition.

### Data collection

Patient history and clinical parameters including age, sex, race, height, weight, body mass index (BMI), EuroSCORE (the European System for Cardiac Operative Risk Evaluation), history of diabetes mellitus, and type of surgery were collected prospectively. Blood glucose levels were recorded from the beginning of the operation until the end of the postoperative hospital stay. Perioperative and postoperative adverse events, medication, and nutrition were continuously monitored and documented.

### Outcome measures

The primary study endpoint was defined as the number of adverse events from any cause during the postoperative hospital stay and included following newly developed organ dysfunctions: cardiovascular (low cardiac output syndrome, postoperatively initiated inotropic support or intraaortic balloon counterpulsation, acute myocardial ischemia, moderate to severe arrhythmias, and cardiopulmonary resuscitation); respiratory (acute pneumonia, fluidothorax of >300 ml, reintubation, and acute respiratory distress syndrome/acute lung injury), neurological (stroke and transient ischemic attack), gastrointestinal (GI) (ileus, gastric ulcer, GI bleeding, hepatopathy, acute pancreatitis, and need for parenteral nutrition), renal (acute kidney injury defined by RIFLE criteria–stage injury and above), and infections defined by the clinical picture and the need for systemic antibiotic therapy (detailed criteria for all selected adverse events are listed in the Supplemental Material). All events were evaluated according to the prespecified criteria by attending ICU physicians who were blinded to the treatment assignment. Parameters of glucose control (average blood glucose, time in, above, and below the target range, time in hyperglycemia of >8.3 mmol/L, and number of hypoglycemic episodes) and postoperative hospital stay length were set up as secondary endpoints. Severe hypoglycemia was defined as blood glucose of <2.2 mmol/L.

### Statistical analysis

To detect an overall difference of 10% in postoperative complications between the treatment groups with a two-sided 0.1% significance level and a power of 99%, a sample size of 2400 patients in the whole cohort was necessary, assuming a baseline postoperative morbidity of 30%. To include this number of patients, a 3-year inclusion period with 800 patients per year was anticipated. One interim analysis was performed after 1400 patients had been enrolled with the P value maintained at 0.1%, confirming the formerly calculated sample size. Numerical data from both groups were compared using the Student t test or the Mann-Whitney rank sum test as appropriate. Categorical data were analyzed with a 2-sample proportion test using standard approximation. The difference between the primary endpoints was expressed as relative risk reduction with a 95% confidence interval (CI). The significance level was set at P = .05. To correct for baseline bias, an adjustment analysis using logistic regression or negative binomial regression and ANOVA or a likelihood ratio test, as appropriate, was performed.

![Figure 1](image-url). Assessment, randomization and follow-up of study patients.

### Results

#### Baseline characteristics of study subjects

A total of 2383 subjects were randomized into the trial between January 2007 and December 2010, 1134 in the PERI group and 1249 in the POST group. The detailed enrollment process is depicted in the consort diagram (Figure 1). Patients in the POST group were slightly older with a higher prevalence of diabetes mellitus and chronic kidney disease (CKD) together with a higher EuroSCORE. Other baseline parameters including BMI, left ventricular ejection fraction and baseline creatinine were comparable between the two groups (Table 1).

When divided according to the presence of diabetes mellitus, the baseline profiles of nondiabetic sub-
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subjects in both the PERI and POST groups reflected the situation in the whole cohort with no difference in most of the baseline parameters except of CKD prevalence. In contrast, subjects with diabetes showed increased age and EuroSCORE, decreased BMI and slightly reduced left ventricular ejection fraction, but there was no difference in the number of patients with CKD in the POST group than in PERI group (Table 1).

### Types of surgery

Elective operations dominated the spectrum of surgical procedures, with acute operations being performed in approximately 10% to 15% of all subjects. Coronary artery by-pass grafting (CABG) was the most prevalent type of surgery. Other types included aortic, mitral, and tricuspid valve repair or replacement, thoracic aortic surgery, and pulmonary endarterectomy (Table 1).

### Glucose control

During the ICU stay, only minimal differences in the main parameters of glucose control were observed between the two study cohorts, favoring almost exclusively the PERI group, including average blood glucose and time in hyperglycemia as well as the number of hypoglycemic episodes (Table 2). These differences were even less pronounced in the nondiabetic subgroup with comparable average ICU glycemia and time in the target range and reduced number of hypoglycemic episodes. In contrast, subjects with diabetes mellitus in the PERI group showed slightly tighter glucose control as demonstrated by decreased ICU and intraoperative glycemia and longer time spent in the target range, with no significant difference in the occurrence of hypoglycemia, even though the time under the target range was increased. Episodes of severe hypoglycemia (<2.2 mmol/L) were comparably low in all study subgroups (Table 2). During the operation period intravenous insulin was administered to 95.1% of all subjects in the PERI group (94.1% in the nondiabetic and 98.1% in the diabetic subgroup) and to 22.7% of subjects in the POST group (11.9% in the nondiabetic and 51.6% in the diabetic subgroup), respectively.

### Perioperative morbidity and mortality

In the whole cohort, the number of patients with postoperatively developed organ complications was significantly reduced in the PERI group compared with that in the POST group (23.2% vs 34.1%; relative risk [RR],
Data are expressed as means ± SD or absolute number with relative percentage. The difference between the groups was expressed as absolute difference (AD) for numerical data or relative risk (RR) for categorical data, both with 95% CIs. The AD and RR values are unadjusted.

Abbreviation: GC, glucose control. Data are expressed as means ± SD or absolute number with relative percentage.

Table 2. ICU Glucose Control (From the Beginning of Operation to the End of ICU Stay)

<table>
<thead>
<tr>
<th></th>
<th>Whole Cohort</th>
<th>Nondiabetic Subjects</th>
<th>Diabetic Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PERI Group</td>
<td>POST Group</td>
<td>PERI Group</td>
</tr>
<tr>
<td>No. of patients</td>
<td>1134</td>
<td>1249</td>
<td>869</td>
</tr>
<tr>
<td>Average blood glucose, mmol/L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whole period</td>
<td>6.6 ± 0.7</td>
<td>6.7 ± 0.8(^a)</td>
<td>6.5 ± 0.6</td>
</tr>
<tr>
<td>Intraoperative period</td>
<td>7.0 ± 1.4</td>
<td>7.4 ± 1.5(^a)</td>
<td>6.8 ± 1.1</td>
</tr>
<tr>
<td>Time in GC range (4.4–8.3 mmol/L), %</td>
<td>79.3 ± 13.3(^a)</td>
<td>75.8 ± 14.4</td>
<td>82.5 ± 11.4(^a)</td>
</tr>
<tr>
<td>Time above target range (&gt;8.3 mmol/L), %</td>
<td>14.5 ± 12.2</td>
<td>17.2 ± 13.5(^a)</td>
<td>12.5 ± 10.2</td>
</tr>
<tr>
<td>Time below target range (&lt;4.4 mmol/L), %</td>
<td>6.2 ± 5.7</td>
<td>7.0 ± 5.8(^a)</td>
<td>5.0 ± 5.2</td>
</tr>
<tr>
<td>Moderate hypoglycemia (2.2–3.2 mmol/L), no. of measurements/all measurements, %</td>
<td>50856/319 (0.9)</td>
<td>70362/855 (1.1)</td>
<td>26740/766 (0.7)</td>
</tr>
<tr>
<td>Severe hypoglycemia (&lt;2.2 mmol/L, no. of measurements/all measurements), %</td>
<td>445/612 855 (0.1)</td>
<td>2040/766 (0.1)</td>
<td>3345/100 (0.1)</td>
</tr>
</tbody>
</table>

Table 3. Perioperative Morbidity and Mortality: Whole Cohort

<table>
<thead>
<tr>
<th></th>
<th>PERI Group</th>
<th>POST Group</th>
<th>AD or RR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of patients</td>
<td>1134</td>
<td>1249</td>
<td>115</td>
</tr>
<tr>
<td>Hospital stay length, days</td>
<td>11.7 ± 8.1</td>
<td>12.2 ± 9.4</td>
<td>0.5 (–0.2 to 1.2)</td>
</tr>
<tr>
<td>ICU stay length, hours</td>
<td>117.5 ± 132.1</td>
<td>115.5 ± 117.7</td>
<td>2.0 (–12.2 to 8.1)</td>
</tr>
<tr>
<td>Perioperative mortality, no. of patients (%)</td>
<td>37 (3.3)</td>
<td>48 (3.8)</td>
<td>0.85 (0.56 to 1.29)</td>
</tr>
<tr>
<td>Perioperative morbidity, no. of patients (%)</td>
<td>263 (23.2)</td>
<td>426 (34.1)(^a)</td>
<td>0.68 (0.60 to 0.78)</td>
</tr>
<tr>
<td>Complications, no. of events (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>135 (11.9)</td>
<td>257 (20.6)(^a)</td>
<td>0.58 (0.48 to 0.70)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>72 (6.3)</td>
<td>94 (7.5)</td>
<td>0.84 (0.63 to 1.13)</td>
</tr>
<tr>
<td>Renal</td>
<td>88 (7.8)</td>
<td>131 (10.5)(^b)</td>
<td>0.74 (0.57 to 0.96)</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>33 (2.9)</td>
<td>66 (5.3)(^c)</td>
<td>0.55 (0.37 to 0.83)</td>
</tr>
<tr>
<td>Neurological</td>
<td>30 (2.6)</td>
<td>82 (6.6)(^a)</td>
<td>0.40 (0.27 to 0.61)</td>
</tr>
<tr>
<td>Infectious</td>
<td>36 (3.2)</td>
<td>89 (7.1)(^a)</td>
<td>0.45 (0.31 to 0.65)</td>
</tr>
</tbody>
</table>

Data are expressed as means ± SD or absolute number with relative percentage. The difference between the groups was expressed as absolute difference (AD) for numerical data or relative risk (RR) for categorical data, both with 95% CIs. The AD and RR values are unadjusted.

\( ^a \) P < .001.
\( ^b \) P < .05.
\( ^c \) P < .01.
4). Perioperative mortality did not differ significantly between any of the studied groups (Tables 3 and 4).

Discussion

In the present trial, we show that perioperative initiation of TGC reduces postoperative complications and improves outcomes predominantly in nondiabetic patients undergoing cardiac surgery. Although excessive hyperglycemia during surgery is a well-established and independent predictor of perioperative morbidity and mortality (13, 14, 20), only limited data assessing the effects of its lowering are available to date. Lazar et al (15) demonstrated that the administration of glucose-insulin-potassium infusion aimed to maintain blood glucose levels between 6.7 and 10 mmol/L decreases episodes of recurrent ischemia and wound infections and improves 2-year survival compared with a sliding scale insulin protocol with a target range of <11.1 mmol/L in subjects undergoing CABG. Similarly, glucose-insulin-potassium infusion with target glucose levels of 6.0 to 10.0 mmol/L improved myocardial contractile function and decreased inotropic support in a study by Koskenkari et al (21).

However, the first RCT to comprehensively assess the value of intraoperative TGC, which included 400 patients receiving either TGC aiming at blood glucose between 4.4 and 5.5 mmol/L or conventional treatment with a glycemic target of <11.1 mmol/L during CABG implantation, failed to show any significant difference in the composite outcome (death, deep sternal wound infection, prolonged infection, cardiac arrhythmias, stroke, and renal failure) between both groups. In fact, intraoperative TGC significantly increased the number of strokes and tended to increase overall mortality, thus raising concerns about the efficacy and safety of TGC during surgical procedures (16).

In contrast to these data, perioperatively initiated TGC in our study markedly decreased postoperative complications with an overall risk reduction of 32%. In addition to confirming the previously established association between perioperative TGC and the reduction in cardiovascular and infectious complications, our data also show a strong beneficial effect of early TGC initiation on other adverse event types including neurological, renal, and GI. Strikingly, this substantial risk reduction was associated with very little overall glucose control improvement in the PERI group throughout the ICU stay. Obviously, the differences in glucose levels were slightly more pronounced in the intraoperative period, but whether this was the primary mechanism by which postoperative complications in the

| Table 4. Perioperative Morbidity and Mortality: Nondiabetic and Diabetic Subjects |
|-------------------------------------|-------|----------------|-----------|-----------|-------|-------|----------------|-----------|-----------|
|                                   | Nondiabetic Subjects | Diabetic Subjects |
|                                   | PERI Group | POST Group | AD or RR (95% CI) | PERI Group | POST Group | AD or RR (95% CI) |
| No. of patients                  | 869       | 910        | 41                   | 265        | 339        | 74                   |
| Hospital stay length, days       | 11.6 ± 7.9 | 11.6 ± 8.4 | 0.01 (-0.7 to 0.8)   | 12.0 ± 8.7 | 13.6 ± 11.4a | 1.7 (0.1–3.3) |
| ICU stay length, hours           | 120.3 ± 133.7 | 115.8 ± 118.9 | 4.5 (-16.4 to 7.3) | 108.4 ± 126.5 | 114.7 ± 114.6b | 6.3 (2.0–19.0) |
| Perioperative mortality, no. of patients (%) | 19 (2.2) | 33 (3.6) | 0.60 (0.35 to 1.05) | 18 (6.8) | 15 (4.4) | 1.54 (0.79–2.99) |
| Perioperative morbidity, no. of patients (%) | 185 (21.3) | 307 (33.7)c | 0.63 (0.54 to 0.74) | 78 (29.4) | 119 (35.1) | 0.84 (0.66–1.06) |
| Complications, no. of events (%)  | 109 (12.5) | 193 (21.2)c | 0.59 (0.48 to 0.73) | 26 (9.8) | 64 (18.9)b | 0.52 (0.34–0.80) |
|                                      | 56 (6.4)  | 69 (7.6)  | 0.85 (0.60 to 1.19) | 16 (6.0)  | 25 (7.4)  | 0.82 (0.45–1.50) |
|                                      | 54 (6.2)  | 92 (10.1)b | 0.61 (0.45 to 0.85) | 34 (12.8) | 39 (11.5) | 1.12 (0.72–1.72) |
|                                      | 22 (2.5)  | 46 (5.1)b  | 0.50 (0.30 to 0.83) | 11 (4.2)  | 20 (5.9)  | 0.70 (0.34–1.44) |
|                                      | 8 (0.9)   | 60 (6.6)c  | 0.14 (0.07 to 0.29) | 22 (8.3)  | 22 (6.5)  | 1.28 (0.72–2.26) |
|                                      | 24 (2.7)  | 60 (6.6)c  | 0.42 (0.26 to 0.67) | 12 (4.5)  | 29 (8.6)  | 0.53 (0.28–1.02) |
| Cardiac deaths, no. of patients (%) | 2 (0.02)  | 4 (0.04)  | 1.00 (0.40–2.53)   | 1 (0.03)  | 1 (0.03)  | 1.00 (0.40–2.53) |
| Respiratory deaths, no. of patients (%) | 1 (0.01)  | 2 (0.02)  | 1.00 (0.40–2.53)   | 1 (0.03)  | 1 (0.03)  | 1.00 (0.40–2.53) |
| Renal complications, no. of events (%) | 5 (0.06)  | 12 (0.13) | 2.33 (0.98–5.87)   | 9 (0.29)  | 17 (0.53) | 1.88 (1.20–2.93) |
| Gastrointestinal complications, no. of events (%) | 10 (0.12) | 21 (0.23) | 2.12 (1.53–2.94)   | 12 (0.39) | 24 (0.73) | 1.80 (1.21–2.65) |
| Neurological complications, no. of events (%) | 19 (0.22) | 46 (0.51) | 2.50 (1.87–3.37)   | 16 (0.52) | 35 (1.06) | 2.04 (1.43–2.89) |
| Infectious complications, no. of events (%) | 17 (0.20) | 39 (0.43) | 2.21 (1.63–2.99)   | 13 (0.41) | 27 (0.82) | 2.09 (1.46–2.95) |

Data are expressed as means ± SD or absolute number with relative percentage. The difference between the groups was expressed as absolute difference (AD) for numerical data or relative risk (RR) for categorical data, both with 95% CI. The AD and RR values are unadjusted.

a P < .05.
b P < .01.
c P < .001.
PERI group were reduced remains questionable (especially considering the fact that the nondiabetic subgroup, which profited the most from perioperative initiation of TGC, showed the least improvement in glucose control and vice versa). The marginally increased incidence of hypoglycemia, a factor associated with higher morbidity and mortality in subjects with TGC, in the POST group might also not fully explain the reduction in postoperative outcomes. It might be speculated that early administration of insulin already during the surgery could have to some extent moderated the developing operation-induced stress response by effects other than glucose lowering, including anti-inflammatory, antioxidant, antithrombotic, and vasodilatory effects (22–24). On the other hand, this would seem to be in contrast with a subanalysis of the Leuven study, which showed that blood glucose, rather than insulin, is responsible for the positive effects of TGC (25). The proposed hypothesis notwithstanding, the exact mechanisms by which intraoperatively initiated IIT reduced the number of postoperative complications remain yet to be fully elucidated. Nevertheless, our data indicate that the intraoperative phase of cardiac surgery might have more significance in postoperative outcomes than previously thought and that the exact timing of insulin infusion might be one of the key elements contributing to the efficacy of the TGC regimen.

Another striking finding of our study was the fact that the reduction in postoperative morbidity connected with intraoperative initiation of TGC was driven predominantly by nondiabetic subjects. These findings are in line with some of the previously published data showing a stronger association of hyperglycemia with increased mortality risk in nondiabetic individuals than in those with diabetes (26, 27) and less benefit of TGC in subjects with diabetes mellitus (6, 28). The reason for this difference might be an adaptive response to hyperglycemia in diabetic patients due to their chronic exposure to higher glucose levels, whereas in nondiabetic individuals such mechanisms are missing (29). Another factor that might have contributed to the different outcomes in individuals with and without diabetes mellitus was the presence of hypoglycemia, as the number of moderately hypoglycemic subjects (2.2–3.2 mmol/L) was significantly reduced in the nondiabetic PERI subgroup compared with that in the POST group, while being conversely increased in diabetic subjects. However, the incidence of severe hypoglycemia was comparable throughout all subgroups. Finally, the fact that >50% of subjects in the diabetic POST subgroup received intravenous insulin during the operation (albeit only in the amount of a single bolus of 1–2 IU and with the target glucose being <10 mmol/L) might have to some extent diluted any positive effects of intraoperative insulin administration in the diabetic PERI group.

Although our study was not powered to assess mortality, this parameter certainly comprises the most important safety signal for any intervention. An increased number of deaths, although statistically nonsignificant (4 vs 0), raised concerns about the safety of intraoperative TGC in the study by Gandhi et al (16). Here we did not find any significant difference in perioperative mortality between any of the PERI and POST subgroups. The length of the postoperative stay as one of the secondary endpoints did not differ between the subgroups either in the whole cohort or in nondiabetic individuals, whereas it was slightly prolonged in the diabetic POST group. These results largely confirm the findings of Gandhi et al (16), who also did not observe any shortening of the LOS in association with intraoperative TGC.

Because TGC per se increases the potential risk of hypoglycemia, safety is one of the primary concerns connected to TGC. Compared with the intensive arms of NICE-SUGAR and the original van den Bergh trial with glucose targets similar to those in our study, both the PERI and POST groups showed lower incidence of severe hypoglycemia (<2.2 mmol/L: 3.2% and 4.2% of subjects in the PERI and POST groups vs 5.1% in van den Bergh et al [5] and 6.8% in NICE-SUGAR [11]) (5, 11). Somehow surprisingly, intraoperative initiation of TGC in our study slightly decreased the number of moderate hypoglycemic episodes (2.2–3.3 mmol/L) and reduced the time spent under the target range compared with results for postoperative initiation in the non-diabetic subgroup, whereas the rates of severe hypoglycemia were comparable across all groups. Our current data do not enable us to unravel the exact mechanisms responsible for this positive effect, although one possible explanation is that in subjects without a previous history of diabetes mellitus, perioperative insulin administration prevented early glycemic rises and stabilized glucose profiles, which resulted in decreased occurrence of hypoglycemia. Nevertheless, the results obtained indicate that intraoperative initiation of TGC is a safe procedure with minimal additional hypoglycemic risk for the patient compared with that for postoperative initiation.

Several limitations might have partially affected the results of the present study and their further applicability. Despite the inclusion efforts, several baseline characteristics differed slightly between the groups including older age, increased prevalence of diabetes mellitus and CKD, lower percentage of elective procedures, higher proportion of CABG and off-pump surgery, and worse prognosis as assessed by the additive and logistic EuroSCORE in the POST group. Nevertheless, the differences between the groups remained valid after statistical adjustment for these baseline
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inconsistencies. The higher dropout rate due to hemodynamic instability during surgery in the PERI group as well as administration of low corrective bolus insulin doses during the intraoperative period in part of the POST group might constitute another source of potential bias. It also should be mentioned that the subgroup analysis between diabetic vs non-diabetic patients had not been planned in the original protocol and therefore has to be considered exploratory with all potential limitations. The selected target range reflects the original Leuven trial more than the current, less stringent, recommendations, partially owing to the pre-NICE-SUGAR design of the trial and partially owing to the unclear situation regarding optimal target ranges for different ICU subgroups with some meta-analytic data indicating benefits of tighter glucose targets in cardiac surgery subjects (12, 30). As this trial was not designed to compare different target ranges, we are not able to draw any relevant conclusions about this question. Nevertheless, the lower mortality rates in both the PERI and POST groups than in either the Leuven or the NICE-SUGAR trials suggest that our approach was safe. The absence of postdischarge follow-up due to complicated logistics comprises another limitation of the study. In contrast, the use of 2 different protocols for TGC should not have affected the outcomes, as only 1 protocol was used at a given time and the number of patients treated by a particular protocol was comparable in each group.

In summary, we have demonstrated that intraoperative initiation of TGC using IIT substantially reduces the incidence of postoperative complications without affecting mortality or postoperative LOS in non-diabetic patients undergoing cardiac surgery and has little effect in subjects with diabetes mellitus.
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Introduction

Obesity is one of the most prevalent health problems commonly associated with an increased risk of type 2 diabetes mellitus (T2DM), arterial hypertension, cardiovascular disease, and several types of cancer [1]. The elucidation of the pathophysiology of obesity and related complications and their successful treatment require detailed characterization of involved biochemical pathways to dissect optimal nodes for therapeutic intervention. Metabolomic strategy based on NMR spectroscopy followed by multivariate statistical analysis is a perfect tool for understanding such a complex pathophysiological condition as obesity at a detailed metabolic level [2–4].

Keywords Mouse model · Monosodium glutamate (MSG) induced obesity · Diabetes · NMR · Metabolomics · Urine

Monosodium glutamate (MSG)-induced obesity resulting from subcutaneous injections of MSG to neonatal rodents represents a useful chemically induced rodent model of obesity and insulin resistance in mice and rats. The MSG administration induces specific lesions in the arcuate nucleus (ARC) of the hypothalamus with the damage of most ARC neurons [16] together with ARC area shrinkage, third ventricle widening, and thinning of median eminence [17]. In contrast to ARC, the main food intake regulating center of the hypothalamus, other nuclei in the hypothalamus remain intact after MSG administration [18, 19]. MSG-treated rodents have disturbed light/dark eating cycle owing to impaired vision [20, 21]. They develop obesity with an increased adiposity at sustained body weight [22] resulting rather from a lower metabolic rate than from elevated food intake. Recently, we reported that mice with MSG obesity showed substantially attenuated food intake after 24-h fasting compared to their lean controls [23]. Other features of the MSG rat and mice model similar to human obesity include hyperinsulinemia and insulin resistance [24]. On the other hand, glucose levels in MSG obese male mice remain normal despite marked hyperinsulinemia [25] making MSG mice a suitable model of obesity combined with insulin resistance without overt diabetes which is a very common combination in patients worldwide.

Although several authors followed the biochemical alterations in MSG obese mice [25–27] in detail during past years, none of them deals with this model in terms of metabolomics. In the present study, we show a detailed characterization of the metabolic status of MSG mice using a combination of biometric, biochemical, and hormonal parameters with exploration of the NMR-based metabolome of urine.

Material and methods

Experimental animals

All animal experiments followed the ethical guidelines for animal experiments and the Act of the Czech Republic No. 246/1992 and were approved by the Committee for Experiments with Laboratory Animals of the Academy of Sciences of the Czech Republic. NMRI mice (Charles River, Sulzfeld, Germany) were housed at 23 °C with a daily cycle of 12 h light and dark (light from 6 am). Mice had free access to water and were fed standard chow diet (M lýn Kocanda, Jesenice, Czech Republic) containing 25, 9 and 66 % calories as protein, fat and carbohydrate, its energy content was 3.4 kcal/g.

For MSG-induced obesity, newborn male NMRI mice were subcutaneously (SC) injected with l-glutamic acid sodium salt hydrate (Sigma, St. Louis, USA) (4 mg/g body weight) from postnatal day 2–8 as described previously [23]. Body weight was monitored once weekly up to the age of 9 months. Urine for NMR-based metabolomics was collected from MSG and control mice (10 animals per group) at the age 2, 6, and 9 months. For this purpose, the mice were housed in individual metabolic cages (Tecniplast, Italy) without access to food and 24 h urine was collected. The samples were stored at −80 °C until NMR analysis.

Overnight-fasted MSG obese mice and their controls at the age 2, 6 and 9 months (n=10) were sacrificed by decapitation starting at 8:00 a.m. The trunk blood was collected, and the plasma was separated and stored at −80 °C. The white adipose tissue (WAT, i.e., subcutaneous—SCAT and intraperitoneal—IPAT), brown adipose tissue (BAT), and the liver of all mice were dissected, weighed, and flash-frozen in liquid nitrogen and stored at −70 °C until RNA extraction. The rate of adiposity was expressed as the fat-to-body weight ratio (ratio of the total adipose tissue weight to the total body weight).

Biochemical experiments

Glucose tolerance test

An intraperitoneal glucose tolerance test (IPGTT) was performed in 6-month-old overnight fasted MSG mice and their controls starting at 8:00 a.m. by IP injected glucose (2 g/kg). Blood glucose was then measured at 0, 15, 30, 60, 90, 120 and 180 min following injection using a Glucocard glucometer (Arkray, Kyoto, Japan).

Determination of hormonal and biochemical parameters

Blood plasma insulin concentrations were measured by RIA assay (Millipore, St. Charles, MI, USA and Linco Research, St. Charles, MI, USA, respectively), and leptin concentrations were determined by ELISA assay (Millipore, St. Charles, MI, USA). Glucose levels were measured using a Glucocard glucometer. All measurements were carried out according to the protocols recommended by the manufacturers.

Determination of mRNA expression

mRNA expressions were determined in 6-month-old mice. Samples of IPAT, SCAT, and liver were processed as described in [28]. Determination of the mRNA expression of genes of interest (acetyl-CoA carboxylase 1 (ACACA)) and fatty acid synthase (FASN) in liver, IPAT and SCAT; major urinary protein-1 (MUP1) in the liver, lipoprotein lipase (LPL), fatty acid binding protein 4 (FABP-4), adiponectin, leptin, peroxisome proliferator-activated receptor alfa and gamma (PPAR-α, PPAR-γ) in IPAT and SCAT, PPAR-α, PPAR-γ, and uncoupling protein 1 (UCP-1) in BAT,
nicotinamide N-methyltransferase (NNMT) in SCAT, IPAT, BAT, and liver was performed using an ABI PRISM 7500 instrument (Applied Biosystems, Foster City, CA, USA). The expression of beta-2-microglobulin (B2M) was used to compensate for variations in input RNA amounts and the efficiency of reverse transcription, and the modified formula ΔCt was used to calculate the relative gene expression. For NNMT mRNA expressions, additional controls of glyceraldehyde-3 phosphate dehydrogenase (GADPH) and beta-glucuronidase (GUSB) were also applied.

Statistical analyses of biochemical parameters and mRNA expressions

The data are presented as the means±SEM for the number of animals indicated in the figures and tables. The data were analyzed by a t test, as stated in the figure and table legends, using the Graph-Pad Software (San Diego, CA, USA); p<0.05 was considered statistically significant.

Determination of proteins in urine

Protein concentrations were quantified using bicinchoninic acid (Sigma) with bovine serum albumin (Sigma) as a standard in the microscale mode [29]. In the next step, a native polyacrylamide gel electrophoresis was performed for qualitative description of protein in the analyzed samples. The same volume of urine containing a protein mixture was pre-mixed for each sample with five-times concentrated electrophoretic sample buffer and separated on 12 % basic native PAGE in the 90 mM Tris–borate buffer system and 1 mM EDTA (pH 8.0) using 200 V/15 cm for 1 h at 4 °C. The protein bands were visualized using silver staining and bovine serum albumin (Sigma) was used as a molecular weight standard.

NMR spectroscopy

NMR experiments

Before NMR experiments urine samples were thawed at room temperature and centrifuged at 12,000 rpm for 5 min. The 200 μl of supernatant was diluted with 340 μl of H2O and mixed with 60 μl of phosphate buffer (1.5 M KH2PO4 in D2O containing 2 mM NaN3 and 0.1 % trimethylsilylpropionic acid (TSP), pH 7.4) and transferred into 5 mm NMR tubes. NMR data were acquired on a 600 MHz Bruker Avance III spectrometer (Bruker BioSpin, Rheinstetten, Germany) equipped with a 5 mm TCI cryogenic probe head. All experiments were performed at 300 K. Automatic tuning and matching, shimming and adjusting of 90° pulse length were performed for each sample.

One-dimensional nuclear Overhauser enhancement spectroscopy (1D-NOESY) was initially acquired using Bruker pulse sequence noesygprr1d with the following parameters: presaturation in relaxation delay (4 s) and mixing time (100 ms) by 25 Hz saturation pulse centered on the water resonance, number of scans (NS)=32, 64 k of data points (TD), spectral width (SW) 20 ppm. Due to the strong background of broad signals the Carr–Purcell–Meiboom–Gill (CPMG) pulse sequence with water presaturation (Bruker pulse sequence cpmgr1d) was then performed with NS=64, TD=64 k, SW=20 ppm, presaturation in relaxation delay 4 s, echo time 0.3 ms, loop for T2 filter 126. A short J-resolved experiment with presaturation (NS=2, SW=16 ppm, TD=8 k, number of increments=40, SW=78.125 Hz in the indirect dimension, relaxation delay 2 s) was executed for better metabolite identification. Additional 2D 1H–1H correlation spectroscopy (COSY) and 1H–13C heteronuclear multiple-quantum correlation (HMOC) experiments (Bruker pulse sequences cosygppqf and hmqcphpr) were performed for selected samples.

Data pre-processing

Acquired data were processed with Topspin 3.2 software (Bruker BioSpin, Rheinstetten, Germany). Line broadening of 0.3 Hz for the 1D-NOESY and CPMG experiment was applied. Spectra were automatic phased, baseline corrected and referenced to TSP (0.00 ppm). To reduce the dimensionality of the data matrix and to eliminate the chemical shift variation, all NMR spectra were uniformly binned to 0.04 ppm intervals. Regions corresponding to water (4.68–4.90 ppm), urea (5.65–5.90 ppm) and TSP (–0.12–0.12 ppm) were removed prior to analysis. The normalization to the total spectral area was performed on each spectrum to compensate the different dilution of original urine samples.

Multivariate statistical analysis of NMR data

For the purpose of further analyses all measured spectra were exported from TopSpin as comma-separated values text files. Data were then collected using the MATLAB programming language [30] and arranged into the data matrix. The standard projection to latent structure discriminant analysis models (PLS-DA) were used to find metabolites altered in examined groups according to experiments’ settings [31]. For each model, the spectra were centered by subtraction of mean value and Pareto scaled. The leave-one-out validation was used to assess the quality of various models and to choose the correct number of latent variables with respect to the performance of model on the validation data set. The fraction of explained variation $R^2$ and the fraction of predicted variation $Q^2$ were also computed to provide more detailed evaluation of trained models. The interpretation of PLS-DA models was performed by the examination of loading plots and S plots. The interesting bins in relation to the response were pointed out by
introducing limits to denominated values in S plots (correlation to the response greater than 0.5 and the loading coefficient greater than 0.05). Comparison of significant bins with the proton spectra revealed that several important signals were split between two bins. Four data matrices mutually shifted by 0.01 ppm were therefore calculated and each signal was correctly centered into bin. In the next step, bins identified by PLS-DA models were subjected to the standard Student’s two sample t test and the p values were computed.

Metabolite identification and quantification

Metabolites were identified by matching the $^1$H NMR spectra with Chenomx NMR Suite 7.6 (Chenomx Inc., Edmonton, AB, Canada), BBIOREFCODE 2-0-3 (Bruker BioSpin GmbH, Rheinstetten, Germany) databases, and with published assignments. The identified metabolites were confirmed using COSY and HMQC experiment. Due to the free access of mice to water during the sample collection, urine samples differed in dilution and thus a relative quantification of individual metabolites was performed using the integral intensity of corresponding bins normalized to the total spectral area.

Results

Biochemical parameters

MSG mice and their age-matched controls were examined for fat and body weight and metabolic parameters at 2, 6, and 9 months of age as shown in Table 1. At 2 months of age, the body weight of MSG mice did not differ significantly from their age-matched controls, but their weight of total WAT was significantly higher compared to their age-matched controls. At 6 months of age, both the body weight and weight of total WAT were significantly increased in MSG mice compared to their age-matched controls. On the other hand, 9-month-old MSG mice were significantly heavier than their age-matched controls; however, their weight of total WAT was similar to the controls. Fasting glucose was only significantly increased in MSG mice at the age of 2 months. The levels of insulin and leptin were significantly increased in 2- and 6-month-old MSG mice compared to their age-matched controls. Only leptin, but not insulin level, was higher in 9-month-old MSG mice compared to the age-matched controls (Table 1). Even though MSG mice at the age of 2 and 6 months already revealed significant fat accumulation resulting in increased leptin level and conditions typical for pre-diabetes with a mild increase in blood glucose and increased insulin levels, at the age of 9 months their glucose and insulin levels did not significantly differ from their age-matched controls. Interestingly, plasma levels of free fatty acids and triglycerides did not differ significantly between MSG mice and their age-matched controls at 2, 6 or 9 months. In an intraperitoneal glucose tolerance test (IPGTT) performed in 6-month-old MSG mice and their age-matched NMRI controls, neither the glucose levels nor the area under the curve (AUC) exhibited any significant difference between MSG and control groups (data not shown).

Liver and adipose tissue of mRNA expressions in 6-month-old MSG mice

Obesity and insulin resistance impact changes in mRNA expressions of enzymes related to lipid metabolism in subcutaneous (SCAT) and visceral adipose tissue (IPAT) and liver. In adipose tissue the expression of leptin, the main adipokine produced by adipose tissue, is generally directly proportional to the mass of tissue. In MSG mice, a significantly increased leptin mRNA expression in SCAT (Fig. 1) but not IPAT was detected compared to controls. As the SCAT mass was double the IPAT mass in MSG mice, an increased circulating leptin level in MSG mice resulted then pre-eminently from the increased mRNA expression in SCAT.

Lipogenesis occurs in liver and adipose tissue, both SCAT and IPAT. In MSG mice, mRNA expression of ACACA, the rate-limiting step of fatty acid synthesis, was quite opposite in liver and fat. The ACACA mRNA expression was

Table 1  Metabolic parameters of 2-, 6-, and 9-month-old MSG mice and their age-matched controls

<table>
<thead>
<tr>
<th>Mice</th>
<th>Weight [g]</th>
<th>White adipose tissue [% weight]</th>
<th>Glucose [mmol/l]</th>
<th>Insulin [ng/ml]</th>
<th>Leptin [ng/ml]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control 2 months</td>
<td>40.38±0.94</td>
<td>4.19±0.42</td>
<td>6.68±0.44</td>
<td>0.98±0.15</td>
<td>1.92±0.41</td>
</tr>
<tr>
<td>MSG 2 months</td>
<td>42.42±0.56</td>
<td>11.53±0.62 ***</td>
<td>8.47±0.38 **</td>
<td>3.61±0.59 ***</td>
<td>28.75±3.95 ***</td>
</tr>
<tr>
<td>control 6 months</td>
<td>46.53±1.08</td>
<td>4.48±0.37</td>
<td>6.55±0.39</td>
<td>0.97±0.20</td>
<td>4.02±0.56</td>
</tr>
<tr>
<td>MSG 6 months</td>
<td>53.08±2.11 *</td>
<td>9.08±0.89 ***</td>
<td>6.48±0.42</td>
<td>1.57±0.19 *</td>
<td>23.10±4.06 ***</td>
</tr>
<tr>
<td>control 9 months</td>
<td>56.54±1.27</td>
<td>7.22±0.60</td>
<td>6.87±0.35</td>
<td>2.44±0.63</td>
<td>16.65±2.50</td>
</tr>
<tr>
<td>MSG 9 months</td>
<td>61.53±1.89 *</td>
<td>6.10±0.62</td>
<td>6.67±0.73</td>
<td>3.96±0.41</td>
<td>33.25±4.69 **</td>
</tr>
</tbody>
</table>

Data are mean±SEM, n=10 animals per group. Significance is *p<0.05, **p<0.01 and ***p<0.001 vs. corresponding control group using unpaired t test
significantly enhanced in liver, but significantly attenuated in both SCAT and IPAT in MSG mice compared to controls (Fig. S1 in the Electronic Supplementary Material). The mRNA expression of FASN, the next enzyme catalyzing fatty acid synthesis, was analogously decreased in both SCAT and IPAT (Fig. S1), but was similar in liver of MSG mice regarding controls. Adipose tissue is the site of both lipogenesis and lipolysis. Lipolysis in adipose tissue was assessed by the mRNA expression of FABP-4 that mediates fatty acid uptake, transport and metabolism in cytoplasm of the adipocytes and by LPL mRNA expression, which were both lower in both SCAT and IPAT of MSG mice compared to controls. As mRNA expressions of both lipogenetic enzymes ACACA and FASN and both lipolytic substances FABP-4 and LPL in SCAT and IPAT were lower in MSG mice compared to controls (Fig. 1), it seems that lipid metabolism in adipose tissue of MSG mice was generally attenuated. mRNA expressions of PPAR-α in SCAT and IPAT were also lower in MSG mice compared to controls. No difference in BAT mRNA UCP-1 indicates a similar thermogenesis in both MSG and control mice.
A significantly decreased mRNA expression of adiponectin, a marker inversely proportional to a diabetes state, in both subcutaneous and visceral fat of MSG mice (Fig. 1) pointed to a diabetes state.

In this study, the NNMT mRNA expression was not enhanced in SCAT, IPAT, and BAT. NNMT expression in liver (using B2M, GADPH, and GUSB as compensation) reveals an insignificant increase for MSG mice compared to controls.

### Table 2 Relative changes of significant metabolites in 2-, 6- and 9-month-old MSG mice compared to their age-matched controls (Student’s t test was used to indicate the significance of change: *p*≤0.05, **p*≤0.01, ***p*≤0.001)

<table>
<thead>
<tr>
<th>Metabolite</th>
<th>δ_H</th>
<th>2 months</th>
<th>6 months</th>
<th>9 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Methylnicotinamide (MNA)</td>
<td>9.29 (s)</td>
<td>↑↑***</td>
<td>↑</td>
<td>↑**</td>
</tr>
<tr>
<td>Trigonelline</td>
<td>9.13 (s)</td>
<td>↓**</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>Nicotinamide N-oxide</td>
<td>8.76 (m)</td>
<td>↓**</td>
<td>↓**</td>
<td>↓*</td>
</tr>
<tr>
<td>N-methyl-4-pyridone-3-carboxamide (4-PY)</td>
<td>8.55 (d)</td>
<td>↑↑***</td>
<td>↑**</td>
<td>↑**</td>
</tr>
<tr>
<td>N-methyl-2-pyridone-5-carboxamide (2-PY)</td>
<td>8.34 (d)</td>
<td>↑↑***</td>
<td>↑**</td>
<td>↑**</td>
</tr>
<tr>
<td>Phenylacetylglycine (PAG)</td>
<td>7.43 (m)</td>
<td>↑</td>
<td>↑**</td>
<td>↑**</td>
</tr>
<tr>
<td>Allantoin</td>
<td>5.39 (s)</td>
<td>↑</td>
<td>↑***</td>
<td>↑***</td>
</tr>
<tr>
<td>Creatine</td>
<td>3.94 (s)</td>
<td>↓***</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Citrate</td>
<td>2.68 (d)</td>
<td>↑↑***</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Methylamine</td>
<td>2.61 (s)</td>
<td>↓***</td>
<td>↓***</td>
<td>↓***</td>
</tr>
<tr>
<td>Succinate</td>
<td>2.41 (s)</td>
<td>↑</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>N-isovalerylglycine (IVG)</td>
<td>2.18 (d)</td>
<td>↓↓***</td>
<td>↓↓***</td>
<td>↓↓***</td>
</tr>
<tr>
<td>Unassigned acetyl</td>
<td>2.06 (s)</td>
<td>↓↓***</td>
<td>↓↓***</td>
<td>↓↓***</td>
</tr>
<tr>
<td>Acetate</td>
<td>1.93 (s)</td>
<td>↑↑</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Putrescine</td>
<td>1.78 (m)</td>
<td>↓***</td>
<td>↓***</td>
<td>↓***</td>
</tr>
<tr>
<td>Unassigned acids</td>
<td>0.90 (m)</td>
<td>↓***</td>
<td>↓***</td>
<td>↓***</td>
</tr>
<tr>
<td>Broad protein resonances</td>
<td>0.74 (br m)</td>
<td>↓↓***</td>
<td>↓↓***</td>
<td>↓↓***</td>
</tr>
</tbody>
</table>

*Representative bin used for the quantitation
↑ or ↓ | Relative change higher than±20 %
↑↑ or ↓↓ | Relative change higher than±40 %
x | relative change less than±20 %
as a common trend in all three experiments. Nevertheless, it indicates correlation with an increased mRNA expression of lipogenetic enzymes ACACA and FASN in liver, but not in fat tissues of MSG mice compared to controls.

The mRNA liver expression of another diabetic marker—major urinary protein-1 (MUP1) [32, 33]—in MSG mice was found by one-third less than in controls (Fig. 1). It again points to a diabetic state at normoglycemic levels in 6-month-old MSG mice.

NMR-based metabolomics

As the impact of obesity and insulin resistance on the metabolism is not fully understood, a non-targeted analysis of metabolic changes and thus a determination of potential biomarkers is beneficial. We therefore performed NMR-based metabolomics of urine to follow changes in the complex set of end products of metabolism. 1H NMR spectra of urine samples from MSG-treated (MSG) and age-matched untreated (control) mice were analyzed after 2, 6, and 9 months of age. Visual inspection of 1D-NOESY spectra revealed a huge amount of broad signals predominantly in the control group. Similar fact complicated evaluation of 1D-NOESY spectra in metabolomic analysis of db/db mice [34]. As the signals of small metabolites were distorted by the intense background of high molecular weight (HMW) compounds, we decided to perform additional CPMG experiments to attenuate broad signals (even though their residues were still detected) and use CPMG spectra for all subsequent analyses.

In concordance with the experiment’s settings, three similar models were trained. All the PLS-DA models relate the class membership of mice to the MSG-treated group and control group to the spectra measured at the age of 2, 6, and 9 months. For each model, the spectra were mean-centered and Pareto scaled. The leave-one-out validation was carried out to assess the prediction quality of the model and to choose the number of latent variables according to the prediction accuracy criterion. The results of leave-one-out validation are presented in Table S1 in the Electronic Supplementary Material. The PLS-DA score plots for 2-, 6- and 9-month-old mice together with the corresponding S-plots are displayed in Fig. 2. The significant bins were identified as described in the experimental part; relative changes of their intensities are summarized in Table 2. Figure 3 displays representative CPMG spectrum of an MSG mouse with identification of important metabolites.

The following differences in metabolites relative to controls were identified for 2-month-old MSG mice: elevated 1-methylnicotinamide (MNA), N-methyl-4-pyridone-3-carboxamide (4-PY), N-methyl-2-pyridone-5-carboxamide (2-PY), citrate, succinate, acetate, and decreased trigonelline, nicotinamide N-oxide, creatine, methylamine, N-isovalerylglycine (IVG), putrescine, unassigned acetyllys and aliphatic acids, HMW compounds.

The same approach applied for 6- and 9-month-old models revealed similar sets of changes in the following metabolites relative to age-matched controls: elevated MNA, 4-PY, 2-PY, PAG, allantoin, and decreased trigonelline, nicotinamide N-
oxide, creatine, methylamine, IVG, putrescine, unassigned acetyl and aliphatic acids, and HMW compounds.

To reveal the origin of HMW compounds responsible for broad signals in spectra, the protein determination by bicinchoninic acid was performed on selected samples of three MSG and three control animals at the age of 2, 6, and 9 months. These experiments confirmed a substantially reduced level of excreted proteins in urine of MSG-treated mice compared to their age-matched controls; the ratio of MSG/control protein concentration was 66 % at the age of 2 months, 70 % at 6 months, and 53 % at 9 months. The results of protein determination are summarized in Table S3 in the Electronic Supplementary Material. Subsequent native polyacrylamide gel electrophoresis (Fig. S2 in the Electronic Supplementary Material) also shows a reduction of protein amount in three MSG samples compared to three controls and the visualized trends of protein amount approximately correspond to the determined protein concentrations. The qualitative differences of MUP isoforms pattern were not found in the analyzed samples.

The impact of aging on metabolite concentration was also studied by the comparison of 9-month-old and 2-month-old animals in both the MSG and control groups. Two additional models relating proton NMR urine spectra to the age of mice for the MSG-treated group and control group was trained. The results of leave-one-out validation of aging models are presented in Table S2 in the Electronic Supplementary Material. PLS-DA score plots for the untreated (control) and MSG-treated (MSG) model are depicted in Figure S3 in the Electronic Supplementary Material.

The 9-month-old control group had significantly elevated levels of MNA with taurine and decreased concentration of 2-oxoglutarate (2-OG), proteins, and creatine compared to the same animals at 2 months of age. The analogous comparison of 9- and 2-month-old MSG mice displayed significantly reduced concentration of citrate, 2-OG, proteins, succinate and proteins for the older animals. Concentration differences of the above-mentioned metabolites depending on the age are displayed for both the control and MSG groups in Table 3.

**Discussion**

Obesity and its related complications represent a highly prevalent condition of complex metabolic derangements often resulting in long-term metabolic and cardiovascular complications and premature death. Here we used NMR-based metabolomics of urine of MSG mice—a model of obesity and insulin resistance—to identify novel metabolites associated with obesity phenotype. We have also explored the influence of aging on the above described parameters. The evaluation of biochemical and hormonal parameters confirmed that both 2- and 6-month-old MSG mice developed obesity with hyperleptinemia and hyperinsulinemia. This phenotype is closely similar to obese patients at a high risk of development of late complications of obesity, making this mouse model beneficial for the study of human obesity.

Since the development of obesity and insulin resistance is reflected in mRNA expressions of enzymes participating in lipid metabolism, the changes in mRNA expressions induced by MSG obesity in SCAT, IPAT, BAT, and liver were also explored. Impaired insulin sensitivity and metabolic derangements in 6-month-old mice were indicated by the significantly decreased mRNA expressions of adiponectin in both subcutaneous and visceral fat, suggesting the prediabetic state. Increased leptin mRNA expression together with higher levels of leptin in serum, observed in our study, were also reported in the MSG model of CD-1 mice [27], probably reflecting a leptin resistance as described in numerous model of obesity.

As mRNA expressions of both lipogenic and lipolytic enzymes in SCAT and IPAT were lower in MSG mice compared to controls, it seems that lipid metabolism in adipose tissue of MSG mice was generally attenuated. This state seems to be explained by the fact that PPAR-γ mRNA expression was attenuated in both SCAT and IPAT and also in BAT of MSG mice compared to controls. PPAR-γ is considered a general transcription factor of all ACACA, FASN, FABP-4, and LPL, and of adiponectin, for which all of the mRNA transcriptions were attenuated in fat tissue of MSG mice.

After the characterization of the MSG model using biochemical parameters and mRNA expressions was defined, our work was focused on tracking changes in the metabolic composition of urine as detected by NMR metabolomics.

The first interesting finding of the NMR-based study was higher levels of MNA and its oxidation products 2-PY and 4-PY in urine of MSG obese mice relative to control mice. MNA and its metabolites primarily originate from liver and their increase in urine was demonstrated as a positive biomarker of peroxisome proliferation [35, 36], which is linked with inflammation, obesity, and metabolic syndrome [37, 38]. On the other hand, urine of MSG mice contained lower levels of nicotinamide N-oxide, the oxidation product of nicotinamide, and trigonelline (N-methylnicotinate), the methylation product of nicotinic acid. Our NMR metabolomic data therefore suggest that nicotinamide in MSG obese mice is rather subjected to methylation than oxidation. The increase in MNA and 2-PY and the decrease in trigonelline was reported in T2DM patients, db/db mice and fa/fa rats [34].

Nicotinamide is methylated by S-adenosylmethionine (SAM) under NNMT (nicotinamide N-methyltransferase) catalysis. SAM further provides propylamine for polyamine metabolism. Contrary to nicotinamide, the utilization of SAM for polyamine metabolism seems to be attenuated in MSG mice as we observed decreased levels of polyamine putrescine. Putrescine, the major urinary excretion product of male mice, can
be synthesized from ornithine by ornithine decarboxylase (ODC) and/or by polyamine oxidase from acetylputrescine. Our NMR data indicate substantially reduced excretion of putrescine in MSG mice, which could be attributable to the blunted catabolism of polyamines. Polyamines play an important role in glucose metabolism and control of adipose tissue expansion. The influence of spermidine/spermine N1-acetyltransferase (SSAT) on adipose tissue formation in mice was reported [39]. It was shown that SSAT overexpression in mice resulted in an increased metabolic rate, reduced fat and increased insulin sensitivity. Furthermore, reduced polyamine metabolism via the inhibition of ODC by 2-difluoromethylornithine elevated ATP in adipose tissue and had substantial influence on the SSAT mouse phenotype. Similarly, it was demonstrated that activated polyamine metabolism is associated with reduced WAT and decreased concentration of acetyl-CoA and malonyl-CoA in WAT [40]. Taken together, these data support the hypothesis that activated polyamine catabolism has a strong influence on white adipose tissue and glucose metabolism control. Our results in obese MSG mice indicate that the reduction of polyamine metabolism might be related to the accumulation of WAT and obesity development as well as to the disturbed endocrine function and insulin resistance in the adipose tissue as documented by increased leptin and decreased adiponectin mRNA expression.

In previous studies, adipose tissue NNMT expression correlated with adiposity in mice of various strains with diet-induced obesity [41]. NNMT expression was increased in WAT and liver of both genetically and diet-induced obese and diabetic mice and NNMT inhibition increased SAM and NAD⁺ levels as well as ODC and SSAT expression and activity in adipose tissue and polyamine urine excretion [42]. It was suggested that inhibition of NNMT could serve as a protection against diet-induced obesity via increasing polyamine flux [42]. Here, we found a non-significant tendency to increased mRNA NNMT expression in liver but not in adipose tissue of MSG mice compared to controls. We suggest that this trend might be due to increased mRNA expression of lipogenic enzymes in liver and an attenuated expression of not only lipogenic and lipolytic enzymes in WAT, but also of PPAR-γ, the general regulator of their transcripation.

Another interesting fact, observed in NMR experiments and also confirmed by determination by bicinchorinic acid, was a high amount of proteins in urine of control but not MSG mice. In contrast to human urine which is under normal conditions free of proteins, normal mouse urine contains a large amount of proteins belonging to a family of major urinary proteins (MUPs). MUPs are mainly synthesized in the liver, circulate in the bloodstream and are easily excreted into urine owing to their low molecular weight [33]. Their role in the organism is still not fully elucidated. It is known that MUPs bind volatile pheromone compounds and thus participate in chemical communication as urine scent marks [43]. The impact of MUPs on energy metabolism in mice was intensively studied in mouse models of genetic and high-fat (HF) diet-induced obesity and diabetes [32, 44]. The expression of MUP1 and its circulating concentrations were substantially reduced in db/db mice and dietary obese mice compared with their lean controls. Overexpression of MUP1 significantly attenuated hyperglycemia and glucose intolerance in both models [32]. MUP1 administration in db/db mice increased energy expenditure and improved glucose tolerance [44]. Additionally, blood and urine levels of MUP5 were regulated by dietary restriction of mice [45]. Markedly lowered liver mRNA expression and levels of excreted urinary proteins observed in MSG mice in our study are in good agreement with the above-mentioned results and can be attributed to obesity and insulin resistance resulting from MSG obesity. Collectively, these data suggest that altered MUPs levels in mice may play a role in the regulation of glucose metabolism and energy homeostasis.

Increased urine levels of phenylacetylglycine (PAG) and decreased urinary levels of methylamine (MA) were also observed in MSG-treated mice. Both of these metabolites are affected by gut microbiota that has been previously described to be markedly altered in obesity/T2DM [46]. The levels of PAG and MA were lowered in wild-type mice on an HF diet compared to a standard diet during the study of resistance to diet-induced obesity in AHNAK knockout mice [8]. On the other hand, elevated concentrations of urinary PAG were observed in rat model of HF diet-induced obesity [47]. It was speculated that overproduction of PAG in animals with high body weight gain is related to the obesity via gut bacteria. Since the gut microbiota has not been explored in our study, the exact mechanism for increased PAG levels in MSG mice remains to be further elucidated.

Increased levels of acetate, citrate, and succinate, markers of Krebs cycle, in the urine of MSG mice were most probably the result of metabolic distress under anaerobic metabolism. Interestingly, these changes were most pronounced in the 2-month-old MSG mice, while they were less apparent in older animals (Fig. S4 in the Electronic Supplementary Material). Reduced concentration of IVG in MSG obese mice are in accordance with decrease of IVG observed in human model of obesity [48].

Moreover, increased levels of allantoin in urine of MSG mice were observed, which is in agreement with investigation in T2DM patients [49]. Studies have linked allantoin as a biomarker of oxidative stress [50] resulting often in inflammation [51]. Thus, the increased allantoin levels in MSG mice may indicate increased oxidative stress and subclinical inflammation resulting from metabolic derangements [52]. However, allantoin in mice can be produced not only by chemical oxidation of uric acid but also via enzymatic reaction with urate oxidase [53] and therefore the mechanism responsible
for increased allantoin level in MSG mice is less clear. Allantoin levels in urine were elevated in mouse model of Alzheimer’s disease [54] and in captopril-treated atherosclerotic mice [55]. Furthermore, allantoin was also described as a biomarker of gut inflammation in a mouse model of Crohn’s disease [56]. In another study, allantoin was decreased in genetically obese and diabetic db/db mice [34]. The significance of allantoin was explored in HF diet-fed mice [57]. Interestingly, the chronic administration of allantoin significantly reduced the body weight of obese mice and lowered HF diet-induced hyperleptinemia suggesting that it plays a complex role in the regulation of an energy homeostasis.

Increased level of glucose in MSG mice urine reached the normal value of the control group at 9 months of age. Although this change is not significant due to the large variance of MSG group data, detected trend correlates well with the normalization of plasma glucose at 6 months.

In addition to the influence of obesity phenotype, our study has also revealed the age-dependent changes of individual metabolites in both control and MSG groups. Reduced concentrations of MUPs, citrate and 2-oxoglutarate were detected in both control and MSG groups with aging. While the increase of MNA, taurine and decrease of creatine were observed in control animals, the levels of these metabolites remained almost unaltered in MSG group. On the contrary, the reduction of succinate was only detected in MSG mice, but not in controls. A significantly higher level of MNA also discriminated old male BALB/c mice in the study of aging [58]. Decreased citrate and 2-OG contributed to characterization of older diabetic mice and rats, with these trends not detected in the control group [34]. Figure S4 clearly shows the development of individual metabolite levels during aging for both MSG and control mice. It is obvious that the initial difference in concentrations of creatine, citrate, succinate, and acetate between the MSG and control groups, which we detected at 2 months of age, substantially diminished in 6- and 9-month-old animals.

Conclusions

In conclusion, our study has revealed numerous differences in the urine metabolome of obese MSG mice relative to control animals with a further distinct influence of aging in both groups.

Detected alterations in nicotinamide metabolism and MUP excretion were also supported by corresponding trends in mRNA expression of NNMT and MUP1. The importance of these changes and its applicability to human pathophysiology of obesity and its complications needs further elucidation. Several biochemical parameters, indicating the development of obesity and insulin resistance in MSG mice, were normalized at the age of 9 months. This fact pointed to a limited predictive value of biochemical parameters, as NMR metabolomics confirmed the altered urine metabolic composition of MSG mice even at 9 months.
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A B S T R A C T
The mouse model of monosodium glutamate induced obesity was used to examine and consequently optimize the strategy for analysis of urine samples by NMR spectroscopy. A set of nineteen easily detectable metabolites typical in obesity-related studies was selected. The impact of urine collection protocol, choice of $^1$H NMR pulse sequence, and finally the impact of the normalization method on the detected concentration of selected metabolites were investigated. We demonstrated the crucial effect of food intake and diurnal rhythms resulting in the choice of a 24-hour fasting collection protocol as the most convenient for tracking obesity-induced increased sensitivity to fasting. It was shown that the Carr-Purcell-Meiboom-Gill (CPMG) experiment is a better alternative to one-dimensional nuclear Overhauser enhancement spectroscopy (1D-NOESY) for NMR analysis of mouse urine due to its ability to filter undesirable signals of proteins naturally present in rodent urine. Normalization to total spectral area provided comparable outcomes as did normalization to creatinine or probabilistic quotient normalization in the CPMG-based model. The optimized approach was found to be beneficial mainly for low abundant metabolites rarely monitored due to their overlap by strong protein signals.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Type 2 diabetes mellitus (T2DM) arises as a consequence of pathologically damaged utilization of glucose with substantial impact on other biochemical processes. Evidently, its incidence in recent years on a worldwide scale has had strong growing tendency [1,2]. Since metabolic pathways throughout the body are mutually interconnected, the course of diabetes is frequently coupled with visceral fat accumulation and obesity resulting in an increased risk of simultaneous cardiovascular diseases [3,4]. Metabolomics can not only help to understand the biochemical signature of diabetes and concomitant problems but can also contribute to early diagnostics development [5,6].

Rodents, particularly mice, have been extensively reported as commonly used models for metabolomics studies [7–11]. Referring to the diabetic issue, special attention has to be devoted to mouse models of obesity including genetically treated individuals as well as mice with chemically or diet induced obesity [12–16]. The investigation of biofluids, mainly urine and blood plasma, in obese models allows the qualitative and quantitative determination of metabolites, the presence and dynamic fluctuations of which are directly linked to the degree of metabolic damage, and thus may serve as an early disease marker. Urine is used with the advantage of an extremely diverse biological mixture loaded with information reflecting the current physiological stage of living organisms at the defined time point. It contains a huge set of structurally different metabolites and other water-soluble compounds, the concentrations of which vary with genetic and environmental conditions, e.g. drugs or food intake. Additionally, it can even be easily obtained using non-invasive
techniques, typically by 24-hour collection in metabolic cages for rodent models.

NMR spectroscopy belongs to the most used analytical platforms employed in metabolomics, giving a large amount of reproducing information on chemical substances of various structures [17–19]. Several pulse sequences are widely recommended for NMR-based applications; detailed experimental protocols were prepared depending on the origin of the sample [20,21]. 1D-NOESY with presaturation became the almost exclusive method for urine samples, bringing such benefits as a good quality of solvent suppression, robustness and easy automation [22]. Apparently, it is the most dominant pulse sequence in the field of urine-based metabolomics. The presence of high molecular weight (HMW) compounds is not expected in human urine and proteinuria is considered a signal of renal damage. On the contrary the occurrence of urinary proteins in rodents is absolutely natural. These mouse proteins, commonly referred to as major urinary proteins (MUPs), are carriers of the important signaling roles and participate in the regulation of glucose and lipid metabolism [23]. Protein signals cover the whole range of the measured spectrum and can interfere with signals of interest, preventing their correct quantitation. The CPMG pulse sequence [24,25], editing signal intensities on the basis of relaxation time, can be the method of choice in such case. Unwanted protein signals are suppressed due to their different relaxation time, thus there is no need for sample pre-processing. This experiment is well established for plasma and serum samples in metabolomics, but it is almost always omitted in NMR-based mouse urine study.

The J-resolved experiment (JRES) [26], in which splitting of signals due to J-coupling is separated from the effect of chemical shift, is the only routinely performed 2D technique in metabolomic analysis [27]. The problem with the signal overlap may be partially overcome in 1D projection (pJRES) of spectrum where each signal corresponds to a singlet, while information about the multiplicity is preserved in the second dimension. Although improved JRES pulse sequences were designed for precise metabolite quantification [28,29], only fast JRES experiment is usually incorporated into standard protocol of high-throughput metabolomic profiling as the source of additional information for metabolite assignment.

Acquired spectra should be processed by phase and baseline correction, normalization and binning prior to the statistical analysis. The normalization is of great importance especially for urine spectra because it compensates the variability of sample dilution. Few methods of normalization are available. The normalization to the total spectral area (TSA) is the standard normalization method in NMR metabolomics [30]. Its prerequisite that total spectral integral is directly proportional to the sample dilution fails in the case when several samples contain a high concentration of a single metabolite. This major drawback of TSA can be overcome by the probabilistic quotient normalization (PQN) [31] where the intersample variation is estimated by computing quotients between given test spectrum and reference median spectrum. Very common routine method is the normalization to creatinine which is used mainly in human studies [32–35], yet its application in rodent models has been reported as well [36,37]. As long as the excretory system is working properly, creatinine with its relatively stable concentration can serve as a perfect standard for corrections caused by different urine volumes. However, the metabolic alterations linked to diabetes and obesity increase the risk of kidney disease, and thus the creatinine clearance has to be appraised very cautiously.

For the purpose of our study the mouse model of chemically induced obesity was employed [16,38–40]. The monosodium glutamate (MSG) administered to newborn animals induces specific lesions in the arcuate nucleus resulting in the development of obesity combined with insulin resistance [41]. Metabolic changes should be manifested in early stages as fluctuation, particularly in metabolites in biofluids, and thus could be determined by appropriate NMR procedures.

The main aim of the presented work was to examine if commonly used standard procedures are convenient also for mouse models of induced obesity. Our attention was simultaneously focused on the impact of different experimental factors on metabolite concentrations detected in urine of obese mice at several levels. We studied how variations of collection protocol can influence detected concentrations of metabolites. Moreover, we evaluated spectra acquired using three pulse sequences (1D-NOESY, CPMG, JRES) and finally the effect of three different normalization procedures on resulting data was compared.

2. Materials and methods

2.1. Experimental animals

All animal experiments followed the ethical guidelines for animal experiments and the Act of the Czech Republic No. 246/1992 and were approved by the Committee for Experiments with Laboratory Animals of the Academy of Sciences of the Czech Republic.

The study was performed on an NMRI model of mice (Charles River, Sulzfeld, Germany). L-glutamic acid sodium salt hydrate (Sigma, St. Louis, USA) was injected to newborn male mice in a single subcutaneous dose (4 mg per g of body weight) postnatal day 2–8 as described previously [42]. The mice were maintained at 23 °C with 12–12 h of light-dark regime (light from 6 AM) with free access to water. The chow diet (Mlýn Kocanda, Jesenice, Czech Republic) contained 25, 9 and 66% calories counting as protein, fat and carbohydrate respectively. The total energy content was 3.4 kcal/g.

2.2. Urine collection

Urine for NMR-based metabolomics was collected from both 2-month-old MSG-treated and control mice (10 animals per group) using three different collection protocols. The morning urine was collected directly through gentle pressure at abdomen (protocol A). During the 24-hour urine collection the mice were housed in individual metabolic cages (Tecniplast, Italy) without access to food (protocol B) or with access to food ad libitum (protocol C). Samples were collected with the addition of NaNO	extsubscript{3} and stored at −80 °C until NMR analysis.

2.3. NMR experiments

The urine sample was thawed at room temperature directly before the NMR experiment and centrifuged at 12,000 rpm for 5 min. The 200 µl of supernatant was diluted with 340 µl of H	extsubscript{2}O, mixed with 60 µl of phosphate buffer (1.5 M KH	extsubscript{2}PO	extsubscript{4} in D	extsubscript{2}O containing 2 mM NaNO	extsubscript{3} and 0.1 % trimethylsilyl propionic acid (TSP), pH 7.4) and transferred into 5 mm NMR tube. Directly collected morning urine (protocol A) and one aliquot of sample from the B protocol were measured in 3 mm tubes filled with a mixture of 50 µl supernatant and 150 µl diluted phosphate buffer. NMR data were acquired on a 600 MHz Bruker Avance III spectrometer (Bruker BioSpin, Rheinstetten, Germany) equipped with a 5 mm TCI cryogenic probe head. All experiments were performed using standard manufacturers’ software (Topspin 3.2, Bruker BioSpin, Rheinstetten, Germany) at 300 K with automatic tuning and matching, shimming and adjusting of 90° pulse length for each sample.
1D-NOESY spectra were acquired using Bruker pulse sequence noesygppr1d with following acquisition parameters: number of scans (NS) = 32 (NS = 64 for 3 mm tubes), 64k of data points (TD), spectral width (SW) of 20 ppm. Water resonance was suppressed during relaxation delay (4 s) and mixing time (100 ms) by 25 Hz ($\gamma B_1$) saturation pulse centered on the water resonance. The CPMG spectra with presaturation were obtained by Bruker pulse sequence cpmgr1d, which was performed with NS = 64, TD = 64k, SW = 20 ppm, relaxation delay 4 s with presaturation pulse centered on the water signal, echo time 0.3 ms, loop for T2 filter 126. A short 2D J-resolved (Bruker pulse sequence jresgppqrqf) experiment with presaturation (NS = 2, SW = 16 ppm, TD = 8k, number of increments = 40, SW = 78.125 Hz in the indirect dimension, relaxation delay 2 s with presaturation pulse centered on the water signal) was executed for better metabolite identification and as an additional source of data for multivariate analysis.

Acquired data were processed by Topspin 3.2 (Bruker BioSpin, Rheinstetten, Germany) software. Line broadening of 0.3 Hz for 1D-NOESY, CPMG, and 1D projection of the J-resolved experiment was applied. Spectra were automatically phased, baseline corrected and referenced to the peak of TSP (0.00 ppm).

2.4. Data analysis

Metabolites were identified by matching the 1D spectra (NOESY or CPMG) with databases Chenomx NMR Suite 7.6 (Chenomx Inc., Edmonton, AB, Canada), BBIOREFCODE 2–0–3 (Bruker BioSpin GmbH, Rheinstetten, Germany) and with previously published assignments.

All NMR spectra were uniformly binned to 0.04-ppm intervals; the regions corresponding to water (4.68–4.90 ppm), urea (5.65–5.90 ppm) and TSP (−0.12–0.12 ppm) were consequently excluded. The normalization to the total spectral area, probabilistic quotient normalization or normalization to the creatinine signal at 4.06 ppm was performed to compensate the different dilution of original urine samples; all methods will be discussed below. To avoid splitting of important signals between adjacent bins and distortion of bin intensities, four data matrices mutually shifted by 0.01 ppm were calculated and each signal under study was correctly centered into an appropriate bin.

Principal component analysis (PCA) was performed using standard algorithm based on singular value decomposition [43], data were mean centered and Pareto scaled before the analysis. Further statistical analysis was performed by the standard partial least square discriminant analysis (PLS-DA), as in the case of PCA data were mean centered and Pareto scaled. Both above mentioned procedures utilized the MATLAB program [44]. The leave-one-out validation was used to assess the quality of different models and to choose the correct number of latent variables with respect to the performance of the model on the validation data set. The fraction of explained variation $R^2$ and the fraction of predicted variation $Q^2$ were also computed to provide more detailed evaluation of trained models. Selected subset of metabolites was then analyzed in more detail using results of PLS models. The standard Student’s two sample t-test for ratio of means was carried out using the R environment for statistical computing [45] and appropriate package mratios [46] to validate the significance of metabolites concentration ratios for selected bins described in the next chapter.
3. Results and discussion

The NMR-based analysis of urine samples allowed us to identify more than forty metabolites. Nineteen metabolites were selected for subsequent analysis (the assignment of the corresponding signals is depicted in Fig. 1). The metabolites selection was driven by several factors. From analytical point of view, suitable metabolites could be easily and reliably detected using well-defined multiplets with chemical shifts covering the whole range of a proton spectrum. In addition, the concentration of the most and the least abundant metabolites in this set differs in two orders of magnitude, allowing us to monitor possible effects on compounds presented in very different amounts. In terms of biochemistry, altered levels of selected metabolites should be related to diabetes or obesity [47–49]. Each metabolite in this study was represented by one signal centered into a bin with 0.04 ppm width. The metabolite concentration was expressed as the corresponding bin intensity normalized to the total spectral area, to creatinine or using probabilistic quotient normalization (see Section 3.3.). All prospective effects of different experimental factors were then studied on the same set of metabolites. Selected metabolites with representative signals are listed in Table 1.

![Fig. 2. The comparison of PCA scores plots for urine collection protocol A, B, and C (explained variance of the first two PCs is indicated in the figure).](image)

![Fig. 3. The relative impact of diurnal variations (expressed as the ratio of concentrations detected using protocols A and C) – evaluated independently for both MSG and control mice. Student’s t test for ratios was used to indicate the significance of change in metabolites’ levels between groups: *P<0.05, **P<0.01, ***P<0.001.](image)
3.1. Impact of urine collection protocol

Urine collection protocol was the first experimental factor under study. Three different protocols described in the experimental part were compared.

Ideally, sampling of urine should not affect metabolic processes. From this point of view the best choice could be the urine collection in metabolic cages with free access to food and water (protocol C), but due to a substantial risk of urine contamination by food particles it is hard to employ. The direct urine collection (protocol A) is rather problematic as the volume of urine is usually very small and considerably variable. The urine composition is not negatively influenced by fasting, but the levels of metabolites can reflect diurnal variations. Furthermore, animals are not unified relative to the food intake and food pattern. The most common and widely recommended method applied for rodent models is 24-hour collection in metabolic cages without access to food (protocol B). It should be borne in mind that the all-day fasting can considerably change the metabolic profile of urine of small animals and thus affect the results of obesity-related study.

Small volumes of directly collected morning urine (protocol A) had to be measured in NMR tubes with a 3 mm diameter. To assure that resulting data are directly comparable (especially when measurements were carried in a 5 mm probe), urine samples of protocol B were prepared in both 3 and 5 mm tubes. The statistical evaluation confirmed almost negligible effect of the tube diameter on final data (data not shown).

Standard 1D-NOESY experiments were acquired for all samples (e.g. three different samples A, B, C per animal). Visual inspection of PCA score plots (see Fig. 2) indicates that the best group separation was achieved by the commonly used protocol B of 24-hour collection of fasting urine. The analysis of normalized concentrations of individual metabolites was performed for deeper insight into the impact of particular urine collection protocols.

If we consider protocol C as an approximate picture of 24-hour-long metabolism, the ratio of particular metabolite concentrations in the samples from protocols A (morning collection) and C (24-hour urine with access to food) may reflect potential changes of selected metabolites induced by circadian rhythms (see Fig. 3).

Elevated levels of glucose, trimethylamine (TMA), citrate, 2-oxoglutarate (2-OG), and acetate and reduced level of lactate were observed in the morning urine (protocol A) of the control group. The morning urine of the MSG group displayed the higher concentration of N-methyl nicotinamide (NMNA), citrate, 2-OG and lowered concentration of dimethylamine (DMA), acetate and lactate. However, many changes mainly in the MSG group were not considered as significant and are not distinguishable from inherent variation of metabolites levels among individual mice. Observed trends in both groups nevertheless correspond to those previously described in literature. Gavaghan et al. [10] also studied diurnal variations for two phenotypically normal mouse strains, where increased concentrations of TMA, DMA, citrate, 2-OG, and succinate in the morning urine were detected compared to the afternoon urine collection. Williams et al. [11] detected increased in taurine, creatinine, allantoin, and 2-OG in the evening urine samples of Zucker fatty rats. Bollard et al. [12] reported analogous diurnal variations among morning and evening urine collection in Sprague–Dawley rats: elevated levels of citrate, glycine, creatine, and glucose in morning urine and raised concentrations of taurine, creatinine, and hippurate in the evening.

The free access to food during the all-day urine collection is the only difference between protocols B and C. Therefore, the ratios of metabolite concentrations detected in samples B and C show the influence of food intake on urine composition. Fig. 4 displays the different effect of fasting on particular metabolites independently for both groups of animals. MSG mice became less tolerant to the fasting compared to the control NMRI group, which is apparent from the significant variations of almost all observed metabolites. The restricted access to food primarily increased concentrations of NMNA, N-methyl-2-pyridone-3-carboxamide (2PY), N-methyl-4-pyridone-3-carboxamide (4PY) and phenylacetylglycine (PAG) and decreased the glucose level in MSG treated animals. The changed sensitivity to fasting is probably the main reason for the better separation of the MSG and control group using the B protocol, which was observed in PCA analysis (see Fig. 2).

The different response on restricted food intake between the examined and control animals may overlap or distort the model-related metabolic differences. We consider it a major drawback of the commonly used fasting protocol B. We assume that whenever the model and control animals are not from the same strain, the effect of fasting should be taken into account and evaluated separately for both groups. On the other hand, in models of chemically or diet induced obesity both the examined and control groups only differ in the treatment inducing the obesity (e.g. MSG injection, high-fat diet). All detected alterations during fasting can therefore be directly attributed to the metabolic changes caused by obesity and insulin resistance development, and thus can be utilized as markers within the model under study. For instance, the elevated concentrations of NMNA and its oxidation products 2PY and 4PY observed under pre-diabetes condition were negligible during standard food intake and might be easily omitted using protocol A or C only.

3.2. Impact of pulse sequence

Originally, the 1D-NOESY pulse sequence was performed on urine samples from fasting animals (protocol B) as recommended in standard protocol [10]. Intense broad resonances attributed mainly to major urinary proteins were detected in the spectra. Therefore, we also performed the CPMG experiment, which is usually applied for plasma or serum samples, to suppress the undesirable influence of high molecular weight compounds. Furthermore, JRES spectra were acquired and their 1D projections (pJRES) were also subjected to data analysis. We compared how the pulse sequence employed for data acquisition can affect the quality of a spectrum, and in this manner influence the detected metabolite concentrations and resulting statistical model.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>The list of metabolites selected for this study with representative signals.</td>
</tr>
<tr>
<td>Selected signal [ppm]</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>9.29 (s)</td>
</tr>
<tr>
<td>8.55 (d)</td>
</tr>
<tr>
<td>8.34 (d)</td>
</tr>
<tr>
<td>7.84 (dd)</td>
</tr>
<tr>
<td>7.46 (t)</td>
</tr>
<tr>
<td>5.39 (s)</td>
</tr>
<tr>
<td>5.25 (d)</td>
</tr>
<tr>
<td>4.06 (s)</td>
</tr>
<tr>
<td>3.93 (s)</td>
</tr>
<tr>
<td>3.54 (s)</td>
</tr>
<tr>
<td>3.43 (t)</td>
</tr>
<tr>
<td>2.88 (s)</td>
</tr>
<tr>
<td>2.72 (s)</td>
</tr>
<tr>
<td>2.68 (d)</td>
</tr>
<tr>
<td>2.61 (s)</td>
</tr>
<tr>
<td>2.45 (t)</td>
</tr>
<tr>
<td>2.41 (s)</td>
</tr>
<tr>
<td>1.92 (s)</td>
</tr>
<tr>
<td>1.34 (d)</td>
</tr>
</tbody>
</table>
Fig. 4. The relative impact of fasting during urine collection (expressed as the ratio of concentrations detected using protocols B and C) – evaluated independently for both MSG and control mice. *P < 0.05, **P < 0.01, ***P < 0.001.

Data obtained by 1D-NOESY, CPMG, and pJRES were initially analyzed by the PLS-DA method. Three PLS-DA models were trained and validated. The visual inspection of scores plots (Fig. 5) shows slightly worse group separation in 1D-NOESY than the CPMG and pJRES model, which is reflected in the characteristics of respective PLS models. In comparison with PLS models for CPMG and pJRES spectra the 1D-NOESY model needs, as a result of validation procedure, markedly more latent variables. The CPMG and pJRES models are both sufficiently accurate with only one latent variable, the 1D-NOESY model needs three latent variables. These distinctly worse characteristics propagate into other performance measures such as the fraction of explained variation $R^2$ and the fraction of predicted variation $Q^2$ (see legend to Fig. 5), which are both, similarly to the number of latent variables, smaller in the 1D-NOESY model than in the other models.

Although all models generally seem to be appropriate for group discrimination, differences among 1D-NOESY, CPMG, and pJRES spectra are apparent in Fig. 6.

The impact of pulse sequence is well illustrated on the expanded aromatic part of the proton spectra. The strong protein background in the 1D-NOESY spectrum (blue line) overlaps less intensive signals preventing their quantification. On the other hand, pJRES (green line) provides spectra with a flat baseline and only a small signal overlap, but low abundant metabolites resonating around 9 ppm are not detected due to a low signal-to-noise (S/N) ratio in the fast single-scan $J$-resolved experiment optimized for the

Fig. 5. Scores plots of PLS-DA models based on 1D-NOESY, CPMG and pJRES experiments. The values of fraction of explained variation $R^2$ and fraction of predicted variation $Q^2$ for individual models are: $R^2 = 0.97$ and $Q^2 = 0.87$ for 1D-NOESY, $R^2 = 0.98$ and $Q^2 = 0.93$ for CPMG, and $R^2 = 0.97$ and $Q^2 = 0.92$ for pJRES.
Fig. 6. Comparison of 1D-NOESY (A), CPMG (B), and pJRES (C) spectra for the representative sample of control mouse – expansion of aromatic region with less intense metabolites.

Fig. 7. Comparison of 1D-NOESY spectra for the representative sample of the control and MSG mouse – expansion of right (A) and left (B) region of spectrum.
The CPMG spectrum (red line) displays well resolved signals with a satisfactory S/N ratio and nearly flat baseline.

Although the use of mouse models is very common in NMR metabolomic studies of obesity and diabetes, we noticed only a few papers where CPMG experiment was performed instead of 1D-NOESY to eliminate protein signals in urine [6,53]. During metabolomic comparison of urinary changes in type 2 diabetes in mouse, rat, and human [5] high levels of proteins in db/db mouse model, which authors explained by proteinuria, also negatively affected 1D-NOESY spectra mainly in the aliphatic and aromatic region. The results acquired by CPMG were reported only sporadically. Moreover, they have never been thoroughly discussed and compared with the widely used and generally accepted 1D-NOESY sequence for NMR metabolomics in urine. For this reason, we focused attention on the comparison of metabolite levels detected by 1D-NOESY and CPMG experiments in mouse urine samples, naturally containing proteins.

Apart from the signal overlap, the substantial difficulty of 1D-NOESY spectra stems from the fact that the amount of excreted protein is significantly higher in control than in MSG mouse urine (see Fig. 7). The average decrease of protein signals intensity read at 9.45 ppm was 26%, and at 0.80 ppm even 40%. Changed levels of major urinary proteins (MUPs) relative to the altered regulation of glucose metabolism were observed in several studies [54–56]. Reduced concentration of MUPs was, for instance, described in db/db mice and dietary obese mice compared to their lean controls. It means that the above mentioned problems with 1D-NOESY spectra may be common for other mouse obesity models as well.

The changes of individual metabolites were calculated as the ratio of MSG and control bin intensities to evaluate outputs of different pulse sequences. The significant discrepancy between data acquired by 1D-NOESY and CPMG pulse sequences is depicted in Fig. 8. The model based on 1D-NOESY data shows substantially smaller changes in levels of NMNA, 4PY, 2PY, acetate, and lactate which are caused by the overlap of their peaks with broad protein resonances in corresponding spectral region. Because the amount of proteins excreted by MSG mice is reduced compared to control animals, the contribution of protein signals to bin intensities decreases in MSG samples. Thus, the real increase of particular metabolites can be compensated by the lowering protein signals in the NOESY-based model. It is crucial mainly for low abundant compounds. For instance, the important increase of nicotinamide metabolites (NMNA, 2PY, 4PY) would be regarded insignificant using standard 1D-NOESY experiments.

### 3.3. Impact of normalization method

Data normalization is a necessary procedure for urine samples to compensate deviations arising from the different sample dilution. The three main normalization methods applied in NMR-based metabolomics were compared: normalization to the total spectral area (TSA), probabilistic quotient normalization (PQN) and normalization to creatinine. Even though the last method is often used as a standard in biomedical research, its application may be limited either by impaired renal function or by signal overlap of creatinine peak in NMR spectrum resulting in its difficult quantitation. Fig. 9 reports the results of these three methods on MSG-treated vs. control concentration ratios for CPMG and 1D-NOESY pulse sequences.

All examined methods of normalization provided quite consistent results for the CPMG-based model. In the case of experimental problems with creatinine quantification both TSA and PQN methods thus can be applied. Average deviation among data obtained by normalization to TSA and PQN compared with creatinine normalization was 6% and 2%, resp. On the other hand, concentration changes derived from 1D-NOESY spectra normalized to TSA demonstrated positive deviation of about 12% from those normalized to creatinine. Due to the lower protein excretion in MSG mice the total area of their 1D-NOESY spectra is smaller than the TSA of control samples, and it results in higher values of the MSG/control ratio. Generally, the higher the decrease of protein level in model than control samples, the greater the values of detected metabolite changes normalized to TSA than creatinine, and vice versa. However, PQN was able to satisfactorily suppress effect of protein background in 1D-NOESY spectra and with approximately 3% difference from values obtained by normalization to creatinine became suitable normalization method regardless of the employed pulse sequence.
4. Conclusions

We examined the impact of various experimental factors on the concentrations of nineteen selected metabolites. Based on the results, we can conclude that the effect of fasting and diurnal rhythms is reflected in urine collection protocol and affects metabolite levels. The 24-hour urine collection without access to food was determined to be advantageous in the models of diet- or chemically induced obesity. In this protocol even metabolic changes provoked by fasting can be utilized for model description.

The significant amount of proteins naturally occurring in urine samples complicates detection of small metabolites in 1D-NOESY spectra. However, the main issue is not urinary proteins as such, but the substantial change of their concentration related to the obesity development. For this reason the CPMG pulse sequence was suggested as the method of choice for urine-based metabolomics in mouse models. Satisfactory attenuation of broad protein resonances and flat baseline in resulting spectra can lead to improved metabolite quantitation whether using multivariate statistical methods or a matching with spectral databases. In addition, it allows also evaluation of low abundant metabolites which are not usually monitored.

Application of commonly used normalization to TSA provides analogous results with creatinine normalization only if the comparable total spectral area of all samples can be expected. This condition was satisfied by CPMG but not by 1D-NOESY spectra, where significant changes of protein concentration among model and control animals in obesity-related mouse models play important role and substantially lower an accuracy of standard TSA normalization method. Although this problem can be overcome introducing PQN, the consistency of data normalized by all three methods also favors CPMG before 1D-NOESY pulse sequence in above mentioned animal models.

Since metabolomics requires an individual and tailored approach according to studied issues, we can propose the 24-hour fasting urine collection in combination with the CPMG experiment as the appropriate strategy for obesity-related studies on mouse models.
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ABSTRACT

The first part of this chapter reviews the design, implementation, and customer experience with the OLDES SW tele-care platform developed within the EU project Older people’s e-services at home. The OLDES solution has been successfully tested at two different locations: in Italy with the participation of a group of 100 seniors (including 10 senior citizens suffering from heart disease), and in the Czech Republic, with the involvement of a group of 10 diabetic patients. The suggested OLDES approach proved to be an effective solution for municipalities, hospitals, and their contact centres for providing health and social services. The project partners therefore decided to develop a second generation of the system called SPES (Support to Patients through E-Service Solutions), which started in April 2011. The SPES project aims at transferring the original approach and results achieved in implementing the OLDES focusing on new target problem domains: dementia, mobility-challenged persons, respiratory problems, and social exclusion.

1. INTRODUCTION

We live in times when the age structure of whole continents has been changing significantly Department of Economic and Social Affairs of the United Nations Secretariat, 2010), and the percentage of the population that is aging is raising concern for governments and also for health insurance systems. Much hope is now placed in new assistive technologies that could offer reasonable help by developing reliable, low-cost technical tools with intuitive control that are ready to improve the effectiveness, interoperability and compatibility of national systems of health and social care. This has become a key task for ensuring sustainable delivery of social and economic benefits throughout the European territory in the short-to-medium term. A large number of recent projects have tried to deal with disease management for the elderly, including e.g. Confidence (Gonzalez & Vlez, 2008), Attentianet (Attentianet, n.d.), Enable (Enable, n.d.), K4Care (K4Care, n.d.), SENSATION-AAL (Sensaction-AAL, n.d.). INTEL is even developing the dedicated Health Guide PHS6000 platform (Intel, n.d.). However, one of the major problems of IT-assisted ambient technologies remains the motivation of patients, and their daily involvement in disease management systems. This applies not only to the patient him/herself (Stroetmann, Husing, Kubitschke, & Stroetmann, 2002) but also to all the stakeholders that form the care-chain in support of older persons. This problem has been addressed by the EU project OLDES (045282): “Older People’s e-services at home” (www.oldes.eu), which has been co-funded under the EU IST Programme in the period from 2007-2010. This paper reviews our experience and pilot results obtained in the course of the project.

The main goal of the OLDES project, which was carried out by a consortium of 11 partners, has been to create and test new technological solutions to improve the quality of life of older people, by developing a very low-cost, easy-to-use care platform designed to make life easier for older people in their own homes. The leading idea of the project was to offer a uniform technological solution which would provide all features required by the providers of social care systems and also by those catering for various tele-health application scenarios. The feasibility of the OLDES concept has been evaluated for patients with Congestive Heart Failure (CHF) and for patients with type 2 diabetes mellitus.

The system is based on established Internet and Tele-care communication standards, and combines social computing (user entertainment services provided through easy-to-access thematic
channels and special interest forums supported by animators) with health-care facilities. A federated solution of this kind offers the following advantages (Martin, Ponsard, Walsh, Baines, Rousseaux, Rinaldi, & Tamburriello, 2008):

- It offers a chance to break the social isolation that results from the decreased mobility of older people, through its tele-accompany service.
- The social services can motivate the users of the OLDES system towards a healthy life style by offering space to discussion groups on this topic, and by providing relevant audio-visual content in a well understandable form.
- The content is created by social workers or volunteers, who are often themselves seniors, and who thus participate in the life of the online community in a novel way.
- Selected vital parameters are monitored using tele-monitoring devices, and are stored safely in a database run by a callcentre. When an emergency situation is identified (e.g. as a result of an automated evaluation of recently acquired physiological data), the call centre staff is ready to react. The data can also be accessed at any time through Web interface by medical staff caring for the patient.
- The solution can quickly be adapted to the current health status of the service-user, without requiring any additional training: if the user is used to communicating with the system when consuming its social service, he/she will find it quite natural to use the same communication platform, using the same control philosophy, when necessary, for a tele-health application.

One of the distinguishing features of the OLDES system is that its client (an older person) communicates with the system using a remote controller only—no keyboard is involved. OLDES attempts in this way to overcome the problem of technophobia, which often has a negative impact e.g. on the perception of eHealth services among potential senior users (Hardicker & Grant, 2010; Stroetmann, Husing, Kubitschke, & Stroetmann, 2002): the computer-based solution is masked by a TV screen and its remote controller, which has been specially adopted for this purpose.

Section 4.3 will highlight the main results obtained in the OLDES project. Section 4.5 will provide further evidence that computer-assisted interactive IT has great potential for improving the quality of care for patients (Jackson, Bolen, Brancati, Batts-Turner, & Gary, 2006; Inglis, Clark, McAlister, Ball, Lewinter, Cullington, Stewart, & Cleland, 2010).

Finally, there will be a brief description of the follow-up project, the SPES Programme (Support Patients through E-services Solutions), funded by the European Regional Development Fund (ERDF). This project aims to provide dedicated new solutions for other health and social conditions (e.g. asthma, cognitive impairments), and will test them carefully in four pilot runs between 2011-2013.

2. DESIGN: ASSUMPTIONS AND PRINCIPLES

One of the most significant problems that actors such as municipalities, health-care service providers and other related service-providers have to face in providing e-Care systems is caused by the wide range of users and the need to tailor the system to each user through affordable and accessible low-cost services.

An example of the scenario building process is shown in Figure 1: it positions OLDES services in the more general context of traditionally offered services, and it reviews the existing processes by which applicants for services have to be assessed. Most elderly people are not in perfect health—they suffer from various health problems that signifi-
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Significantly influence their perception of wellbeing. In most cases, the target person feels fit enough to remain at home on his/her own. However, there are certain periods when an older person does not feel well, and he/she needs to be admitted to hospital. After the treatment, when her/his health status improves, the person can return to her/his routine activities at home. It is clear that if we are able to prevent these relapses leading to hospitalization the person’s wellbeing will be very positively influenced. Thus, OLDES can be perceived as a tool for offering a new set of options for GPs and for their patients.

The process leading to the creation of the most suitable model for cooperation among all the stakeholders (social services, medical institutions, charities, and volunteers) has been described previously (McLoughlin, Maniatopulos, Wilson, & Martin, 2009). This paper focuses on the selection of communication tools for linking the service user and the OLDES system. A vast number of information sources can be used to monitor the social and health condition of an older person with the aim of identifying early signs of deterioration of his/her health status (Rinaldi, Martin, & Gaddi, 2011). For this purpose, we can apply first of all physiological values provided by regular measurements as planned by the medical doctor (See Table 1 for a review of the devices selected for the OLDES project). Some complementary information can be obtained from the usage of home devices, data from interactions with the ambient intelligent environment (Maly, Curin, Kleindienst, & Slavik, 2008) or with the user interface (behaviour data), data from an analysis of the interaction with a professional carer (social data), as well as more static data, e.g. anamnesis (clinical information).

2.1. The Structure of the OLDES System

The OLDES architecture consists of two main parts, namely the Local Hub and the Central Hub, as depicted in Figure 2. The Local Hub collects physiological data measured by sensors, and enables users to communicate together or with a tele-accompany operator through Voice-Over-IP.
Table 1. Devices used in the OLDES project

<table>
<thead>
<tr>
<th>DEVICE TYPE</th>
<th>PICTURE</th>
<th>PRODUCER</th>
<th>MODEL</th>
<th>COMMUNICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighing scale</td>
<td></td>
<td>A&amp;D Medical</td>
<td>UC-321PBT</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>Blood pressure meter</td>
<td></td>
<td>A&amp;D Medical</td>
<td>UA-767PBT</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>Food weighing scale</td>
<td></td>
<td>Salter-housewares</td>
<td>Salter 1016</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>Pulse oximeter</td>
<td></td>
<td>Nonin</td>
<td>Onyx II 9560</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>ECG</td>
<td></td>
<td>Zephyr Technology</td>
<td>BioHarness BT</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>Glucometer</td>
<td></td>
<td>Lifescan</td>
<td>OneTouch Ultra</td>
<td>Bluetooth</td>
</tr>
</tbody>
</table>

Figure 2. OLDES architecture
Does IT Bring Hope for Wellbeing?

The information is collected by a low-cost laptop and sent via a secured Internet connection to the Central Hub. Each older person has his/her own health agenda stored in the Central Hub.

The central HUB provides a unique and secure connection point to the OLDES central platform. It enables physicians, GPs, and tele-accompany members to access the system through easy-to-use and secure Web portals. Medical personnel, social workers and volunteers in the call centre are always available to provide support to the client, whenever he/she needs it. The service servers implement the services provided to the stakeholders connected to the system: Voice-Over-IP, the Graphical User Interface (GUI) generation engine and content server, the profiling engine, and medical data storage and analysis. A healthy lifestyle is promoted through appropriate scheduling of the thematic entertainment channels.

The OLDES project considers cost efficiency to be a very important issue - all implemented software in the Local and Central Hub is therefore open-source. Open-source components have been used and integrated to achieve some of the OLDES supported functionalities.

2.2. Local HUB: Home System

1. Low-Cost Computer: OLDES software is portable, and does not rely on specific hardware. It has been tested and validated on various PC-based systems. For the pilot, an ASUS EeeBox was used and deployed in the older people’s homes.

2. Remote Control: OLDES has substituted the classical keyboard of the standard notebook or laptop with a remote controller in order to simplify interaction with the system. The main idea of the Infra-Red remote control was to ensure functionality combining features offered by teletext (familiar from standard TV sets) and by a joystick-like navigation system described next. The Infrared Remote Control consists of two devices: 1) the Remote Control keypad with an IR transmitter 2) the USB Infra-red Receiver. The Remote Control keypad is a final consumer product manufactured by American vendor Fobis Technologies.

3. The USB Infra-Red Receiver: Is a specific USB dongle with two main competencies: a) receive, demodulate and decode an infra-red signal b) communicate over USB and emulate a regular keyboard’s key presses (See Figure 6a).

4. Medical Devices: Used for capturing medical data were selected according to several criteria: they have to be highly reliable, minimally invasive and easy to use for an older person. This means that they have to ensure measurements with a sufficient level of accuracy without the need to calibrate them before each measurement. The following devices and sensors have been tested in the design and development of the OLDES platform: a sphygmomanometer for blood pressure measurement, a belt for electrocardiogram (ECG) monitoring, a pulse oximeter for monitoring the oxygen saturation of the patient’s blood, a LifeScan glucometer for measurements of glucose levels, together with scales for body weight measurement and an interactive scale for daily food intake records (Table 1). In addition, some sensors for ambient monitoring (e.g. temperature and humidity in the patient’s home) have been included in order to check the conditions in the patient’s environment, since elevated temperatures can seriously impact the health of elderly people in summer periods (See Figure 8b). The selected medical devices were very well accepted by the clients, because these devices offer a easy-to-use user interface, and they require only a few actions from the user to operate properly. The data resulting from the measurements was transmitted to the
PC through wireless connections (mainly through Bluetooth), which limited inputs or technical interactions of the human user as much as possible.

5. **Supportive Home Appliances**: The diabetes pilot project enables users to control their diet, namely their input of carbohydrates, and to keep a suitable food diary. For this purpose, a kitchen scale is wirelessly connected to the computer. The user selects the type of food that is currently on the scales, using the remote controller to find out its nutrition values. The values are automatically stored in the computer memory.

6. **Health Monitoring Software**: The main functionalities of this software tool chain collect health data measurements from various medical devices. They communicate using various technologies (Bluetooth, USB, RS232), provide a preliminary analysis of the data, and send the measurements to the OLDES central HUB through a secured encrypted Internet connection. These operations do not require any human interaction.

7. **Graphical User Interface Client**: It is important to ensure that the intended users are able (and willing) to access the offered functionalities in a simple manner - this is the purpose of the GUI (in the case of OLDES controlled by the remote controller only). The GUI framework is implemented as a standard client-server approach. GUI client, which runs on a low-cost computer, connects to the GUI service server to fetch resources and dialog pages (See Figure 3). Based on standard Web technologies, the client simply uses a Web browser running in full screen mode. It is accessible not only using OLDES software, but can be displayed using any Firefox Web browser. It communicates via AJAX with the server. In contrast to traditional Web applications, the clients look and behave similarly to desktop applications based on a user-interface toolkit such as Java AWT or Swing. The GUI client is written in Javascript and uses SVG (Scalable Vector Graphics) for rendering GUI pages and controls.

### 2.3. Central HUB

1. **Graphical User Interface Server**: The server part is implemented in PHP, and is responsible for handling client requests and generating GUI pages. The GUI pages are generated dynamically by the server on the basis of data and configurations stored in a database. Thanks to this feature, the look&feel of GUI is customisable for each user. Based on the user profile, menus and functionalities can be added for each user independently. The pages that are generated are sent as XML to the client, where the XML is parsed and the GUI controls are visualized instantiated. The GUI server also contains basic support for content management, representing the content as a set of content nodes. Examples of supported content types include the welcome screen, menu, article and contact list (See Figure 6).

2. **Voice-Over-IP Server**: The OLDES platform offers communication services adapted to the needs of an older person and based on modern Voice-Over-IP communication technologies. The open-source Asterisk PBX server (www.asterisk.org) was selected to implement this functionality. Asterisk is an advanced and stable VOIP server which offers plenty of functionalities. More specifically, Asterisk integrates a conferencing module, which has been used in OLDES to create and evaluate a dynamic discussion group system for older peoples. A specific Web-based interface was developed to manage the VOIP server functionalities and to enable social workers to create and manage the conference rooms in an easy and adapted way.
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3. **Clinical Information Server**: This server receives, stores and analyses the medical data sent by the local hubs. An advanced data base, called Electronic Health and Social Record, was designed and implemented to store all the data. An intelligent medical data analysis tool has been integrated. It combines a support vector machine and a fuzzy logic engine for analysing the medical data and generating alerts and alarms. These signals are used to support the decision process of the physicians.

4. **Central Server**: The Hub works as the connection point between the home systems, the carers as clinicians or e-Care operators, and the service providers and maintainers. While the older clients access the Hub services through a low-cost computer, the other stakeholders can access OLDES functions through a unique Web portal customised according to their roles and needs. The data transfer from the home system software to the central server uses the XML-RPC (Remote Procedure Calls) Web service protocol.

3. **EVOLUTION OF THE SYSTEM**

3.1. **Platform Design**

Given the lack of familiarity of seniors with technological devices, the usability and accessibility-related aspects of e-Health systems have always represented an important dimension in the implementation of tele-assistance platforms. During the last decade, much attention has been devoted to problems of usability and how it can be improved (Stone, Jarrett, Woodroffe, & Minocha, 2005). A natural way to approach this goal is by improving the usability of the systems through customizable solutions potentially replicable in different care situations. Extensive experience indicates that the design of interactive systems cannot follow the same strategy as that applied in other fields of engineering design (Mayhew, 1999), where the initial design decisions can be carried out analytically without relying on a prototype. We designed the OLDES personal healthcare system interface by iterating paper and software prototyping design. Moreover, in the case of OLDES, the classical keyboard has been substituted by a remote controller, carefully selected and specially modified for the project, in order to ease interaction with the system. A user-centred approach has been applied to test the usability of the proposed tool and its suitability for the capacities of older people (Fisk, Rogers, Charness, Czaja, & Sharit, 2004), adapting the configuration of the GUI (Graphical User Interface) on the basis of test activities carried out with older people (Macik, Hanzl, Klima, & Slovacek, 2009).

To manage the risk of a mismatch in the interface between the technical domain and the user domain, the project has applied the broad framework of user-centered design that shaped the dimensions of technology acceptance. Particular attention was paid to four principles of human-centred design that are listed in the relevant ISO13407 standard:

- Active involvement of users and a clear understanding of user and task requirements.
- Appropriate allocation of function between users and technology.
- Iteration of design solutions.
- Multi-disciplinary design.

3.2. **Computer without a Keyboard**

The term Tangible User Interface (TUI) refers to a system that gives physical form to digital information and/or computational functions. One of the major motivating arguments for TUIs is that they utilize our spare capacity for interaction, in terms of the degrees-of-freedom and sensitivity of our hands, our bimanual skill, fine-grained mo-
tor control, peripheral vision and spatial memory (Dubuc & Edge, 2004). Whilst TUIs themselves have not been widely applied in the field of assistive technology, there are countless assistive technologies already in use which make use of the physical form. The successful adoption of these artefacts shows that older adults are comfortable with using assistive technologies in a familiar physical form, and thus the transition from low-tech assistive devices to hi-tech devices may be relatively smooth.

A crucial task was to design a TUI for navigating in the OLDES menu that is as simple as possible, and that takes into account the capabilities and constraints of elderly people. Some ideas from the USERFit handbook (Poulson, Ashby, & Richardson, n.d.) have proved to be very inspiring, and led to the design of remote control that combines tele-text functionality from a standard TV set with a joystick-like navigation system.

3.2.1. TUI Evolution

The initial suggestion depicted in Figure 4a was based on the concept of a standard TV remote controller. It consisted of:

1. A top bar-button that can ensure a jump to the top screen (depending on the given OLDES setting).
2. Four joystick buttons that enable navigation in menus.
3. Coloured teletext-like buttons that serve mainly for quick access to important points in the menu.

After careful testing with a few volunteers, a “back button” was added in order to support backtracking by coming back to the previous screen (See Figure 4b). Laboratory tests revealed that the similarity of performance between the OK button and the teletext buttons is misleading for some elderly users, since both types of buttons can be understood as confirmation. For this reason, the teletext buttons were replaced by coloured joystick buttons shown in Figure 4c. During screen design for the diabetes pilot project, no need for quick access (hot keys) was identified. This allowed further simplification of the final TUI design (See Figure 4d). A commercial weemote®dV (weemote, n.d.) remote controller for Set-Top devices featuring Interactive TV offered just the functionalities required by our last prototype (See Figure 4d). This product has been adopted by the OLDES system after a minor modification.
3.2.2. Inclusive Design

The user interface has to meet the requirements of its users and also the requirements for the task to be performed. It is important not to overwhelm the user with too much detail, while providing her/him with all necessary information. We have applied paradigm of user-centered design. To find the proper trade-off, we first applied paper prototyping (Snyder, 2003), with the clear goal of designing a suitable user interface for older persons suffering from diabetes. The user-interface guided the user through all the necessary steps that she/he experienced when trying to accomplish tasks, e.g. measurements of blood glucose level, weight and blood pressure, or the choice of appropriate food in compliance with the recommended amount of carbohydrates. The experience gained through paper-prototyping testing had a clear influence on the design of the final software prototype.

The user designed the user interface for her/himself according what she/he considered suitable. Several mock-ups had been prepared in advance as main menu and sub-menus, icons, titles of the menus. If the user suggested an issue, and no prepared components were ready, coloured papers were used to substitute for the issues as menus, the glycemia value, or a picture - see Figure 5a. Secondly, a software prototyping approach was applied. During the software prototype test sessions in the usability lab, the user was seated in the testing room along with the moderator, who guided in the usability test. The moderator tried to intervene as little as possible – he/she was under instructions to give clues and push the user ahead only in the event that the user was apparently lost or confused. All the user’s actions were monitored in the observer room by means of two video cameras (front view and rear view) and an audio recording (See Figure 5b. Even inexperienced computer users were able to accomplish the set of defined tasks within a 30 minutes period. Experienced users took 10-15 minutes to accomplish the task.

4. FIELD TESTING

Two different pilots were implemented to test and validate the platform that had been created. One pilot, in Bologna, was targeted at 100 older persons, of whom 10 subjects were affected by Congestive Heart Failure (CHF), and the second pilot was tested in Prague, focusing on patients with diabetes mellitus. All users of the system (service users, clients) were adequately informed of the aims of the study, and gave written informed consent to participate in the study. In addition, it was made clear to the patients that their inclusion in our study would not modify the usual clinical follow-up. The homes of all the service users were equipped with all the necessary HW, namely the OLDES platform, including both the
tele-accompany system and the tele-assistance system, the sensors for remote monitoring of physiological parameters such as body weight, blood pressure, blood oxygen saturation and heart rate by one-lead ECG. Patients and caregivers were trained in how to handle the devices, the PC and the platform. The enrolment and training activity, carried out by local services providers, was an important aspect both of the implementation and of the design of the system, and of the use of the computer and the medical devices by end users.

4.1. The OLDES Tele-Accompany Offers

The main intention of the project was to offer to the user various means of contact and communication, and also the following services:

- **VoIP Phone Calls**: Within the network of service users. This technology was used not only to provide contact with the dedicated carer in the social care centre. Each user could make free calls to other users belonging to the same network.
- **Multimedia Content**: (Text, audio, video) Was created and targeted to the specific audiences.
- **Participation in Discussion Groups**: On specific targeted contents. Various discussion groups were established in which the users could participate in moderated voice chats animated by a moderator.
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- **Personal Agenda Management**: Each user could have an individualized reminder of events that she/he did not want to miss (planned visits, anniversaries, activities, favourite TV programs, etc.).

  All of these services were accessible from the OLDES start screen (See Figure 3a), and the user was able to select from them according to her/his taste and mood.

### 4.2. Description of the OLDES Tele-Health Pilot Studies

*The Bologna pilot study* tested the OLDES platform on a cohort of 100 older persons. In addition to the tele-accompany services provided for the whole range of participants, 10 of them suffering from CHF were included in the cardiovascular pilot study, where the tele-accompany part was complemented by remote monitoring through sensors measuring selected physiological parameters (body weight, blood pressure, blood oxygen saturation, ECG). The 90 elderly participants in the test of the OLDES tele-accompany services platform were selected by the Social Services Unit of the Savena District (Municipality of Bologna) together with an ad hoc tele-accompany working group composed of “technical” representatives of the local partners. The ten cardiac patients were selected among the out-patients of the Cardiology Division of Bellaria Hospital in Bologna. To achieve the target number of 100 active participants in the tests of the OLDES tele-accompany services platform, potential service users: there were 53 withdrawals from the trial out of 132 persons recruited in the lifetime of the OLDES project. The main reasons for the withdrawals were related to technical problems that prevented the OLDES system being installed in the home of the recruited person. The most serious problems (that beyond the control of the project partners) could only be identified when a technician made the first personal visit to the home of the potential service user. The main problems were that a broadband connection was not available in the locality (30% of cases), or that the home TV set could not be connected to the PC provided by the project e.g. because there was no SCART input (21%).

The pilot study in Bologna tested the OLDES telemedicine platform for 10 subjects with CHF. The patients were followed up by the Heart Failure Unit, Cardiology Division, Bellaria Hospital, Bologna. Of these ten patients who were initially selected and agreed to participate in the study, two subsequently backed away from the trial. At the time when the system was being installed, one of the others had a TV set malfunction, and this patient was therefore not recruited. In the case of two more patients, the installation took too much time, so that their results could not be included in the final assessment. Thus, the pilot study has collected data from 5 patients suffering from congestive heart failure. All patients met the inclusion criteria for the Telemedicine Pilot Study: (1) known diagnosis of congestive heart failure, (2) age > 65 years, (3) clinical and therapeutic stabilization for at least 3 weeks.

The telemedicine system tested in Bologna also included the digital administration of a clinical questionnaire designed on the basis of clinical questions to which patients are usually asked to provide answers during their outpatient visits. The television set was used for friendly visualization of the clinical questionnaires. The patients used the weemote®dV remote control switch to select their answers. The answers to the questionnaires were collected by the server, and were displayed on the workstation of the cardiologist. Using this collected information, the cardiologist was able to monitor the patient’s lifestyle, and ascertain whether it was appropriate to her/his state of illness. The administration of a digital clinical questionnaire was the most innovative aspect of the telemedicine system tested in Bologna (See Figure 7).
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The Prague pilot study focused on older persons suffering from Type 2 diabetes mellitus (T2DM). Diabetes mellitus is a chronic metabolic disorder characterized by increased glucose levels due to insulin secretion deficiency and decreased sensitivity of the peripheral tissues to insulin effects, which can ultimately lead to the development of acute (hypoglycemia, hyperglycemia) and long-term complications (cardiovascular, cerebrovascular, renal, ophthalmic). In this context, the project offered the users the possibility to control their diet, allowing the carer or the physician to monitor selected physiological functions and glucose excursions online. Diet is a critical aspect of diabetic compensation, since patients are required to strictly adhere to predefined diet composition and energy food intake. Diet adherence is a major problem in most patients with T2DM, and in the elderly in particular. A programmable interactive scale incorporated into the OLDES platform is able to calculate the exact amount of energy and nutrients encompassed in a particular portion of food. The platform’s memory stores data on calories, saccharides, proteins and lipids ingested throughout the day and compares it to the maximum daily doses recommended for the particular person. This process has been implemented through the use of wireless scales installed in patients’ homes, where the food is weighed and assessed with regard to its nutrition values. As cardiovascular complications are the most common cause of death in diabetic patients, blood pressure measurement, i.e. the simplest cardiovascular parameter, was also adopted into the system. Patients were asked to measure their body weight once a day, and their blood pressure and glucose level three times per day – the results are stored by the system and can be visualized at

Figure 7. Example of the food diary (food intake monitoring)
Figure 8. Data for one of the patients in the Prague pilot study (male, age: 73 years, monitoring time: 10 days) as provided to the physician. (a) One excessive peak (stress provoked), some minor peaks, average, systolic values slightly above target. (b) Ambient parameters: temperature and humidity.
Figure 9. Glucose and blood pressure development
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various scales, compare Figure 8 and Figure 9. After the data that has been acquired is sent into the OLDES platform, the system evaluates them using an appropriate algorithm. The system can raise medical alarms if necessary, or can point out some extreme values to the physician, who can make appropriate recommendations.

The data provided valuable insights into the diabetic and blood pressure compensation of each patient, and into their various eating habits. Lists of ingested meals, exactly weighted and with the precise amount of calories and nutrients that they contain, are generally much more helpful to a diabetologist or dietician for identifying major dietetic problems than the largely inaccurate meal lists standardly written down by the patient her/himself. In this way, the patients participating in the pilot can be shown their most common dietetic mistakes – ranging from high energy, saccharide, and fat intake and wrong selection of meals to an insufficient number of meals throughout the day. The blood glucose profiles made it possible to unravel any dangerous patterns in glucose excursions 24 hours a day, as shown in Figure 9a, where trends toward morning and evening hypoglycemia are displayed. This observation resulted in appropriate changes in insulin dosage based on the medical doctor’s recommendation: “Reduce night NPH insulin from 12 to 10. Reduce lunch preprandial insulin from 10 to 8. And do not forget to take a second supper at the time when you inject the night insulin dose!”

Blood pressure profiles accessible online also provided an impressive opportunity to identify patients with dangerous high or low pressure peaks, and to react accordingly. Let us mention the case of another diabetic patient with no history of hypertension taking two drugs for lowering blood pressure for other indications: alpha-blockers primarily for prostatic hyperplasia and diuretics for renal insufficiency. Figure 9b shows one excess blood pressure value throughout the monitoring period, with an otherwise acceptable profile, although in the presence of type 2 diabetes mellitus slightly lower blood pressure levels are recommended. On the basis of this observation, the medical doctor recommended: “Continue blood pressure monitoring for 1-2 weeks more; in the case of persistently elevated blood pressure levels consider adding other antihypertensive medicaments – ACE inhibitors or Ca blockers.”

4.3. Evaluation and Results

4.3.1. Tele-Accompany

In the pilot project evaluation, we paid particular attention to the users’ evaluation of the OLDES home system installations, their feelings and expectations. These elements were recorded through 2 ad hoc questionnaires filled in by a facilitator. The first questionnaire (See Appendix 1) evaluates the installation process of the system, and the second (See Appendix 2) wraps up the experience of the user during her/his active participation in the project. 86 questionnaires were completed in Bologna, 58 of them before the system had been installed and 28 after the system had been installed. The average ratings (0-10 low/high satisfaction with and interest in the technology) were high for the questions on knowledge of the technology (8.5), curiosity (9.3), and asking questions (9.5). However, there were low ratings on indifference (1.2), i.e. they were not indifferent, and on concern (2.8), though the level of concern grew a little after installation of the system. Interest in the technology is on a moderate level, slightly lower before installation of the system (4.8) and growing to almost 6 after installation. The findings from the first questionnaires show high average ratings for the question asking about satisfaction with the OLDES system (7.9), the question about the positive role of OLDES in terms of social contact and leisure time (7.8), and the users’ evaluation of the assistance received from the call centre operators (7.9). The evaluation model also included observations, focus groups and interviews with representative users.
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The main findings can be summarized as follows: the users found the OLDES system a useful tool for socialization, for being updated and for finding information in everyday life. All of the content was considered important, with a preference expressed for healthcare and wellness topics. The opportunity to use OLDES to get involved and remain involved in local activities is also a fundamental aspect of the service, since lack or loss of participation is perceived by seniors as a basic form of social isolation. It is interesting to note that most of the terms employed by the users for describing OLDES seem to perceive the device as a sort of TV channel, possibly because they could not find any other simple but more accurate definition. Consequently, the passivity that typifies TV consumption is the most immediate attitude towards this new medium. Thus it is necessary to stimulate users to utilize the system to more interactively, in order to exploit the socialization potentials of the OLDES platform more fully. Nevertheless, all users had confidence in the project and wanted it to continue. They were confident that the technical difficulties would be resolved. All users hoped to keep receiving useful and updated content that they could consult daily.

4.3.2. Telemedicine

We will now review the perception of the OLDES system by its 10 users in the diabetes pilot study, as evaluated from two points of view, using the questionnaires shown in the Appendix: from the point of view (1) of the person providing technical and training support, and (2) of the opinions of the users. The first questionnaire, under the title “Installation Process Evaluation Form”, was completed by the technician after delivering the OLDES system to the user. To deliver the system, the technician had to install all the equipment in the user’s home and to provide training for the user. The user could also seek help from the technician while the pilot study was operating.

We present the results for 8 users only, because the remaining two users withdrew from the pilot study after one day (two ladies in their 80s). The technician evaluation results of only eight patients is therefore included. In case of nominal/verbal answers, the scale corresponds to scores from 1 to 10: whereby 1 is the lowest evaluation and 10 is the highest. The original questionnaires are available in Appendix 1 and Appendix 2, and the results are summarized in Appendix 3.

This survey was based on the opinions of 8 users. In order to obtain some statistically meaningful results we point out that it would be necessary to have (1) a minimum pilot duration of one month, and (2) 25-30 users involved in the study. The average age of the users was 75.3 years. In general, the OLDES system was perceived very positively. The first user scored the OLDES system as neutral. One of the reasons for this comparatively low score may be that this was the first pilot study, in the course of which several technical bugs had to be resolved. It is no surprise that this process lowered the reliability of the system in eyes of the user, and caused discomfort for the user. An apparently promising sign from the point of the potential for future deployment is the difference between the answers provided by the users for two questions:

- a) How do you appreciate the concept of the OLDES system?
- b) How are you satisfied with the OLDES system in general?

It seems that the OLDES experience convinced the users that such a system can have a positive effect: While the average answer to the question a) was 7.1 (See Figure 10a), the average rating for question b) was 8.7 (See Figure 10b).

The users rather quickly got used to navigating in the graphical user interface using a remote controller, and considered it mainly easy to use. However, some users complained about the stiffness of the buttons of the remote controller. The
average score was 7.0 for remote controller ergonomics (See Figure 11a) and 7.1 for usability of the graphical user interface (See Figure 11b). The only case where dissatisfaction was expressed was with the food selection menu, where the user can choose among more than 2000 food items presented in the OLDES database. To find a more user-friendly solution to the food selection menu problem will be a challenging task for future research. It is interesting to note that most of the users considered as very beneficial the fact that the OLDES system provides a means for inspecting the review of their own data collected in the course of the previous. Surprisingly, fewer than 50% of the users expressed interest in having this collection of data shown in graphical form.

The success of the health monitoring pilot studies from clinical point of view is indicated by evidence that OLDES provides clinicians in the pilot sites with:

- Early indications of potential problems that allow for immediate intervention.
- Reliable information that enables decisions can be made quickly and accurately.

This evidence was gathered from clinicians through interviews and observations in the two pilot sites. It is not possible to quantify this evidence.

Clinical participants from the pilot sites proposed a set of specific health status measures that can be identified by physicians for the patients...
participating in the health monitoring pilot studies. In the case of the pilot in Prague for diabetic patients, the set of measures aims to:

- Improve glycaemic control and diabetic compensation parameters, in order to reduce the rate and the severity of long-term diabetic complications and the need for hospitalization.
- Improve the safety of diabetic therapy by reducing the rate of hypoglycaemia, especially during the night.
- Improve blood pressure control to reduce cardiovascular complications.

In the health monitoring pilot (Bologna), anticipated improvements for older persons affected by CHF are:

- Reducing need for hospital re-admission for heart failure.
- Improving the safety of the patient, and the time that the patient can stay in his/her own home.

In Bologna, in the telemedicine pilot study, the preliminary data collected at the beginning and at the end of the study through ad hoc online questionnaires produced the following main results:

1. The OLDES platform is sufficiently flexible and easy to use.
2. The user acceptance and perceived utility and quality of the equipment was also good, even for older patients. Patients needing assistance from caregivers showed lower acceptance.

4.4. Lessons Learned

The technology used by the system must be fully reliable in order to gain the trust and confidence of its users. The OLDES system is a complex technology chain, the reliability of which is determined by its weakest link. Surprisingly, the weakest link proved to be Internet access. Even in such large towns as Bologna and Prague there proved to be some locations where the quality of the signal was so unstable that functionality of the system varied dramatically from day to day, and from session to session. This kind of behaviour can greatly undermine confidence in the system, and can result in disappointment. It is therefore most important to check the local quality of Internet access in advance before recruiting potential users. The quality of the Internet signal also needs to be taken into account in the questionnaires used for evaluating the system.

The next problem turned to be the pushbuttons of the remote controller. This was perceived by the users as a situation when the system does not react to their actions. This behaviour was reported by several clients, and in most cases it proved due to a discrepancy between the soft touch of the user and the stiffness of the pushbuttons. Technical problems of this kind need to be discovered during the installation phase, and the operator should have some alternative means for dealing with them.

For the control system, it would be good to have the option of working with a touch screen. This will be considered in the follow-up SPES project, see later elaboration. The stability of the platform is also a crucial consideration in the testing phase. Reliable hardware has to be carefully selected prior to implementation of the pilot study. When weighing considerations of stability and cost, it is necessary to have in mind that low cost hardware can lead to low-quality performance. In addition, the use of open-source software can turn out in the long term to be more expensive than the use of a commercial software product. It took us a considerable amount of time to implement voice-IP using the Asterisk system, and also to develop the graphical user interface. Servicing costs must be also taken into account.

Some Psychological Traits: What is taken for granted by a trainer can be perceived by the target
user as something completely new. A sufficient amount of time, a cheerful attitude and true respect and sympathy for the user’s difficulties are therefore essential ingredients for making the user like and utilize the OLDES system once it has been installed. A successful interaction aimed at correctly explaining the OLDES platform should take at least 20 minutes, over and above the time required for the installation itself. There is certainly a role for volunteers in explaining how to use the OLDES system.

When training the older people to make use of technology, it is often forgotten that a user who may be completely unable to perform straightforward IT operations is nevertheless a senior human being whose greater experience of life needs to be valued, and whose intelligence, culture, powers of observation and sense of humour have necessarily been diminished by age. Users recognize very quickly and clearly when something has gone wrong. When there is a problem, it is important to distinguish between a true technical glitch and a misunderstanding by the user, and to deal with the two kinds of problem accordingly. The user will immediately notice if the operator is insincere (for instance, if she/he tries to conceal technological problems). A good tip for avoiding this kind of risk is always to stress the continuity of care between the current new project that they are participating in and the local health system they they already know and trust. If some technological problems occur, the best solution is to explain them to the user in plain language, showing honest appreciation for their patience and for their willingness to participate in an experiment that will benefit from their help. An effective installation phase should not take too much time, and all the devices should work properly in order not to discourage the potential users.

In all cases, the tests showed that the OLDES system was much more successful when the senior could rely on support from a relative or neighbour who offered to help her/him to master the functions of the system. However, relatives who failed to encourage the senior also made a great difference. There were even cases where the family persuaded a potential user not to participate. The social and family situation of the user need to be carefully evaluated, both before she/he is included in the programme and during the installation phase. The use of technology is problematic for this target group, and any independent condition that creates stress can also have effects on the willingness of a senior to learn. However, senior users who could rely on a stable marital situation or on the presence of family members seemed positively curious about the IT challenge, regardless of their age or difficulties.

**Topics Popular Among the Users:** The Bologna team was surprised to find how much the seniors appreciated the idea of watching videos on the platform. Many users complained about the lack of interesting programs on modern TV channels and radios: uploading clips from old films, songs or sports classics was a highly appreciated initiative, especially when the upload was in response to a specific request. The Bologna team also uploaded and offered to its clients some videos that had been shot at the workshops held with the system users, i.e. with clients of the OLDES system. Most users were unused to seeing their own image on a screen. They were extremely entertained by this option, and were also more excited about participating in subsequent workshops, which offered opportunities for new socialization.

The Prague users of the health part of the project were asked what additional functionalities they would like to have in the next version of the OLDES system. All of them suggested a panic button, and 75% wanted some kind emergency warning system to be built-in (it could draw attention to a range of household events, e.g. a gas leakage or a fire threat).
4.5. Results

4.5.1. Quality of Life: Social Aspects

There is emerging evidence that use of the OLDES system has some positive impact on various dimensions of the users’ quality of life. Evidence of this nature has been captured in various forms. For example, the questionnaire-based data collection process undertaken during the OLDES workshops concluded that the users find the system useful for communicating with other people, for fostering socialization and for combatting social isolation. OLDES users also reported feeling a greater sense of security due to the option of calling the CUP2000 call centre, and feeling more informed about local events and issues. In some cases, having greater access to information leads to increased opportunities for users to attend local events. Given the very limited opportunity to collect data on users’ experience of being an OLDES system users over a period of time, it is problematic to make any claims about users feeling part of a care community.

Some of the qualitative data collected towards the end of the project suggest that participating in the social processes of the project itself (in addition to the direct effect of being a OLDES system user) has yielded quality of life benefits for some users, particularly for those attached to voluntary associations who have taken part in various OLDES-related activities, and who have generally collaborated closely with the project team.

4.5.2. Cost Saving

A number of cost saving outcomes and improved productivity for service providers were anticipated by the partners at the outset of the project. These included:

- Doctors will spend less time visiting patients who do not need visits.
- Early intervention may prevent hospitalization.
- A carer can monitor more patients than before because of monitoring assistance, and because the monitoring software is able to raise an alarm.

At the same time, it was anticipated that new costs might be incurred, e.g. due to false alarms generated by health monitoring.

The OLDES system has verified the technical feasibility of the telemedicine dimensions of the system system, and that the hardware and software component installed at the users’ homes have been accepted by the patients.

A greater number of participants will be required in order to develop the cost-effectiveness of tele-monitoring.

5. CONCLUSION AND FURTHER PLANS

Participating in the OLDES project stimulated older persons to use ICT instruments and solutions, enriched their skills and provided an opportunity for them to interact in the modern world of communications. The project has demonstrated the feasibility of daily use of a low-cost home access point that makes a range of services available, supports social interaction and efficiently manages some problems related to chronic diseases (diabetes and chronic heart failure) in cooperation between the social services and the medical services by monitoring physiological parameters. Experience gained from the pilot runs in several dozens of households has indicated the following directions for further research and development:

1. The OLDES system limited the control interface to the remote controller (See Figure
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6). This device was very well accepted by some users, though some complained about it. It seems that a touch screen could accommodate the requirements of those who had problems with the remote controller. Ideally, it should be possible to choose the means of control and the user interface to suit the needs of different users.

2. The users in the OLDES system interacted with several medical devices. Some of them required very a simple interaction, e.g. pressing button to start the measurement or to transfer the data. Despite the easy one-step action, some users experienced difficulties resulting in data losses. In future, medical devices should operate automatically, without user control or interaction, in order to ensure regular monitoring of a patient’s health status.

3. The OLDES system was designed for use in the homes of its target users. However, there are some wealthier target groups whose users would benefit considerably from a mobile application. Can the OLDES solution be generalized to a mobile setting?

4. The multimedia content proved to be most popular feature for most OLDES teleaccompany users. In order to retain their interest, the content had to be regularly updated. This turned out to be a rather time-consuming and human resource-consuming activity. To attract users towards the other more sophisticated services offered by the system, it was necessary to encourage and invite them repeatedly. It remains an open question what technical means could be used to simplify the updating of social content, and to improve the social inclusion of potential users with very limited IT skills. It is clear that the ultimate solution cannot rely on extra work by the professional support staff.

The follow-up project, SPES, will aim to offer some new solutions for these issues, and it will test them carefully in four pilot runs between 2011-2013. The original OLDES system is currently being adapted for use by mobile users, and with alternative means of control. The new SPES system will be tested on new types of health conditions (e.g. asthma, dementia). In addition, SPES will pay special attention to the problems at the interface between technology and social inclusion, as mentioned previously in item 4.

We will now review the aims of in the planned pilot studies that will be carried out ensured in new locations. The studies will work with each user for a period of at least several weeks.

The Ferrara pilot (Italy) is targeted at patients affected by chronic respiratory failure, requiring long-term oxygen therapy and non-invasive mechanical ventilation, who are already under observation from pneumologists for periodic clinical controls. The aim is to provide patients suffering from breathing problems with a system that can remotely monitor their health status using a saturimeter and several other non-invasive medical devices, in order to enable more efficient use of medical aids and more efficient organization of the the healthcare service provided by medical staff. A complementary medical Web application will enable clinicians and all other stakeholders to access patients’ data and report clinical considerations.

At the same time, this pilot study will also test the use of an alternative control system: the patient will be provided with a touch-screen netbook, which will replace the home gateway provided for the OLDES project. The touch-screen netbook will allow the system to:

- Collect data locally from medical devices.
- Store the data until it can be sent to the central HUB.
- Properly and safely send data to the central HUB.
- Show the user some basic functionalities (e.g. a list of measurements correctly sent).
- Provide an agenda.
- Administer questionnaires.
The communication network is investigating the possibility of using ADSL where already available (i.e. when the user already has an ADSL line) and, in all the other cases, a UMTS/GSM connection.

The Vienna pilot study (Austria) will seek tailor-made solutions for people with dementia who face health risks and who are prone to accidents because they tend to get lost in the street, etc. These people often have to move to inpatient care, although they would prefer to continue to have self-determined lives in their own homes. Their families are overburdened by constantly having to care for their disoriented relatives. In addition, demented people do not receive stimulation and motivation appropriate to their needs. If people, for example, confuse day and night, summer and winter, and breakfast and supper, they need structured and comprehensible input. The overall objectives of the Vienna pilot study will be to enhance the quality of life and the self-determination of older persons with dementia, as the SPES system will make it possible to supervise them without restricting their movement. This should lead to a decrease in the number of admissions to nursing homes due to dementia. In addition, applications will be tested to support reality orientation and memory training for users by offering them visual and audio programmes on screens. In general, the use of this form of technology should raise the degree of security for disoriented persons both in the public space and in everyday life.

The SPES solution aims to incorporate as many as possible of the technical means currently available on the market for the target users. These technical means range from simple products such as automatic pill dispensers and telephones with the photographs of people frequently called, to more complex tracking devices, using Global Positioning Systems (GPS), which also assist in locating people with dementia when they wander off (Maurice & Nugent, 2010).

An emergency alarm system for day-care centres, flat-sharing communities and private homes will be designed and tested. The solution will include environment sensors, e.g. at the entrances and exits of private apartments, so that adequate warnings will be given before the senior leaves home (e.g. a ‘talking key’ that says ‘Please take me with you’ or a stove that says ‘Please turn me off’). The resulting system should lead to more security for the senior, reducing her/his anxiety and supporting her/his autonomy. The intention is to enrich the everyday lives of seniors.

For relatives, it should provide relief from their burden, reduce stress, and improve relationships within families. The pilot should support their work, as carers can concentrate better on their true tasks of assisting the protagonists instead of constantly supervising them. The results should meet legal responsibility requirements. For caregivers, the pilot should represent a new professional experience, broadening their methodological approaches and lessen their burden of responsibility.

Another user group requiring mobile application will be that of the Boskovice pilot (Czech Republic) that will be focused on 40 mobility-impaired persons followed by a non-governmental organization called DEEP. These persons are often illiterate in the field of assistive devices and monitoring services including e-health concept. Therefore, as the first step, courses and appropriate training will be provided in a range of registered social services motivating seniors and disabled persons in the field of communication services, education, social and professional integration. DEEP team will select 40 persons that will take part in the SPES pilot testing of services based on monitoring through sensors and detectors. The location is, predominantly, the city of Brno in the Czech Republic. It will be necessary to i) inform, ii) motivate, and iii) to teach people how to use appropriate tools and sensors. DEEP is anticipating addressing at least 200 persons from which 40 will be chosen for pilot testing purpose using motivation/health questionnaires. Based on the analysis and the specific needs of their households, the system users will be provided with the individual-specific peripherals such as identification bracelets for disoriented people.
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identification of dangerous inclinations, local remote control of movement, supervision of household activities (on/off household appliances, windows and door opening etc). Each of these peripherals currently relies on GSM and GPRS data stream based on IP gateway and SMS. This ensures two-way transmission, possibility of the remote setting, and emergency operations from the control centre via the GSM gateway.

The Kosice pilot (Slovakia) will be devoted to the problems related to the social aspects of technology development as described in the item 4. The main aim will be to ensure means that can improve social inclusion of older people through suitable ICT solutions designed and developed within SPES project. The older persons will be able to enrich their daily routine by various communication and social features for spending leisure or mediating psychological support. The offered solution will be based on detailed analyses of existing opportunities, requirements and expectations from target group of seniors who will be offered a chance to remain in contact with their relatives, neighbors or some other people with similar hobbies or health problems. The pilot locality will contain small flats or senior house under responsibility of Municipality of Košice. The user-friendly environment will offer interesting functionalities for stimulation of interactions between or with older persons as discussion forum, personal or group instant messaging, emails and virtual meetings. These basic features could be extended with opportunities of dating, exchanging information or photo sharing. The social services will be mediated by appropriate Windows-based platform, designed and implemented directly to Kosice pilot requirements. Suitable methods and approaches from domains of Data mining and Social Network Analyses will be applied to evaluate collected historical data in order to customize the user’s environment (list of people with similar hobbies, list of people with similar daily habits, etc.) or to identify interesting and useful information for future improvement. Technical University of Košice will be responsible for relevant software modules and technical support during pilot realization.
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ADDITIONAL READING


KEY TERMS AND DEFINITIONS

**AmbientAssitiveLiving:** Is set of tools how to help to ensure health, safety, and well-being of older people.

**Food-Intake or Consumption:** Is sum of food consumed by a person. Control of food intake is very important for managing blood glucose levels in diabetes mellitus patients.

**Social Services:** Generally consist of counseling and psychotherapy, human services management, social welfare policy analysis, policy and practice development, community organizing, international, social and community development, advocacy, teaching, and social and political research. In our approach, the social services addressed communication among participants, broadcasting entertainment content over Internet or invitations to culture events.

**Tangible User Interface (TUI):** Is a user interface in which a person interacts with digital information through the physical environment. In the OLDES project remote controller was used while in case of the SPES project touch screen was applied.

**User-Centered Design:** Is the process of designing a tool, such as a Website’s or application’s user interface, from the perspective of how it will be understood and used by a human user.
APPENDIX 1

INSTALLATION PROCESS EVALUATION FORM QUESTIONNAIRE

Evaluating the Installation Process and the User’s First Impression

To be filled in by an OLDES representative, not a user.

Id_______ Telemedicine user

Visit: a to install the OLDES system b _______ days after the installation of the OLDES system

Evaluation following the visit referred to in option a

• What are the user’s expectations?
• Why has the user agreed to take part in this study?

Observations made during the installation:

• Does the elderly person show an interest in technology? □ No □ Yes
• Does he/she have any knowledge of technology? □ No □ Yes
• Is he/she apprehensive? □ No □ Yes
• Is he/she curious? □ No □ Yes
• Is he/she indifferent? □ No □ Yes
• Does he/she have any questions? □ No □ Yes
• Does the user seek some support (e.g. in everyday tasks, food delivery)? □ No □ Yes
• Does he/she expect a financial reward? □ No □ Yes

Evaluation following the visit referred to in option b

• How many days has the person been using the OLDES system? _____________
• Has the user been recording his/her results on paper (for later checks)? □ No □ Yes
• Is the user satisfied with the system? □ No □ Yes
• Has the system boosted the user’s self-confidence? □ No □ Yes
• Does the user find the system useful? □ No □ Yes

Circle reasons why the OLDES system seems to benefit the user e.g. the system makes him/her feel more secure; the user is familiar with similar services and is interested in them; the OLDES provider is based near the user’s home or is territorially ‘accessible’.
APPENDIX 2

USER EVALUATION OF OLDES SYSTEM

Questionnaire Evaluating End-User Satisfaction with the Platform for Oldes System Telecommunication Services

Id_______ Telemedicine user ___ Face-to-face interview ___ Filled in by the user

1. Sex □ M □ F
2. Age ______
3. Who do you live with?
   □ I live on my own.
   □ Partner (spouse)
   □ Carer
   □ Son/daughter
   □ Relative/family member not stated above
   □ Person not stated above

4. Who helps you with everyday duties (shopping, preparing food, etc.)?
   □ Nobody
   □ Partner (spouse)
   □ Carer
   □ Son/daughter
   □ Relative/family member not stated above
   □ Person not stated above

5. What is your overall impression of the OLDES system?

   Mark the score you would give to the system on a scale from 1 (very poor = the lowest score) to 10 (an excellent system) with X (Box 1).

   \[ \text{Box 1.} \]

<table>
<thead>
<tr>
<th>Points</th>
<th>1 (poor)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10 (excellent)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Have you found it easy or difficult to use the following tools used by the OLDES system?
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USING THE REMOTE CONTROL

Box 2.

<table>
<thead>
<tr>
<th>Points</th>
<th>1 (difficult)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10 (easy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

USING THE ON-SCREEN MENU OF THE OLDES SYSTEM

Box 3.

<table>
<thead>
<tr>
<th>Points</th>
<th>1 (difficult)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10 (easy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

USING 'THE PRINTED GUIDE - OLDES SYSTEM MANUAL'

Box 4.

<table>
<thead>
<tr>
<th>Points</th>
<th>1 (difficult)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10 (easy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7. Select further services the OLDES system should also offer:
   - Button (on the remote control) to summon help
   - Sensor to detect emergencies in the home, e.g. a gas leak, a water tap running inadvertently, a fire
   - Phone calls made free of charge
   - Information on frequently used phone numbers
   - Up-to-date information on activities in the vicinity of your home (e.g. opening hours, surgery hours, a timetable of favourite tram lines…). State pieces of information you are interested in.
   - Medication administration reminders
   - Switching lights off/on operated centrally (in selected rooms)

8. What other medical appliances do you wish to include (in the system)?
9. What would you want the OLDES system platform to include in the future?
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Would you like to receive a summary of particular recorded data? □ YES □ NO

If yes, select categories you are interested in (Box 5).

**Box 5.**

<table>
<thead>
<tr>
<th>Recorded data</th>
<th>Blood pressure</th>
<th>Weight</th>
<th>Daily calorie intake</th>
<th>Glycaemia</th>
<th>Room temperature</th>
<th>Room humidity levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Select which period this summary should cover:

□ Day
□ Week
□ Month

Circle your chosen way of presenting the requested data (See Table 2).

**Table 2.**

<table>
<thead>
<tr>
<th>Date</th>
<th>Weight</th>
<th>Glycaemia</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3.2010</td>
<td>68</td>
<td>5.6</td>
</tr>
<tr>
<td>2.3.2010</td>
<td>69</td>
<td>7.3</td>
</tr>
<tr>
<td>3.3.2010</td>
<td>68</td>
<td>5.9</td>
</tr>
<tr>
<td>4.3.2010</td>
<td>70</td>
<td>8.3</td>
</tr>
<tr>
<td>5.3.2010</td>
<td>69</td>
<td>4.8</td>
</tr>
<tr>
<td>6.3.2010</td>
<td>68</td>
<td>5.2</td>
</tr>
<tr>
<td>7.3.2010</td>
<td>69</td>
<td>6.1</td>
</tr>
</tbody>
</table>

10. Have you ever experienced problems with any of the OLDES system components?
□ YES, with the on-screen menu of the OLDES system.
□ YES, with the OLDES system remote control.
□ NO

11. If you experienced some problems with the OLDES system, who did you ask for help?
□ The technician who installed the OLDES system.
□ Friends or relatives
□ Somebody else (please specify) ______________
□ Nobody
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12. Score the comprehensibility of the instructions you received during the installation of the OLDES system (Box 6).

**Box 6.**

<table>
<thead>
<tr>
<th>Points</th>
<th>1 (poor)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10 (excellent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

13. Do you find the OLDES system manual useful (Box 7)?

**Box 7. Score the usefulness accordingly**

<table>
<thead>
<tr>
<th>Points</th>
<th>1 (poor)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10 (excellent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

14. What is your overall satisfaction with the OLDES system (Box 8)?

**Box 8.**

<table>
<thead>
<tr>
<th>Points</th>
<th>1 (poor)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10 (excellent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

15. Why are you satisfied/not satisfied with the OLDES system?

16. What improvements to the OLDES system would you recommend?
### APPENDIX 3

**EVALUATION RESULTS OF OLDES SYSTEM**

*Table 3.*

<table>
<thead>
<tr>
<th>User Evaluation of OLDES System</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ID</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td>M</td>
<td>M</td>
<td>F</td>
<td>F</td>
<td>M</td>
<td>M</td>
<td>F</td>
<td>F</td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td>82</td>
<td>85</td>
<td>73</td>
<td>74</td>
<td>84</td>
<td>55</td>
<td>80</td>
<td>69</td>
<td>75.3</td>
</tr>
<tr>
<td><strong>Household Sharing</strong></td>
<td>With Partner</td>
<td>With Partner</td>
<td>With Partner</td>
<td>Alone</td>
<td>With Daughter</td>
<td>With Partner</td>
<td>With Daughter</td>
<td>With Relative</td>
<td></td>
</tr>
<tr>
<td><strong>Who helps you with daily duties</strong></td>
<td>Partner</td>
<td>Partner</td>
<td>Partner</td>
<td>Nobody</td>
<td>Daughter</td>
<td>Partner</td>
<td>Daughter</td>
<td>Relative</td>
<td></td>
</tr>
<tr>
<td><strong>How do you appreciate OLDES system?</strong></td>
<td>5</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td><strong>Do you consider easy/difficult using OLDES component?</strong></td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>5</td>
<td>6</td>
<td>7.0</td>
</tr>
<tr>
<td><strong>Remote Controller</strong></td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>3</td>
<td>10</td>
<td>9</td>
<td>7.1</td>
</tr>
<tr>
<td><strong>OLDES Menu on TV screen</strong></td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td><strong>Using paper manuals</strong></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td><strong>Choose further functionalities which OLDES system should offer?</strong></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td><strong>Sensor for emergency household event detection (gas leak, fire, etc.)</strong></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

*continued on following page*
## Table 3. Continued

<table>
<thead>
<tr>
<th>User Evaluation of OLDES System</th>
<th>ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free phone calls</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>List of recent calls</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual information (timetables, doctor schedule, shop schedule, etc.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>timetable, whether, shopping timetable</td>
</tr>
<tr>
<td>Pills reminder</td>
<td></td>
<td></td>
<td>X</td>
<td>x</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central light control (switch off/on)</td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Which further medical devices do you recommend?</td>
<td></td>
<td></td>
<td></td>
<td>More dietic items</td>
<td>Sleep quality, daily activity &amp; snaps, memory training games</td>
<td>Heart beat, ECG, camera monitoring</td>
<td>ECG, telephone calls</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What else should OLDES system contain?</td>
<td>Blood pressure, glycemia, weight</td>
<td>Blood pressure, glycemia, weight, calorie intake</td>
<td>Blood pressure, glycemia, weight, calorie intake</td>
<td>Blood pressure, weight, calorie intake</td>
<td>Blood pressure, weight, calorie intake</td>
<td>Blood pressure, weight, calorie intake</td>
<td>Blood pressure, weight, temperature, glycemia</td>
<td>Blood pressure, weight, calorie intake</td>
<td>Blood pressure, weight, temperature, glycemia</td>
<td></td>
</tr>
<tr>
<td>Choose time span of your interest</td>
<td>Week</td>
<td>Week</td>
<td>Week</td>
<td>Month</td>
<td>Week, month</td>
<td>Week</td>
<td>Day, month</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Choose type of presentation</td>
<td>Table</td>
<td>Table</td>
<td>Graph</td>
<td>Table</td>
<td>Table</td>
<td>Graph</td>
<td>Graph</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did you experience problems with any OLDES component</td>
<td>Yes – remote controller</td>
<td>Yes - menu</td>
<td>Yes - menu</td>
<td>Yes – internet</td>
<td>Yes – controller</td>
<td>Yes – menu</td>
<td>Yes – menu, controller</td>
<td>Yes – controller</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who helped you in case of problem?</td>
<td>Technician</td>
<td>Technician</td>
<td>Technician</td>
<td>technician</td>
<td>Relatives</td>
<td>Technician</td>
<td>Relatives</td>
<td>Technician, relatives</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was provided training clear?</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>9,1</td>
<td></td>
</tr>
<tr>
<td>Is OLDES system useful?</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>7,4</td>
<td></td>
</tr>
<tr>
<td>Generally, how are you satisfied with OLDES system?</td>
<td>9</td>
<td>4</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>8,0</td>
<td></td>
</tr>
</tbody>
</table>
Diabetes management in OLDES project


Abstract—EU project OLDES (Older People’s e-services at home) develops easy to use and low cost ICT platform in order to offer a better quality of life to elderly people directly in their homes through innovative systems of tele-accompany, tele-assistance and tele-medicine. The elderly are able to access the services and send relevant medical data from their home by being connected to the central server via a low cost PC which is based on Negroponte paradigm. The OLDES platform interface uses television screens controlled through a remote control customized for the elderly. The feasibility of OLDES project is evaluated by the pilot study concentrating on compensation of diabetic patients. Compensation of diabetes is achieved by monitoring glucose glycemia level, blood pressure and weight. Moreover, the patient feeds into OLDES system daily consumption of food using interactive food scales and obtains advice if necessary.

I. INTRODUCTION

The consequence of increasing life expectancy and decreasing birth rates is that population is becoming increasingly older [1]. Several projects deals with elderly disease management as CONFIDENCE [2], ATTENTIANE[3], ENABLE[4], K4Care[5]. Very similar platform to OLDES is developing INTEL under name Health Guide PHS6000 [6].

The aim of the project is to offer new technological solutions to improve the quality of life of older people in their homes. Thanks to an advanced and innovative technological platform, OLDES provides user entertainment services, through easy-to access thematic channels and special interest forums supported by animators, health care facilities based on established Internet and Tele-care communication standards. However, one of the major problems in IT-assisted ambient technologies is patient motivation and daily involvement in disease management systems [7]. OLDES promotes healthy life style by providing audio-visual content which helps in patients' social inclusion and their motivation. The content is created by social workers or volunteers which are often senior themselves. Information about constant monitoring of vital parameters and health state is surveyed in a call centre by GPs.

The following reviews suggest that computer-assisted interactive IT is an important tool and has great potential to improve diabetes care [8],[7].

This paper presents OLDES technical solution and the implementation of OLDES system project in management of patients suffering from diabetes.

The OLDES architecture consists of two main parts as depicted in Fig.1: Local Hub collects physiological data measured by sensors and communication channels implemented by Voice-IP. The information is collected by low-cost INK Laptop and sent via a secured ADSL link to Central Hub. Each senior has a health agenda stored in Central Hub. The senior continuously receives social-medical support by medical doctors, social workers and volunteers situated in the call center. Healthy life style is promoted through an adequate scheduling of thematic entertainment channels. The feasibility of OLDES concept is evaluated under cardiomyopathy and diabetes pilot projects.

OLDES implements the following functionalities:

- Low Cost computer-based system: The elderly persons are provided with a low cost computer based system (the INK computer) which works as the access point for OLDES functionalities and services. The computer is connected to a classic television set which displays all the information provided by the platform by a graphical user interface (GUI).
- Adapted graphical user interface: The graphical user interface is especially designed to meet elderly person usability requirements. Its content is fully dynamic and it is based on web technologies. To select the options and access contents, elderly have an easy to use remote control.
- Tele-health monitoring system: The elderly persons are provided with communicant Bluetooth medical devices. The INK computer installed in elderly person houses automatically collects the data measured by these devices and sends them to a central repository in a secured way.
- Web portal: A web portal which provides interfaces for system administrators, GPs and professionals, discus-
sion groups animators and tele-accompany members.

II. METHODOLOGY

Cost efficiency is a major goal of the OLDES project therefore all implemented software in Local and Central Hub is open-source.

A. Local HUB:Home system

This section describes the hardware and software components of the home system located on the left side of Fig. 1.

On the hardware side the home system is composed of: i) a computer based set-top box adapted to elderly persons needs and called the INK computer, ii) an easy-to-use remote control and its receiver iii) an audio handset, iv) a set of medical devices communicating with the INK through Bluetooth or USB interface.

1) INK computer: The INK computer is an x86-based computer built on a VIA C7-M platform produced by Canadian company INK-media. This computer is based on Negroponte’s principle: it has low cost ($200US), fanless and diskless operation with no mechanical moving parts, and full-featured while maintaining a small form factor suitable for use as a set-top box. The INK computer operates with a Linux Ubuntu operating system running OLDES software tools.

2) Remote Control: OLDES substituted classical keyboard with a remote controller in order to ease interaction with the system. The main idea of the Infra-Red remote control is to ensure functionality combining features offered by tele-tex (familiar from the standard TV sets) and by a joystick-like navigation system. The Infra-red Remote Control consists of two devices: 1) Remote Control keypad with IR transmitter 2) USB Infra-red Receiver. The first device is a final consumer product Weenote DV manufactured by American vendor Fobis Technologies. The second device is a specific USB dongle with two main competences: a) receive, demodulate and decode infra-red signal b) communicate over USB and emulate a regular keyboard’s key presses - see Fig. 2.

USB IR Receiver is implemented in Atmel’s ATmega8 microcontroller. IR waveform is sampled by built-in UART peripheral. USB protocol is completely handled by software. The receiver is powered from the bus. No additional software is needed since the USB HID keyboard is a cross-platform spread standard.

3) Medical Devices: We have defined for diabetes pilot project list of patients parameters we have to monitor using medical devices listed in Table I.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Producer</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>glucose level</td>
<td>Lifescan OneTouch Ultra</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>blood pressure</td>
<td>A&amp;D UA-767</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>personal weight</td>
<td>A&amp;D UC-321</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>food intake</td>
<td>Salter 1016</td>
<td>USB</td>
</tr>
</tbody>
</table>

The selected medical devices are easy to use by an old person and as less invasive as possible. This signifies that the medical devices are based on an easy to use user interface which requires only a few actions from the elderly person to operate properly. Lifescan glucometer doesn’t provide an integrated Bluetooth communication interface. To ease device usage by the elderly persons and to ease its integration to OLDES system we developed an smart Bluetooth module, called WAND, which is able to communicate with the glucometer, collect the measurement in its memory and send these data to the INK computer wirelessly. It has a very simple user interface composed of a simple button. When a measurement is taken, the user has just to press this button to send the data to the INK through Bluetooth.

4) Supportive Home Appliances: The diabetes pilot project offers the users a possibility to control their diet, namely the input of their sacharids. The user selects the type of food which is currently on the scales using the remote controller to find out its nutrition values. A kitchen wireless scales based on Salter commercial scales were constructed. Primarily, the scale has no means of transferring measured data to any other electronic device. A custom solution that enables the scale to communicate with a personal computer is based on unidirectional USB connection.

Fig. 3 shows the data flow from scale electronics to the personal computer. Path is fully digital, thus no additional error of measurement occurs. Since the LCD display is used as a gateway to the original circuitry, value presented to user over USB is always the same as the value on the LCD. The accuracy of measurement guaranteed by the manufacturer is not influenced by added electronics.

5) Health Monitoring Software: The high level functionalities of this software tool chain are to collect health data
measurements from various medical devices communicating using different technologies (Bluetooth, USB, RS232), to pre-analyse these data and to send the measurements to OLDES central HUB through a secured encrypted internet connection. These operations don’t require any human interaction.

Health Monitoring System is composed of several independent software modules communicating together through inter-process communication channels (IPC) - see Fig. 4. We have efficiently separated the data collection software modules from the data processing and data transmission modules.

Health Monitoring System architecture is basically composed of 3 main software modules:

- Data collection software which is device specific. Indeed, the different medical devices we selected communicate using not compatible data protocols, we need to analyse and decode the received data string. This is done by separate software function symbolised in Fig. 4 by boxes Decode Gluco and Decode Scale. There are as much decoding functions as different medical devices. The decoded data are encoded in a unified protocol and sent to the Prefiltering and Validation software module through an inter-process communication channel (IPC)

- Prefiltering and Validation software. This software module receives the data collected by the data collection software through an IPC and i) analyse the collected measurement data to avoid sending wrong data to the central, ii) ensure INK internal data security by copying the received measurement in INK non-volatile memory to avoid losing measurements if the internet connexion is down and the INK crashes.

- Data Transmission software. This software module sends the measurements to the central system through an SSL encrypted internet connection. It implements the XML-RPC (Remote Procedure Call) Webservice protocol which is a standardised protocol enabling software to transfer structured XML-based data over an HTTP communication.

6) Graphical User Interface Client: The aim of the OLDES project is to provide a complex of new interactive IT tools supporting independent life of seniors. Since all the envisaged tools count upon active involvement of their users, it is clear that the process cannot be reduced to development of novel IT functionalities. It is most important to ensure that the intended users are able (and willing) to access the offered functionalities in a simple way - this is the purpose of the graphical user interface (GUI). The interface is controlled by the remote controller only. The GUI framework is implemented as a standard client-server approach. GUI client, which runs on INKs, connect to a central GUI server to fetch resources and dialog pages. The client is running in web browser and via AJAX communicates with the server. In contrast to traditional web applications, the clients look and behave similarly to desktop applications based on an user-interface toolkit like Java AWT or Swing -see Fig. 5 for examples. The GUI client is written in Javascript and uses SVG (Scalable Vector Graphics) for rendering GUI pages and controls. The look&feel of GUI is configurable by means of skins.

B. Central HUB: call center

This section describes the hardware and software components of the call center located in Fig. 1.

1) Graphical User Interface Server: The server part is implemented in PHP and is responsible for handling client requests and generating GUI pages. Generated pages are sent as XML to the client, where the XML is parsed and the GUI controls are instantiated. The GUI server contains also basic support for content management, representing the content as set of content nodes. The examples of supported content types are welcome screen, menu, article and contact list - see Fig. 5. Each content type is defined in its own PHP generator template; the designed API makes it simple to add new content types.

2) Clinical Information Server: This server implements an XMLRPC-based webservice which collects the measurement data sent by the INK computers. When data are received, this webservice inserts them in a centralised database and sends back an acknowledgement to the INK. This webservice is implemented using standard and open-source
technologies like PHP and Apache2 server. All necessary information gathered during clinical pilot is accessible via web clinical portal. Physicians can mainly inspect physiological values and food intake in case of diabetes pilot project - see Fig. 7. The server is implemented using Java Tomcat Servlet container and Apache Struts 1 web application framework.

III. RESULTS AND DISCUSSION

A. Diabetes Pilot Project

The main goal of diabetes’s pilot is to achieve better compensation of diabetes in hard-to-compensate patients by flexible individualized approach to insulin dose adjustment. The system is developed system for monitoring of physiological functions and self-diagnostics of diabetes in form of advisory system for a patient who is “feeling bad” this situation is often caused by changes of arterial blood pressure (bad compensated hypertension, hypotension caused by high dose of antihypertensives).

![Fig. 6. Example of food intake. Patient must select food item before food scaling using the remote controller](image_url)

![Fig. 7. Example of food daily consumption](image_url)

Patients measure its weight once a day, blood pressure three times per day, glucose level three times per day. After the data are transmitted via low cost INK computer to the OLDES central node, the physician can make recommendations of further procedures as acute intervention, eventually modification of chronic medication at home conditions without necessity of stay in the hospital, etc. Another part of OLDES is based on diabetic diet with restricted amount of sacharides and movement activities.

These patients can use interactive scale connected to a computer database of sacharides amount in frequent foodstuff - see Fig. 6. Automatic computation of total daily consumption simplifies patient’s control of sacharides intake. The resulting information should be exported to a dietitian who can suggest recommendations for modification of patient’s diet - see Fig. 7.

IV. CONCLUSIONS AND FUTURE WORKS

The expected results of the project and of the diabetes pilots can be resumed as the following: i) providing an open service oriented platform allowing a granular management of users and of their authorisations, and an easy connection of new services by public, private or non-profit service providers; ii) providing a set of protocols for accessing existing services; iii) provide a low cost home access point allowing to access the services and to efficiently manage chronic diseases as diabetes applying vital physiological signals monitoring.
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Chapter 5

Analysis of event and actigraph time series in schizophrenia and bipolar disorder
Analysis of actigraph parameters for relapse prediction in bipolar disorder: a feasibility study

D. Novák, F. Albert, F. Španiel

Abstract—The paper presents a framework for early identification of prodromal syndromes of mania or depression in bipolar disorder. The framework may mitigate relapses and improve patient functioning. The methodology consists of long-term actigraphy monitoring and simplified self-assessment tool to determine manic or depression events. Eight patients were involved in the feasibility study, spanning period of 150 months, resulting in 17 relapses and 3 hospitalizations in total. We concluded that the most promising parameter extracted from actigraphy recording is a circadian rhythm’s interdaily stability. Using developed trend analysis applied on interdaily stability parameter, we achieved sensitivity and specificity about 65, resp. 68. We hypothesized that this performance is both mainly due to missing values in data and due to small amount of relapses.

I. INTRODUCTION

Bipolar disorder is an episodic and recurrent condition that is frequently disabling daily life. Bipolar Disorder is associated with an increased suicide risk [1]. Annual insurance payments were greater for medical services for persons with bipolar disorder than for patients with other behavioral healthcare diagnoses. Primary goals of the treatment of bipolar disorder are to stabilize the patient and prevent the recurrence of episodes [2]. The early identification of prodromal symptoms of mania or depression may allow rapid interventions that mitigate relapses and improve life quality of patient. Dysregulation of the sleep wake cycle and other circadian rhythms may underlie the pathophysiology of bipolar disorder [3]. One possible way how to quantify circadian rhythms and sleep patterns is use of actigraph technology. The advantage of actigraphy over traditional polysomnography is that actigraphy can conveniently record continuously for 24-hours a day for days, weeks or even longer. This paper is focused on feasibility study of analysing relapse events (bipolar, mania) using long-term actigraphy monitoring and a self-assessment of patient’s mood.

II. METHODOLOGY

A. Experimental Set-up

Two types of data were monitored: objective data represented by movement activity recordings by use of actigraphy and subjective data acquired by questionnaire. Movement activity was recorded using Actiwatch device (Camntech, Cambridge, UK). Actiwatches were configured to record movements in 2-minute epochs. Patients wore the device on the non-dominant wrist, the most common site for activity-based measurement. Actiwatch data were downloaded quarterly using the ActiReader. Regular self-assessment of patient’s mood was performed by a questionnaire. Questions are depicted in Table I. The values of each answer varied between 0 to 9. A score of 0 represents very faint feeling to the concrete question. A score of 9 represents very strong feeling to the concrete question. Technically, the questionnaire was sent by SMS message once a week. Additionally, during quarterly ambulatory visit, patient was asked to fill Young Mania Rating Scale (YMRS) and Hamilton Rating Scale for Depression (HRSD) [2] to clinically determine a possible relapse. Missing data exclusion criteria were based on Someren [4] who recommended that periods over 60 minutes without movement, even during sleep, are extremely unlikely to occur naturally.

<table>
<thead>
<tr>
<th>ID</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I feel like I am able to do anything</td>
</tr>
<tr>
<td>2</td>
<td>I really feel well inside</td>
</tr>
<tr>
<td>3</td>
<td>It seems to me that I will not succeed at anything</td>
</tr>
<tr>
<td>4</td>
<td>I am depressed</td>
</tr>
<tr>
<td>5</td>
<td>I feel full of energy</td>
</tr>
<tr>
<td>6</td>
<td>I feel speed up</td>
</tr>
<tr>
<td>7</td>
<td>I have racing thoughts</td>
</tr>
<tr>
<td>8</td>
<td>I am overly active</td>
</tr>
<tr>
<td>9</td>
<td>I am restless</td>
</tr>
<tr>
<td>10</td>
<td>I am impulsive</td>
</tr>
<tr>
<td>11</td>
<td>My moods change a lot</td>
</tr>
<tr>
<td>12</td>
<td>I feel like people are out to get me</td>
</tr>
<tr>
<td>13</td>
<td>I feel like the world is against me</td>
</tr>
<tr>
<td>14</td>
<td>I feel irritated</td>
</tr>
<tr>
<td>15</td>
<td>I feel argumentative</td>
</tr>
<tr>
<td>16</td>
<td>I get distracted easily</td>
</tr>
<tr>
<td>17</td>
<td>I cannot concentrate well</td>
</tr>
<tr>
<td>18</td>
<td>I sleep well</td>
</tr>
</tbody>
</table>

B. Data Set-up

Inclusion criteria for the study were a primary diagnosis of BD-I with no significant comorbidity, not working shiftwork, absence of a physical disability that may interfere with recording of ambulatory wrist movement, and a currently stable clinical state. In total, eight patients were monitored within 2006-2013 period. Two patients (n.2 and n.3) were withdrawn from the study due to systematic no-cooperation. All patients except of patient n.2 were medicated (alternatives of lithium). The basic characteristics are summarized in Table II. Data from questionnaire for patient n.7 and 8 were not available (NA). The legend is the following: Dur-
involvement of a patient in the study in months, # SMS- number of questionnaires filled (sent by SMS), number of events (mania or/and depression), # Vis-number of ambulatory visits, # Hos-number of hospitalizations, Mis-percentage of missing actigraphy data.

### TABLE II

**BASIC STUDY STATISTICS**

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Age</th>
<th>Dur</th>
<th>#SMS</th>
<th>#Event</th>
<th>#Vis</th>
<th>#Hos</th>
<th>Mis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>41</td>
<td>80</td>
<td>14</td>
<td>19</td>
<td>9</td>
<td>2</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>34</td>
<td>6</td>
<td>16</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>42</td>
<td>5</td>
<td>12</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>37</td>
<td>14</td>
<td>23</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>F</td>
<td>31</td>
<td>7</td>
<td>4</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>53</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>27</td>
<td>37</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>14</td>
</tr>
</tbody>
</table>

**C. Sleep period detection**

Sleep disturbance is recognized as an essential aspect of affective illness. Therefore, it is important to detect sleeps’ periods and to extract parameters from the sleep period in actigraph recording. First, the actigraph signal was smoothed by median filter $N = 20$. Secondly, three windows of different length were defined ($l_1 = 10, l_2 = 120, l_3 = 30$ samples). In the next step, an algorithm was searching $l_1 - 1$ non-zero samples from the left of $i$th-sample and $l_1$ zero samples to the right. All such as samples were stored into array $P$. Consequently, in the array $P$ the algorithm was detecting such an index where $l_2$ samples (to the right) contain $75\%$ zero values. This sample determines the beginning of the sleep. The detection of the end of sleep is similar. The end of sleep is determined by the first value between sleep-beginning tags, where $l_1$ samples are non zero.

**D. Feature calculation**

Standard parameters based on published algorithms for measures on actigraphy data were calculated. The extracted parameters can be divided into three parts: Night-Sleep analysis and Day-Awake analysis [5] and Circadian Rhythm Analysis [4]. Regarding Sleep analysis, the following parameters were extracted:

Assumed Sleep $T_S$,

$$T_S = t_{s1} - t_{s2}$$  

where $t_{s1}$ is wake time and $t_{s2}$ time of fall asleep.

Actual awake time $T_A$,

$$f(x) \begin{cases} 0 : \sum_{y-t_{s1}}^{t_{s2}} a(x + y) \cdot w_{AY} \leq w_A \\ 1 : \sum_{y-t_{s1}}^{t_{s2}} a(x + y) \cdot w_{AY} > w_A \end{cases}$$  

$$T_A = \sum_{t=t_{s1}}^{t_{s2}} f_A(a(t)), p_A = \frac{T_A}{T_S} \cdot 100$$

where $a$ represents actigraphy data, $T_A$ is number of samples that represent physical activity, $p_A$ is share of activity time in percentage, $w_A$ is awake distribution.

Actual sleep time $T_{AS}$:

$$T_{AS} = T_S - T_A, p_{AS} = \frac{T_{AS}}{T_S} \cdot 100$$

where $T_{AS}$ is time of sleep without physical activity, $p_{AS}$ is percentage share

Number of sleep bouts $n_S$:

$$f_{nS}(x) \begin{cases} 0 : w_S(a(x - 1)) = 0 \lor w_S(a(x)) = 1 \\ 1 : w_S(a(x - 1)) = 1 \land w_S(a(x)) = 0 \end{cases}$$  

$$n_S = \sum_{t=t_{s1}}^{t_{s2}} f_{nS}(data(t))$$

where $n_S$ is number of segments with activity lower than a threshold and $w_s$ is sleep distribution. Definition of number of wake bouts $n_A$ is similar.

Sleep efficiency $p_{ef}$:

$$p_{ef} = \frac{T_S - T_A}{T_S} \cdot 100$$

Additionally the rest of sleep parameters were similarly calculated accordingly to (1) - (5), namely: Number of minutes immobile $T_I$, number of segments without activity $n_I$, number of segments that last one minute or less $n_{I1}$, fragmentation index $I_f$, total activity score $S_A$ and minutes marked as active $M$. Considering Day-Awake analysis, we detected periods of day-inactivity $NAP$s bounded by two constants: $NAP_{min} = 10$min and $NAP_{max} = 90$min. Furthermore, number of NAP per each day $NAP_{eachday}$ and total length of NAPs $NAP_{total}$ were extracted. Next, total daytime activity was operationalised using the M10 variable which is defined in the next paragraph.

Another group of parameters is derived from Circadian Rhythm Analysis established by Someren [4]: IS (Intradaily Stability), IV (Intra-Daily Variability), L5 (provides the average activity level for the sequence of the least five active hours) and M10 (indication of the phase of the most ten active hours).

**E. Trend analysis**

We suggest to find specific trends in extracted features before an event of depression or mania. Our idea is similar to shapelets which were defined by Keogh [6]. Informally, shapelets are time series subsequences which are in some sense maximally representative of a class. From point of temporal data mining, the class is here represented by depression or mania. However, due to low data resolution when each day is represented by one value of a feature, shapelets could not be applied. Therefore, an alternative concept based on extensive search approach and using simpler shapes is proposed. We call the basic shapes primitives. We assume that mania or depression event is marked by a presence of a depression or mania. However, due to low data resolution when each day is represented by one value of a feature, shapelets could not be applied. Therefore, an alternative concept based on extensive search approach and using simpler shapes is proposed. We call the basic shapes primitives. We assume that mania or depression event is marked by a presence of a depression or mania. However, due to low data resolution when each day is represented by one value of a feature, shapelets could not be applied. Therefore, an alternative concept based on extensive search approach and using simpler shapes is proposed. We call the basic shapes primitives.
Box in Fig. 1 has length of WL days, must precede the event by PP days and must be separated by ML days from a normal green box. The normal green box in Fig. 1 is of WL day long, is separated from the event green box by ML days and responses to question no.4 “I am depressed” must be below threshold 2. Parameter PP determines the minimum length in days before occurring relapse. To summarize, the green box determines periods when mood is stabilized while the gray box marks off depressive or manic events. Secondly, several basic primitives consisting of combination three \([p_1, p_2, p_3]\) or two \([p_1, p_2]\) samples (days) were established. For example, primitive \([-1,1,0]\) represent decrease, increase and change of trend in a respective parameter. Finally, using extensive search, the algorithm is searching such a primitive among set of \(P = \{[p_1, p_2, p_3], [p_1, p_2]\}\) assuring that a corresponding primitive applied on IS signal delivered the best performance consistency of responses in case of patient n.1. Similarly, correlation analysis was performed on a set of actigraphy parameters resulting in the following set of features \(F = \{n_i, T_{AS}, T_M, IV, IS, M10, L5, NAP\}\).

The next phase was focused on data processing from sms questionnaire. The question 1 and 4 from Table I are shown along with depression (clinically confirmed during ambulatory visits and subjectively defined as events marked by question n.4 \(\text{¿5}\)) and hospitalization events for patient n.1 in Fig. 4. It is important to determine the minimum number of questions which may reflect relapse onset. Therefore, we performed correlation analysis using gathered questionnaires across all patients with the aim of determining minimum set of independent questions.

<table>
<thead>
<tr>
<th>Question i</th>
<th>Question j</th>
<th>Correlation</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0.5</td>
<td>0.05</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.6</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The sleep detection algorithm detects precisely beginning and end of sleep periods as is shown in Fig. 3. Apparently, the user forgot to take an actigraph device after evening hygiene, no activity was detected from the night 28th till the morning 29th when the user started wearing the actigraph again.
a perfectly stable rhythm. As can be observed, patient no.1 alternates along 0.5 value. An example of primitive detection is depicted in Fig. 5. Note the presence of two FP detection in green windows marked by asterisk and one FN detection marked by cross symbol.

Finally, comparison of two primitives [-1,-1] and [-1,0,1] applied on the IS parameter is depicted in Fig.6. The best trade off between Se and Sp values is about $Se = 65\%$, $Sp = 68\%$. The framework presented here determined the methodology for a bigger clinical trial. During this feasibility study we had to cope with low cooperability of patients resulting in total loss of 30% actigraphy data - see Table II. Furthermore, some patients did not send regularly subjective questions. Only three patients persisted in the study for a period longer than 12 months. Additionally, 17 depressions events were diagnosed while no mania event was presented in our data set. We postulate that online approach for actigraphy monitoring and implementation of alert system in case of missing data (actigraph records or questionnaire) is absolutely necessary for succesfull completion of long-term monitoring in such as ambitious project focusing on patients suffering from severe psychiatric disorder.

**IV. CONCLUSIONS AND FUTURE WORKS**

We presented the basic framework for early identification of syndromes of mania or depression. The framework may mitigate relapses and improve patient quality of life. The methodology consisted of long-term actigraphy monitoring and simplified self-assessment tool to determine manic or depression symptoms. We concluded that the most promising parameter extracted from actigraph data is Interdaily Stability. Using proposed trend analysis and the IS parameter, we achieved sensitivity and specificity about 65\%, resp. 68\%. To increase performance, online monitoring of movement activity is essential. However, current actigraphic technology does not permit real-time monitoring of activity. This significantly limits its use for this purpose. Therefore, we designed own system which enables to monitor actigraphy in real time without recharging the battery for a period of one year (not covered in this paper) with similar technical parameters to existing offline commercial systems. We plan to use this solution in an ambitious clinical study involving more than 70 patients monitored for 12 months.
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Abstract

ITAREPS presents a mobile phone-based telemedicine solution for weekly remote patient monitoring and disease management in schizophrenia and psychotic disorders in general. The programme provides health professionals with home telemonitoring via a PC-to-phone SMS platform that identifies prodromal symptoms of relapse, to enable early intervention and prevent unnecessary hospitalizations. Its web-based interface offers the authorized physician a longitudinal analysis of the dynamics and development of possible prodromes.

This work presents preliminary findings from a one-year mirror-design follow-up evaluation of the programme’s clinical effectiveness in 45 patients with psychotic illness. There was a statistically significant 60% decrease in the number of hospitalizations during the mean 283.3±111.9 days of participation in the ITAREPS, compared to the same time period before the ITAREPS entry (sign test, \( p<0.004 \)). Variables significantly influencing the number of hospitalizations after the ITAREPS entry (medication compliance along with factors intrinsic to the ITAREPS, i.e. adherence to the programme and involvement of a family member) suggest a critical role of the programme in controlling the number of relapses and subsequent hospitalizations in psychosis.

© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Schizophrenia is a major psychotic disorder that has devastating effects on the lives of patients and their caregivers.

The illness is accompanied by high rate of relapses and readmissions. An overview of studies investigating long term outcomes has shown that people with schizophrenia have a one-year relapse rate of 15 to 35%, rising to 80% at five years after the onset of first-episode, despite maintenance medication (Robinson et al., 1999). Achievement of full remission becomes less likely after each relapse (Wiersma et al., 1998). In addition, an increased number of relapses positively correlate with subsequent
social decline and reduced treatment response in patients with schizophrenia (Lieberman et al., 1996; Shepherd et al., 1989). Needless to say, these patients as well as their caregivers experience extremely high levels of burden related to the dramatic consequences of relapse and hospitalization.

Studies published so far suggest that the prediction of relapse appears to be an achievable goal for a substantial proportion of patients with schizophrenia. The successful prediction of relapse using new technologies e.g. telemedicine capabilities will most likely require a combination of components built into an integrated programme. These components may include monitoring of non-specific and specific prodromal symptoms, frequent assessments and an involvement of both patients and caregivers (Fitzgerald, 2001). Crisis interventions such as increasing the dose of antipsychotic medication, based on early detection within a relapse prevention programme, may reduce relapse and readmission rates compared to a treatment-as-usual group. Timely review of patient mental status with close to real-time feedback has been shown as a critical success factor in the management of psychosis (Herz et al., 2000).

The future wide availability of high bandwidth public wireless networks will give rise to new mobile health care (or M-Health) services. These approaches allow for home-based telemedicine ensuring the direct and prompt communication between the clinician and the patient or their caregiver.

The ITAREPS project (Information Technology Aided Relapse Prevention Programme in Schizophrenia) developed at the Prague Psychiatric Centre represents a step towards a highly customizable prodromal signs monitoring M-Health service platform.

1.1. The ITAREPS programme design

Participants enrolled in the ITAREPS programme (the patient and her/his family member) were instructed to complete a 10-item Early Warning Signs Questionnaire (EWSQ) by a Short Message Service (SMS) request sent weekly (on Thursdays) by an automated system to their mobile phones. Attendance of a family member at the ITRAEPS was highly recommended, albeit optional.

There were two versions of EWSQ, one for patients (EWSQ-10P) and the other for their family members (EWSQ-10FM). Full reporting on psychometric properties of EWSQ has been published elsewhere (Spaniel et al., 2007).

Nine of the EWSQ items covered the most common early non-specific warning sings of the relapse. The tenth item instructed patients and carers to list three specific symptoms which had individually preceded previous relapse or relapses in the given patient and which were not included under items 1–9 (Table 1). In case of more than one specific symptom occurrence, the most pronounced sign was selected and scored under item 10.

The EWSQ was designed to detect proportional worsening (or a new onset) of symptoms compared to the baseline (the previous week’s completed questionnaire). Each item score ranged from 0 (no worsening or improvement of symptoms) to 4 (extreme worsening).

<table>
<thead>
<tr>
<th>Item no.</th>
<th>EWSQ 10 Patient Version</th>
<th>EWSQ 10 Family Member Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Has your sleep worsened since the last evaluation?</td>
<td>Change of the sleep pattern.</td>
</tr>
<tr>
<td>2</td>
<td>Has your appetite decreased since the last evaluation?</td>
<td>Marked behavioral changes.</td>
</tr>
<tr>
<td>3</td>
<td>Has your concentration, e.g., ability to read or watch TV, worsened since the last evaluation?</td>
<td>Social withdrawal.</td>
</tr>
<tr>
<td>4</td>
<td>Have you experienced fear, suspiciousness, or other uneasy feelings while being around other people since the last evaluation?</td>
<td>Deterioration in daily activities and functioning.</td>
</tr>
<tr>
<td>5</td>
<td>Have you experienced increased restlessness, agitation, or irritability since the last evaluation?</td>
<td>Deterioration in personal hygiene.</td>
</tr>
<tr>
<td>6</td>
<td>Have you noticed that something unusual or strange is happening around you since the last evaluation?</td>
<td>Loss of initiative, motivation.</td>
</tr>
<tr>
<td>7</td>
<td>Have you experienced loss of energy or interest since the last evaluation?</td>
<td>Eccentric thought content, marked preoccupation with strange ideas.</td>
</tr>
<tr>
<td>8</td>
<td>Has your capability to cope with everyday problems worsened since the last evaluation?</td>
<td>Marked poverty of speech and content of thoughts.</td>
</tr>
<tr>
<td>9</td>
<td>Have you experienced hearing other people’s voices even when nobody was around since the last evaluation?</td>
<td>Irritability, restlessness, agitation, aggressivity</td>
</tr>
<tr>
<td>10</td>
<td>Have you noticed any other of your individual early warning signs since the last evaluation?</td>
<td>Have you noticed any other individual early warning signs since the last evaluation?</td>
</tr>
</tbody>
</table>
Completion of the questionnaire took approximately 5 min. Individual EWSQ scores were sent by participants back to the ITAREPS as a SMS message, presented as a string of ten digits (i.e. 0001202001). The information was then processed automatically. If the total score (and/or given score in prodromic sub items of the EWSQ) exceeded a given score threshold, an immediate ALERT was declared and the psychiatrist was notified of this by an e-mail message.

The e-mail ALERT message contained the code number of the patient and an Early Intervention Algorithm (EIA). The EIA was a key factor allowing for early crisis intervention. It consisted of five consecutive steps in which immediate phone contact with the patient and prompt evaluation of his/her current status was recommended.

The presence of early warning signs warranted an immediate 20% increase from baseline maintenance dose of antipsychotic within the next 24 h. The effectiveness of this particular intervention has been confirmed previously (Herz et al., 2000). To achieve the most appropriate 20% fractional dose increase, splitting or dividing of the tablets was to be done in the most suitable way according the relevant antipsychotic’s Product Information. The fifth item of EIA emphasizes the importance of doctor–patient face-to-face contacts during the treatment, pointing on the fact that the program is not intended to reduce the number of visits.

Once an ALERT was declared, it continued for the next 3 week ALERT PERIOD, providing that the following 6 consecutive EWSQ scores showed no worsening of symptoms. If so, the ALERT PERIOD was withdrawn and the event announced to physician via e-mail along with recommendation concerning subsequent tapering down the medication to the pre-ALERT doses. During the ALERT PERIOD, participants were to return questionnaires twice-weekly upon SMS request (on Thursdays and Mondays).

In addition to that, more conservative score thresholds were adopted. If EWSQ scores exceeded those modified thresholds anytime during the ALERT PERIOD, an ALERT EMERGENCY was announced via e-mail. In such a case the ALERT PERIOD was extended for a further 3 weeks after each ALERT EMERGENCY message.

Admissions to the hospital and discharge dates were announced to the system by either and/or both patient and family member by SMS message. In order to record the event in the system, SMS had to follow a predefined form. This information was automatically integrated into line graphs accessible to clinicians. Information about hospital admissions were subsequently confirmed by the outpatient psychiatrist for the purpose of this clinical evaluation.

The patient data entering process was operated exclusively on the internet using standard browsers. In order to access the ITAREPS (www.itareps.com), participating psychiatrists needed a username and a password. Subsequently, his/her personal page was created in which his/her patients were registered and assigned a specific code number. The subject number and patient initials were recorded on a patient assignment log, which was kept exclusively by the outpatient psychiatrist.

During each personal web page visit, the physician could easily check the current medical status of his/her patient. Longitudinal score values (both from the patient and his/her carer) were available in a graphic form (line graphs) and in a detailed written description which was converted from the completed questionnaires returned as SMS messages from patient and his/her carer. In this way the psychiatrist could easily review the dynamics and development of possible prodromes.

All stored data contained no patient identifiers. The data were rendered unreadable to unauthorized persons. Data processing and security measures addressed all known security vulnerabilities including encryption of transmission and storage of information across the internet.

No specific training has been provided for ITAREPS participants. According to the clinical experience with ITAREPS program, ITAREPS User Manual distributed to the program participants provided a firm basis for appropriate management and system operation.

2. Methods

2.1. Subjects

A total of 45 patients and 39 family members were enrolled in the one-year, longitudinal, mirror-design evaluation of the ITAREPS clinical effectiveness since its implementation in clinical practice in the Czech Republic in September 2005. These subjects were recruited by their psychiatrists through 14 outpatient mental health facilities in the Czech Republic. Direct advertising in Czech peer-reviewed journal Psychiatrie was used for the purpose of out-patient facilities recruitment. No financial or other incentives were given to any participant to take part in this clinical evaluation.

Patients fulfilled ICD-10 criteria for diagnosis of schizophrenia, schizoaffective disorder, or acute polymorphic psychotic disorder with or without symptoms of schizophrenia, and were aged between 18 and 65 (Table 2).

Mean illness duration (time since occurrence of the first psychotic symptoms) was 6.9 (SD 4.8) years in the participants, resulting in 134 hospitalizations during a total of 256 patient/years. Thus, cumulative hospitalization
incidence in our patient group was 0.51 patient/years before the ITAREPS entry. Because this follow-up used only clinical information without specific patient identifiers and the procedures required no deviation from standard clinical practice, informed consent was not obtained from participants. The protocol of ITAREPS programme was approved by the Ethics Committee of the Prague Psychiatric Center.

2.2. Measures

The following baseline measurements were obtained from outpatient psychiatrists: demographic data; diagnosis; illness history; CGI and current medication. Compliance was evaluated by therapists using a questionnaire with a 5-point scale (1 = always and 5 = never taking antipsychotic medication (Herz et al., 2000)). The adherence to the ITAREPS programme was measured as a percentage difference (PD) between the number of messages the patient/family member was supposed to send according to the ITAREPS programme and the number actually sent by both participants. Patients and family members were divided into two groups according to PD. Subjects with a PD of less than 30% undelivered SMS messages were designated as “Cooperative” and “Uncooperative” if they had a PD of more than 30% SMS messages missing.

2.3. Statistics

Statistical analysis was performed using the sign test, the Mann–Whitney U test and the Fisher’s exact test. The

<table>
<thead>
<tr>
<th>Variable</th>
<th>Non-hospitalized during ITAREPS (n=38)</th>
<th>Hospitalized during ITAREPS (n=7)</th>
<th>Difference between non-hospitalized and hospitalized during ITAREPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGI</td>
<td>Median 2.0 Minimum–maximum 1–5</td>
<td>Median 3.0 Minimum–maximum 1–5</td>
<td>−1.064 (z scores) 0.3</td>
</tr>
<tr>
<td>Illness duration (days)</td>
<td>2178.5 Minimum–maximum 51–3910</td>
<td>3489.0 Minimum–maximum 2203–4940</td>
<td>−1.535 (z scores) 0.13</td>
</tr>
<tr>
<td>No. of hospitalizations before ITAREPS</td>
<td>2.0 Minimum–maximum 0–13</td>
<td>6.0 Minimum–maximum 1–15</td>
<td>−1.558 (z scores) 0.12</td>
</tr>
<tr>
<td>Medication compliance</td>
<td>1.5 Minimum–maximum 1–3</td>
<td>2.0 Minimum–maximum 1–5</td>
<td>−1.969 (z scores) 0.04b</td>
</tr>
<tr>
<td>No. of Alert states</td>
<td>0.0 Minimum–maximum 0–26</td>
<td>0.0 Minimum–maximum 0–1</td>
<td>−0.538 (z scores) 0.64</td>
</tr>
<tr>
<td>No. of days in ITAREPS</td>
<td>291.0 Minimum–maximum 5–565</td>
<td>300.0 Minimum–maximum 76–412</td>
<td>−0.047 (z scores) 0.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Non-hospitalized</th>
<th>Hospitalized</th>
<th>Mann–Whitney U (z scores)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGI</td>
<td>19/19</td>
<td>4/3</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>Inclusion of a family member Yes/No</td>
<td>35/3</td>
<td>4/3</td>
<td>0.05b</td>
<td></td>
</tr>
<tr>
<td>Patient cooperation Yes/No</td>
<td>32/6</td>
<td>3/4</td>
<td>0.03b</td>
<td></td>
</tr>
<tr>
<td>Family member cooperation Yes/No</td>
<td>21/17</td>
<td>1/6</td>
<td>0.09</td>
<td></td>
</tr>
</tbody>
</table>

a Two subjects were hospitalized twice during the follow-up period.

b Statistical significance at p ≤ 0.05, exact significance, two-sided.

c Fisher’s exact test.

d Cut off point of cooperativeness defined as more or less than 30% undelivered SMS messages.
criterion for statistical significance was set at $p \leq 0.05$ exact significance, two-sided to have adequate power to detect differences with the small number of subjects.

3. Results

In total 1540 EWSQs were completed and returned as a SMS message by patients along with 1020 EWSQs from family members during a total follow-up period of 34.7 patient/years.

The ITAREPS system announced the onset of early warning sings in 88 cases based on EWSQ scores sent by patients and in 47 cases based on family members’ reports, during the follow-up period.

The overall patient drop-out rate during the evaluation period was 10%. The drop-out was defined as any discontinuation of participation in ITAREPS programme for more than 10 weeks.

There were 9 hospitalizations in the 45 patients participating in the ITAREPS programme (Table 3) for a mean of 283.3 ± 111.9 days follow-up, compared with 27 hospitalizations during the same length of time before entering the programme, resulting in a statistically significant 60% reduction in the number of hospitalizations during ITAREPS programme participation (sign test, $p<0.004$). There was 100% decrease in the number of hospitalizations (from 13 to 0) in highly cooperative patients ($N=21$, 47%, family member included, more than 70% SMSs returned by both participants) during the follow-up. Those subjects showed cumulative hospitalization incidence 0.42 patient/year before the ITAREPS entry.

In a second step, Mann–Whitney or Fisher’s exact tests were performed to search for variables influencing the number of hospitalizations after ITAREPS enrolment (Table 2). No significant differences between hospitalized and non-hospitalized patients in the ITAREPS programme were found regarding the duration of illness, number of hospitalizations before entering ITAREPS, CGI ratings during initial visit, number of ALERT states during ITAREPS, medication status (on or off antipsychotic medication at the entry of the ITAREPS programme) or duration of the ITAREPS programme participation.

However, univariate comparisons showed that non-hospitalized patients were significantly more compliant with their medication, more adherent to the ITAREPS programme and had a family member significantly more frequently involved in the programme compared to subjects hospitalized after ITAREPS entry. A similar but non-significant trend related to higher family member adherence to the ITAREPS programme was found in non-hospitalized compared to hospitalized patients.

4. Discussion

The prevention of relapse and readmission has high priority in the treatment of patients with a psychotic disorder. There is an urgent need to develop effective relapse prevention programmes that are applicable in routine clinical practice.

The use of telemedicine capabilities to monitor chronically ill patients is becoming more clinically relevant and economically cost effective.

The novel M-health management package, ITAREPS, by means of a simple, interactive communication based on user–server interactivity between healthcare professional and project participants, can timely report prodromal symptoms of relapse and promote appropriate measures that can be taken for early pharmacological intervention.

This one-year mirror-design follow-up was carried out to evaluate the impact on outcome of early intervention enabled by the ITAREPS system in 45 patients with psychotic illness. Significantly fewer hospitalizations were shown in patients enrolled in the ITAREPS programme compared to the follow-up period before the programme entry. Among several variables that were considered to be potentially associated with the rate of hospitalizations after ITAREPS entry, only medication compliance, adherence to the ITAREPS programme and involvement of a family member in the project showed statistical significance. Those preliminary findings suggest that the parameters intrinsic to the ITAREPS programme, along with compliance, as a crucial factor in project efficiency resulted in a reduction of the number of relapses and subsequent hospitalizations in psychosis.

The results of this pilot clinical evaluation must be interpreted in light of its methodological limitations including absence of a control group and relatively small numbers of patients.

In addition, although a specific procedure was recommended according to Early intervention algorithm (EIA), the exact nature of the intervention during the Alert states could not be documented in this clinical evaluation. This is of particular importance in medication-free subjects ($n=22$, 49%) in which antipsychotic readministration corresponds EIA during the ALERT state.

Therefore, a prospective, double-blind, randomized trial with the ITAREPS programme is warranted to confirm our preliminary findings.

5. Conclusions

The ITAREPS programme presents a novel approach towards relapse prevention which according to our
knowledge has not been used before. The programme offers affordable solution to face the challenges of frequent rehospitalizations and relapses in patients with schizophrenia and psychotic disorders in general. Besides this primary effect, one of the main goals of the program is implementing continuous quality improvement in the doctor–patient relationship resulting in the strengthening and positive interference with the rapport between physician and patient. Furthermore, ITAREPS user-friendly, web-based data capture system enables international large-scale naturalistic studies to be conducted, aimed at the evaluation of long-term outcomes, dynamic fluctuations of the course of psychotic illness and the rate of relapses related to the particular antipsychotic medication.
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