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Abstrakt

Tato práce se zabývá rozpoznatelnostı́ barev lakovaných částı́ z automobilového
průmyslu. Vysvětluje některé metody zpracovánı́ obrazu a strojového učenı́. Zkoumá
vliv barevného osvětlenı́ a jednotlivých metod zpracovánı́ obrazu na schopnost naučenı́
vı́cevrstvé perceptronové neuronové sitě k účelům rozpoznávánı́ barev laků a jejich
vzájemného rozlišenı́. Součástı́ této práce je také implementace aplikace v jazyce
C++, která umožňuje uživateli extrakci dat z fotogra�ı́ laků.

Klı́čová slova rozpoznávánı́ barev, automobilový průmysl, zpracovánı́ obrazu,
strojové učenı́
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Abstract

�is thesis focuses on the color distinctiveness of painted parts in the automotive
industry. It explains some methods of image processing and machine learning. It
examines the in�uence of colored illumination and various image processing meth-
ods on the computer’s ability to learn a multilayer perception neural network in
order to detect the colors of the paint and their mutual distinction. Also, the imple-
mentation of an application in the C++ programming language, which enables the
user to extract data from photographs of paints, is part of this thesis.

Keywords color recognition, automotive, image processing, machine learning
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Introduction

Due to demand of high quality products, quality assurance evolved into strict, there-
fore expensive processes. Employers are forced to hire employees speci�cally for
these positions and due to high expectations of customers those employees need to
be trusted and highly quali�ed.

In industry with high volume production, a lot of quality checks need to be done.
�erefore companies have to increase the number of these employees or scale down
the number of these checks. Because the �rst method is usually very expensive,
companies tend to go the other way, doing checks only on selected products, i.e.
one product in a shipping box or few random checks in produced volume.

To make sure that the check was done thoroughly, employees doing them must
be requali�ed very o�en or expensive quality testing machines have to be bought.
Because hardware solutions are quite expensive and need frequent recalibrations,
companies need to �nd compromises between those to maintain both their reputa-
tion and earnings.

Another way appeared with the evolution of computer science and recognition
solutions. Precisely done so�ware using speci�c algorithms can reduce the number
of highly quali�ed employees and their frequent requali�cation as well as the need
for expensive hardware.

Motivation

In the automotive industry, car manufacturers (customers) want the best quality
products from the suppliers. WITTE Automotive is a globally operating company
supplying all well-known vehicle brands with their products – latches, hinges, lock
sets and door handles. �eir products are used in tens of thousands of cars, thus
they have to produce them in top quality. �is involves the e�ciency problems
described above.

WITTE Automotive experiences such e�ciency problems in their production of
painted parts. �ose parts have to be checked both for manufacturing and for paint
defects. In this thesis I will be discussing an alternative solution to ones currently
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Introduction

applied by WITTE Automotive to the problem of paint defects (see Chapter Solu-
tions). �is solution, if successful enough, will be extremely useful for this company
and it will save it a signi�cant amount of time and money.

�esis objectives

�e main objective of this thesis is to determine the extent to which painted parts
can be recognized with the usage of image processing and machine learning al-
gorithms (see Chapter Conclusion).

A further objective is to �nd useful image processing and other information
gaining methods that can help improve the recognition rate of a model trained via
machine learning (see Chapter Image processing and analysis).

Another objective is to �nd the best possible se�ings for the recognition – op-
timal number of layers of a neural network and their sizes, optimal color of the
illumination for image capturing and which light components have in�uence on
the measurement (see Chapter Experiments).

�e last objective is to create a program in the C++ programming language,
that is capable of capturing images with a USB camera, capable of processing those
images to gain information and capable of creating a dataset from the information
gained from these images with correct labels for the machine learning (see Sub-
section Hardware and so�ware for image capturing and Subsection Algorithms for
image processing).
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Chapter1

Color models

For a human, an image is one of the simplest representations of information. �ere-
fore text wri�en on a piece of paper, a photograph made through old photographic
processing or a digital image displayed on a monitor of a personal computer is re-
cognisable easily using photoreceptor cells in our eyes and then processed in our
brain to classify this information. �is is not that easy when it comes to computers.
For doing anything with an image it �rst needs to save it to its memory. �e way the
image is represented in a computer is dependent on the intended use of that image.
I will introduce image representation using color models – abstract mathematical
models describing the colors as numbers.

1.1 RGB color model

Arguably the most common color model, RGB, is used for storing an image captured
with digital camera and for displaying it on an electronic visual display such as a
computer monitor or a phone display. �is is so because of the way they work, in
general, they are made of phosphor dots (CRT displays) or color segments (LCDs
and plasma displays) emi�ing red, green and blue light depending on the color they
want to display [1].

RGB is an additive color model, which combines three primary colors (red, green
and blue) to produce other colors. It is based on how photoreceptor cells in the hu-
man eye work. �ose cells are sensitive to certain wavelengths which are associated
with colors [1]. �ose three colors are chosen in a way, that each is stimulating one
of the three types of the eye’s color receptors while stimulating those other two as
li�le as possible.

It’s storage in computers is quite simple, each pixel (single unit of an image
containing its color values) is in an RGB color space made of three numbers – in-
tensity of red, intensity of green and intensity of blue light, called channels, which
the computer should emit on the pixel position to display its color correctly. �us
an image can be simply stored as resolution of the image (its width and height) and
a two dimensional array of these three color values.

3



1. Color models

�e RGB color space can be described as a unit cube, where each axis is the
intensity of each primary color (see Figure 1.1). For example in a 24-bit RGB image
each channel is an 8-bit integer, therefore each channel contains discrete values in
the range from 0 to 255.

Figure 1.1: �e RGB color cube, with each vertex labeled with its corresponding
RGB triple [1].

1.2 HSV

HSV representation of color is more intuitive for humans. It is created through
the transformation of the RGB cube into a hexagon (see Figure 1.2). �e HSV has
three components (channels) – hue (meaning color in the visible color spectrum),
saturation (meaning intensity of the color) and value (meaning brightness of the
color, therefore sometimes HSV is called HSB, which substitutes value for brightness
in the name).

�en it could be extended into a cylinder (see Figure 1.3). A rectangle with one
side equal to the height of this cylinder and another side equal to its radius is a sheet
of one color. �e hue channel in the HSV image spans from 0° to 360°. Saturation
and value channels spans from 0 to 1.

Figure 1.2: �e projection of the RGB color
cube is a hexagonal “hue circle” when black
and white are aligned [1].

Figure 1.3: A HSV cylinder
with the three components
shown [2].
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1.3. Grayscale

1.3 Grayscale

Pixels in a grayscale digital image do not contain color intensities, it is made of
single channel pixels carrying only luminous intensity, which is the measure of
the wavelength-weighted power emi�ed by a light source. When displayed, it only
contains shades of gray color, and is sometimes called black-and-white image, which
is in fact wrong.

As described above, receptors in a human eye are sensitive to speci�c wavelengths.
In addition, their sensitivity di�ers for each wavelength, so some colors are more
visible to us than others. �is should be taken into account in a conversion from
a colored image to the grayscale. �ere are many ways how to do that and in my
work I used a ITU-R BT.709-5 recommendation (see Figure 1.4)[3].

Figure 1.4: Image of colored pencils before (le�) and a�er (right) grayscale conver-
sion [4].
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Chapter2

Image processing and analysis

�e image processing and the image analysis are studies of any algorithm that takes
an image as input and returns either an image or a set of characteristics or para-
meters related to the image [5]. �ose output parameters could be used as inputs
for machine learning algorithms in order to teach a model (see Chapter Machine
learning). In this chapter, I will introduce image processing techniques I was exper-
imenting with.

2.1 Color histograms

Each pixel in an image contains values of each channel, depending on the image
type. An image histogram of a certain channel is a graphical representation of the
frequency of occurrence of each of the permi�ed values in the given image and the
selected channel (see Figure 2.1).

If we normalize this histogram in a way that the sum of all frequencies is one,
we get a discrete probability density function de�ning appearance probability of
each channel value in the given image.

Figure 2.1: Image of colored pencils with its RGB histogram [4].
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2. Image processing and analysis

2.1.1 Data binning

Data binning is a technique used to group certain values into intervals. �is tech-
nique can be used for both continuous and discrete data and there are several ways
how to choose sizes of those bins [6, 7]. Binning in this work refers to the equal-
width binning technique, which groups values into a certain number of bins with
exactly same size (i.e. 0–9, 10–19 and 20–29).

Histograms of color values are useful to visualise the probability of each value
in a picture. However for further analysis a high amount of value types are incon-
venient (i.e. 256 values for channels of the RGB). Binning helps to reduce cardinality
of data and can increase the predictive power of the variable [7].

2.2 Image segmentation

Image segmentation is a generic process by which an image is subdivided into its
constituent regions or objects. A�er the segmentation is done, each region is then
labeled for further analysis. �e segmented objects are o�en termed the foreground
and the rest of the image is the background. Each label corresponds to certain seg-
ments which have a certain degree of mutual similarity, i.e. color or shape [8].

2.2.1 �resholding

�resholding is a simple form of image segmentation, which transforms a color or
grayscale image into a binary image (an image made of pixels containing only values
0 or 1), depending on whether its intensity is above or below the threshold value [8].
Because of its simplicity, no labels are required. White pixels of the resulting binary
image could be the foreground and black pixels the background or vice versa.

�resholding is usually used to separate certain regions within the image based
upon its pixel values. �is could be useful for detecting interesting regions in the
image such as background or foreground objects (see Figure 2.2).

Figure 2.2: Image of coins before (le�) and a�er (right) transformation into binary
image [9]. Pixels in original image with intensity lower than 70 are black, others
are white.
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2.3. Dilation and mathematical morphology

2.3 Dilation and mathematical morphology

�e aim of mathematical morphology is to de�ne the structure of an object by its
geometrical structure, thus distinguishing itself from other image processing theor-
ies (their goal is to describe objects in the picture in accordance with the judgement
of the human eye) [10, 11].

In mathematical morphology, dilation is a shape operator derived from Minkowski
addition [10]. Its goal is to increase the volume of the given object by coloring adja-
cent pixels with its color. In binary images, this could be used to join regions which
are close to each other but should be connected (see Figure 2.3). �us if used cau-
tiously it could remove errors made in previous transformations, otherwise it could
connect unrelated regions and corrupt the image.

Figure 2.3: Binary image of coins before (le�) and a�er (right) dilation of each black
region by 3 pixels [9].

2.4 Local binary patterns

�e local binary pa�ern (LBP) operator is de�ned as a grayscale invariant texture
measure using the general de�nition of texture in a local neighbourhood. It is a
unifying texture model that describes the structure of a texture micro-textons and
their statistical distribution rules [12].

LPB operator labels a pixel in a grayscale image depending on its value and value
of its neighbours’. �e basic version of LBP takes a pixel and remembers its value,
then it compares it to each of its 8 neighbours’ values in a circle (see Figure 2.4). If
the neighbour’s value is brighter it writes “1”, otherwise it writes “0”. �is creates an
8-bit number which is then assigned to the current pixels position in a LBP matrix
(usually as a decimal number).

A histogram can be constructed using this LBP matrix. If this histogram is nor-
malized and the sum of all its values is one, it describes a discrete probability density
function de�ning probability of each pa�ern in the given image.

�ere are 256 di�erent pa�erns (variations of 8 bits – 28 = 256). Extension to
the original operator is the so-called uniform pa�erns, used to reduce the length

9



2. Image processing and analysis

Figure 2.4: Transformation of one pixel and its neighbourhood into LBP [13].

of the feature vector and to implement a simple rotation invariant descriptor. �e
uniform local binary pa�ern (ULBP) is a pa�ern where the number of bitwise trans-
itions from zero to one, or vice versa, when the bit pa�ern is considered circular, is
two at most. �is reduces the number of di�erent pa�erns to 59 [12, 14].
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Chapter3

Machine learning

Machine learning is a �eld in computer science which addresses the construction
and study of algorithms that uses data to learn from them and make predictions
on new data provided to them. �is is useful for a broad set of �elds from search
engines, stock market analysis and fraud detection to agriculture, bioinformatics
and medical diagnoses [15].

�ere are three main types of machine learning – unsupervised learning, rein-
forcement learning and supervised learning which are distinguished depending on
the type of the problem to solve [16].

3.1 Unsupervised learning

In unsupervised learning, the program is given set of input data without any prior
knowledge about them. Its goal is to �nd hidden pa�erns in the data and use those
pa�erns to decide or predict on new data. One of unsupervised learning tasks is
clustering problems. �e program is given a set of input data in which it tries to
�nd potentially useful clusters [16].

For example if given data of tra�c, it could develop a concept of fast paths and
slow paths for future direction of cars without ever being given labeled examples
of each by a teacher.

3.2 Reinforcement learning

In reinforcement learning, the program is ge�ing experience from past actions. �is
is done by ge�ing a series of reinforcements – rewards and punishments for its
previous actions. Actual labels for data are still not given to the program, but it is
rewarded for successful actions and punished for unsuccessful ones [16].

An example could be playing a chess game. If the program wins, it is rewarded
and when it looses, it is punished. It is then another task for the program to decide,

11



3. Machine learning

which actions were the ones that made its game successful or unsuccessful in future
games, to increase its probability to win.

3.3 Supervised learning

Supervised learning is a method where a teacher gives the program labeled data
on which the program is trained. �is is done in several ways depending on the
learning algorithm chosen. A�er the training is done, the program is then able to
label new unlabeled data [16].

For example, the program is given images (or processed information from them)
of characters from the alphabet with each labeled with the depicted character. A�er
training is done, the program is then given an image of a character without a label
and is able to classify it and give it the correct label.

3.4 Approaches and algorithms

�ere are a lot of approaches to machine learning [17]. I will be mainly talking
about arti�cial neural networks which is the approach I used in my research.

3.4.1 Arti�cial neural network

An arti�cial neural network (ANN) is a statistical learning algorithm based on the
function of a biological neural network. ANNs are made of arti�cial neurons, which
are interconnected via a set of weights (analogous to synaptic connections in the
nervous system), allowing signals to travel through the network both in parallel and
serially. In the brain, neurons work like a switch, when enough neurotransmi�er
has accumulated in the cell body, an action potential is generated. �is is modelled
as a weighted sum of all incoming signals to the arti�cial neuron, which is compared
with a threshold [18].

Computational power in an ANN is derived from the density and complexity of
the interconnections, rather than complexity of each processing unit as in the con-
ventional computer. Another di�erence between ANN and conventional computer
is that ANNs have their memory distributed throughout its structure, in the weights
and is modi�ed by experience [19].

3.4.2 Multilayer perceptron network

One of the most used and studied networks is the multilayer perceptron [20]. �e
structure of the multilayer perceptron network (MPN) consists of layers of nodes,
where each node is connected with a weight to every node in the following layer
(see Figure �e structure of a MPN with one hidden layer [21]). �ere is an input
layer, one or more hidden layers and an output layer. Each node in the input layer
is an input feature provided for learning and the number of inputs determine the
number of nodes in this layer. Nodes in the hidden and output layer are arti�cial
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3.4. Approaches and algorithms

neurons (AN). �e count of the nodes in the hidden layer is chosen by the architect
of the network and the count of nodes in the output layer is de�ned by the number
of output classes.

Figure 3.1: �e structure of a MPN with one hidden layer [21].

Learning in the MPN consists of two phases, a forward and a backward phase.
In the feedforward phase, an AN takes the input weights, uses them in its activation
function and sends its output to each node in the following layer, layer by layer. If
outputs are not as desired, errors are propagated backward from the output neurons.
�is is done recursively until the selected error criterion is satis�ed [21].

13





Chapter4

Solutions

�ere are more ways to assure paint quality on the painted parts. I will describe
two solutions that are currently applied in WITTE Automotive and the solution I
am currently working on.

4.1 Manual recognition

One of the two solutions to this problem is manual recognition of the painted parts
with quali�ed employees. �is solution is probably the most accurate one, because
only humans are able to check a product for all defects with very li�le error. �is is
due to the fact, that the human brain is very powerful in the recognition and learning
processes. It takes mere days for a human to be able to successfully recognize paint
defects with guidance of another quali�ed employee, using magnifying glasses or
similar tools and a non-defective exemplar.

�is solution also brings problems closely associated with medical and trust is-
sues with humans. �e human eye is a very complex optical system capable of
detecting the slightest defects on an object. As much as it is complex, it is sensitive
to pathogenic in�uence. �us these employees need to be examined o�en and thor-
oughly by the ophthalmologist (specialist in medical and surgical eye problems).
�is is both expensive and time-consuming and that is the main reason for employ-
ers to look for alternative solutions. Another problem is that the employee must be
trustworthy enough because rejection of a whole batch of products because of paint
defects would be very expensive.

4.2 Color sensors

An alternative solution is the use of special color sensors capable of distinguishing
slight changes in the colors. �is solution brings some advantages and some dis-
advantages to manual recognition. �e biggest advantage, in my opinion, is that
the recognition could be integrated into the production line. �is can eliminate the
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time and money costs for frequent medical examinations. It can also check many
times more products than a human is capable of and it is also able to do those checks
continuously which also increases the amount of checked products.

�is would be a great improvement over manual recognition, if it was not for its
disadvantages – those sensors are very expensive, the price of each sensor is on the
order of thousands of euros. Another problem with them is that they need recalib-
ration with the slightest change in the paint batch. Also, they are quite sensitive to
changes in illumination, resulting in incorrect results.

4.3 Machine learning

Paint recognition can also be achieved by using an inexpensive usb camera, a com-
puter and few sophisticated algorithms combined together. When enough inform-
ation is gained from the images of the painted parts using image processing al-
gorithms, then a model can be trained with machine learning algorithms using this
information. �at creates a solution which can be used in the production line, just
like the RGB sensors. Because it is set up specially for this task, it can overcome
problems that the RGB sensors have with the paint batch changes and it is not as
expensive as the two previous solutions.

4.3.1 Hardware and so�ware for image capturing

For the image capturing, I am using a Conrad USB Digital Microscope, which has a
10x to 200x magni�cation range, that allows capturing images of the painted parts
with high detail even though it is only able to capture them in a maximal resolution
of 1600x1200 pixels (2.0 Megapixels) [22]. In fact, for the purposes of the image
processing, I am using much lower resolution images – 640x480 pixels, which is
still detailed enough and is processed more than six times faster than the images
with the resolution of 1600x1200 pixels. �is camera costs only about 70 euros,
which is signi�cantly less than the mentioned RGB sensors. In the application, I am
using an open source computer vision library OpenCV, speci�cally its C++ interface
[23].

4.3.2 Algorithms for image processing

Most of the algorithms, used in my image processing application, are also available
in the OpenCV library. �e reason I chose to implement them on my own is that to
gain all the information from the image, they have to go through the matrix of its
pixels several times. �us usage of the OpenCV methods would need to loop though
this matrix several times, one algorithm a�er another. In my implementation I can
do most of the information gaining in one or two loops through the image – form of
loop fusion technique, and it can also speed up the program because it will be much
more prepared for pipelining. �is reduces the branching of compiled code and
makes it easier for the compiler to optimize the program upon compilation. When
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combined with other compiler optimizations like loop unrolling, caching and others,
it could speed up the application up to several times (see Chapter Conclusion).
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Chapter5

Experiments

For the purpose of experiments, I am using so�ware platform RapidMiner Stu-
dio, which, among other advantages, o�ers various implementations of machine
learning algorithms and is able to display results nicely and clearly [24]. �erefore
screenshots in this chapter are obtained from this so�ware. RapidMiner allows the
user to create so called ‘processes’ in which he connects desired algorithms in the
graphical user interface (GUI) using them as a black box – an object which can be
viewed in terms of input and outputs, without any knowledge of its internal work-
ings. �is allows fast prototyping with no programming required (see Figure 5.1).

5.1 Format of experiments

�e �rst paragraph of each experiment section in this thesis de�nes the �lenames
of datasets used and the �lename of a RapidMiner process contained of the DVD
enclosed with this thesis. It also de�nes which image features and RapidMiner op-
erators are used for the training and se�ings of the MPN.

5.2 Testing machine

All tests in this chapter were done on the MacBook Pro (Retina, Mid 2012) with
2,3 GHz Intel Core i7 processor with Turbo Boost up to 3.3 GHz. Although it has
8 GB of 1600 MHz DDR3L memory, the free version of RapidMiner Studio can use
only 1 GB of memory.
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Figure 5.1: Screenshot of the RapidMiner GUI.
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5.3. Experiments with color features

5.3 Experiments with color features

In Experiment 1, Experiment 2 and Experiment 3 I tried to solve recognition with
only the color of the given image. �ese were �rst features I gathered from the
images in a thought, that it could be enough information for the MPN to distinguish
di�erent paint colors. As the results in respective experiments show, I was not
far from the truth. Nevertheless, for production purposes recognition performance
have to be as high as possible.

Features used in these experiments are the values of the color histograms and
their modi�cations. �e RGB histogram was obtained from the image and the HSV
histogram was obtained from the transformed pixels into the HSV color space. I
experimented with the histograms themselves and with their modi�cations using
data binning.

5.3.1 Experiment 1

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 1.1.dat

• dataset 1.2.dat
Features used:

• histogram of the hue channel of the HSV, no binning (181 bins)

• histogram of the red channel of the RGB, no binning (256 bins)

• histogram of the green channel of the RGB, no binning (256 bins)

• histogram of the blue channel of the RGB, no binning (256 bins)

RapidMiner operators used:

• see Figure 5.2

Figure 5.2: Screenshot of how the operators in process 1 are connected.
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Se�ings of the MPN:

• one hidden layer, default size (see Formula 5.1)

• training cycles: 500

• learning rate: 0.3

• error epsilon: 1.0E-5

(number of attributes+ number of classes)/2 + 1 (5.1)

5.3.1.1 Results

Datasets in this experiment are created only from the histogram values of the hue
channel and all three RGB channels. �at results in 949 a�ributes for each image.
Even though the results of this model are su�cient with larger training set, training
from this dataset is very time consuming, even if the training is done only on 5
images per class (see Table 5.1 and 5.2).

Table 5.1: Experiment 1 results with dataset 1.1

Training data count Training time Training performance
5 7 m 20 s 92.11%

10 8 m 35 s 98.07%
15 21 m 05 s 97.96%
20 34 m 45 s 98.23%

Table 5.2: Experiment 1 results with dataset 1.2

Training data count Training time Training performance
5 5 m 39 s 95.56%

10 6 m 22 s 95.75%
15 7 m 04 s 96.57%
20 7 m 53 s 98.83%
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5.3.2 Experiment 2

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 2.1.dat

• dataset 2.2.dat
Features used:

• histogram of the hue channel of the HSV, 8 bins

• histogram of the red channel of the RGB, 8 bins

• histogram of the green channel of the RGB, 8 bins

• histogram of the blue channel of the RGB, 8 bins

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.3.2.1 Results

�is experiment shows, that when binning is used for the histogram values in data-
sets, training time decreases greatly (see Table 5.3 and 5.4). However the perform-
ance of the model with a small training set is not very high.

Table 5.3: Experiment 2 results with dataset 2.1

Training data count Training time Training performance
5 1 s 96.58%

10 3 s 98.02%
15 4 s 98.60%
20 5 s 97.77%

Table 5.4: Experiment 2 results with dataset 2.2

Training data count Training time Training performance
5 1 s 94.44%

10 2 s 95.88%
15 3 s 97.86%
20 5 s 98.17%
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5.3.3 Experiment 3

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 3.1.dat

• dataset 3.2.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.3.3.1 Results

�e dataset of histogram values with 16 bins shows be�er performance for the
second dataset, but does not change much on the �rst dataset (see Table 5.5 and
5.6). �is points to the problem with binning and its information loss – only a small
number of bins are used (as in Experiment 2), results from that model are worse
than with double the number, because of this information loss.

Table 5.5: Experiment 3 results with dataset 3.1

Training data count Training time Training performance
5 3 s 97.06%

10 6 s 97.25%
15 9 s 98.38%
20 13 s 98.17%

Table 5.6: Experiment 3 results with dataset 3.2

Training data count Training time Training performance
5 2 s 96.22%

10 6 s 97.88%
15 8 s 98.43%
20 11 s 98.17%

24



5.4. Experiments with thresholding and segmentation

5.4 Experiments with thresholding and segmentation

In Experiment 4 and Experiment 5 I am using images converted to grayscale. �e
a�ributes gained from them are the number of white and black pixels with high and
low threshold value, respectively, and how many white segments are present in the
picture. White segments are also dilated before counting, to reduce the segmenta-
tion error.

5.4.1 Experiment 4

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 4.1.dat

• dataset 4.2.dat
Features used:

• number of black pixels, threshold value 30

• number of white pixels, threshold value 230

• number of white segments, threshold value 220

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.4.1.1 Results

Performance of the model trained in this experiment is quite low (see Table 5.7 and
5.8). However, theoretical random choice performance is only about 4.5%, so with
combination with other features, it could improve the �nal model performance.

Table 5.7: Experiment 4 results with dataset 4.1

Training data count Training time Training performance
5 0 s 70.39%

10 1 s 79.97%
15 1 s 78.08%
20 1 s 81.63%
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Table 5.8: Experiment 4 results with dataset 4.2

Training data count Training time Training performance
5 0 s 68.33%

10 0 s 70.75%
15 1 s 76.14%
20 1 s 79.17%

5.4.2 Experiment 5

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 5.1.dat

• dataset 5.2.dat
Features used:

• number of black pixels, threshold value 45

• number of white pixels, threshold value 215

• number of white segments, threshold value 205

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.4.2.1 Results

When the threshold value is increased and decreased for the black pixels and white
pixels, respectively, to increase the amount of pixels counted, it improves the per-
formance slightly (see Table 5.9 and 5.10). �erefore usage of these features in the
�nal model with these threshold values is wiser.

Table 5.9: Experiment 5 results with dataset 5.1

Training data count Training time Training performance
5 0 s 71.69%

10 1 s 79.92%
15 1 s 79.75%
20 1 s 81.97%
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Table 5.10: Experiment 5 results with dataset 5.2

Training data count Training time Training performance
5 0 s 66.22%

10 0 s 72.00%
15 1 s 75.57%
20 1 s 83.50%

5.5 Experiments with local binary patterns

In Experiment 6, Experiment 7 and Experiment 8 I am using the LBP and four stat-
istical measures from the LPB matrix – average (see Formula 5.2), deviation (see
Formula 5.3), energy (see Formula 5.4) and entropy (see Formula 5.5), where the
LBP matrix dimensions are H – height and W – width and f(i, j) is the LBP of the
pixel on the position (i, j) in the LBP matrix.

AV E =
1

HW

H∑
i=0

W∑
j=0

f(i, j) (5.2)

DEV =

√√√√ 1

HW

H∑
i=0

W∑
j=0

(f(i, j)−AV E)2 (5.3)

ENE =

√√√√ 1

HW

H∑
i=0

W∑
j=0

f2(i, j) (5.4)

ENT = −
H∑
i=0

W∑
j=0

(
f(i, j)

ENE
ln

(
f(i, j)

ENE

))
(5.5)

5.5.1 Experiment 6

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 6.1.dat

• dataset 6.2.dat
Features used:

• histogram of local binary pa�erns

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1
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5.5.1.1 Results

�e images of the painted parts do not have any visual pa�erns in them that could
distinguish one from another. In spite of the that fact the model, trained with the
usage of LBP histogram, has a useful recognition rate (see Table 5.11 and 5.12). �is
makes this feature potentially good for usage in the �nal model, even if its training
times are not so fast.

Table 5.11: Experiment 6 results with dataset 6.1

Training data count Training time Training performance
5 30 s 83.53%

10 1 m 2 s 88.31%
15 1 m 35 s 90.52%
20 1 m 57 s 90.56%

Table 5.12: Experiment 6 results with dataset 6.2

Training data count Training time Training performance
5 28 s 88.44%

10 54 s 93.88%
15 1 m 19 s 95.00%
20 1 m 52 s 96.00%

5.5.2 Experiment 7

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 7.1.dat

• dataset 7.2.dat
Features used:

• histogram of uniform local binary pa�erns

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.5.2.1 Results

�e ULBP histogram used to train the model in this experiment does not achieve
as good results as it’s non-uniform version, but is much faster, making it a be�er
candidate for the �nal model (see Table 5.13 and 5.14).
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Table 5.13: Experiment 7 results with dataset 7.1

Training data count Training time Training performance
5 3 s 78.24%

10 6 s 84.24%
15 9 s 83.31%
20 12 s 86.49%

Table 5.14: Experiment 7 results with dataset 7.2

Training data count Training time Training performance
5 2 s 82.67%

10 5 s 89.12%
15 7 s 92.14%
20 10 s 94.17%

5.5.3 Experiment 8

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 8.1.dat

• dataset 8.2.dat
Features used:

• average of local binary pa�erns

• deviation of local binary pa�erns

• energy of local binary pa�erns

• entropy of local binary pa�erns

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.5.3.1 Results

�is experiment is using four statistical measures described in Section Experiments
with local binary pa�erns. Performance of the model trained in this experiment
is very low with the usage of only �ve pictures to train it, but reaches moderate
performance with the usage of a larger training dataset (see Table 5.15 and 5.16).
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Table 5.15: Experiment 8 results with dataset 8.1

Training data count Training time Training performance
5 0 s 57.39%

10 1 s 64.67%
15 1 s 72.27%
20 2 s 72.24%

Table 5.16: Experiment 8 results with dataset 8.2

Training data count Training time Training performance
5 0 s 53.78%

10 0 s 70.12%
15 1 s 71.57%
20 1 s 72.33%

5.6 Experiments with combinations of previously
described features

In Experiment 9, Experiment 10, Experiment 11 and Experiment 12 models are
trained using di�erent combinations of the features from previous experiments.
�e experiment with the best performance is used in the Section Experiments with
colored illumination and in the Section Experiments with MPN se�ings.

5.6.1 Experiment 9

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 9.1.dat

• dataset 9.2.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

• number of black pixels, threshold value 45

• number of white pixels, threshold value 215

• number of white segments, threshold value 205
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RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.6.1.1 Results

Combination of the color histogram features binned to 16 bins and the threshold-
ing features reaches great performance (see Table 5.17 and 5.18). �is makes these
features the best candidate for the �nal model and is used for the experiments with
MPN se�ings.

Table 5.17: Experiment 9 results with dataset 9.1

Training data count Training time Training performance
5 4 s 97.16%

10 7 s 97.46%
15 10 s 98.60%
20 14 s 98.05%

Table 5.18: Experiment 9 results with dataset 9.2

Training data count Training time Training performance
5 3 s 97.11%

10 6 s 97.62%
15 9 s 98.71%
20 12 s 98.50%

5.6.2 Experiment 10

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 10.1.dat

• dataset 10.2.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins
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• histogram of uniform local binary pa�erns

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.6.2.1 Results

Results of Experiment 5 and Experiment 7 indicate that the model from the threshold-
ing features performs worse than the model from the ULBP histogram. �is is not
true when both of those models are also trained with the color histogram features,
as shown in the results of this experiment and Experiment 9. �e average perform-
ance of this model is lower than in the previous experiment, therefore this model
will not be used as the �nal one (see Table 5.19 and 5.20).

Table 5.19: Experiment 10 results with dataset 10.1

Training data count Training time Training performance
5 8 s 95.57%

10 17 s 97.56%
15 25 s 97.95%
20 34 s 97.82%

Table 5.20: Experiment 10 results with dataset 10.2

Training data count Training time Training performance
5 7 s 96.00%

10 15 s 96.25%
15 22 s 98.29%
20 29 s 99.00%
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5.6.3 Experiment 11

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 11.1.dat

• dataset 11.2.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

• average of local binary pa�erns

• deviation of local binary pa�erns

• energy of local binary pa�erns

• entropy of local binary pa�erns

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.6.3.1 Results

�e model trained with combination of the color histogram features and the stat-
istical measures of the LBP has be�er performance for most of the data than the
Experiment 10, despite the fact that it seemed that statistical measures were useless
(see Table 5.21 and 5.22).

Table 5.21: Experiment 11 results with dataset 11.1

Training data count Training time Training performance
5 3 s 96.97%

10 7 s 97.20%
15 10 s 98.01%
20 14 s 98.17%
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Table 5.22: Experiment 11 results with dataset 11.2

Training data count Training time Training performance
5 3 s 96.78%

10 6 s 98.25%
15 9 s 98.43%
20 13 s 98.17%

5.6.4 Experiment 12

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 12.1.dat

• dataset 12.2.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

• number of black pixels, threshold value 45

• number of white pixels, threshold value 215

• number of white segments, threshold value 205

• average of local binary pa�erns

• deviation of local binary pa�erns

• energy of local binary pa�erns

• entropy of local binary pa�erns

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1
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5.6.4.1 Results

When the color histogram features, thresholding features and statistical measures
of the LBP matrix are combined to train the model, performance is lower than in
the model without the statistical measures (see Table 5.23 and 5.24).

Table 5.23: Experiment 12 results with dataset 12.1

Training data count Training time Training performance
5 3 s 96.63%

10 7 s 97.66%
15 11 s 98.87%
20 14 s 98.23%

Table 5.24: Experiment 12 results with dataset 12.2

Training data count Training time Training performance
5 3 s 96.67%

10 6 s 97.75%
15 9 s 98.71%
20 12 s 98.67%

5.7 Experiments with colored illumination

Experiments in this sections are focused to �nd out the ideal color of the illumina-
tion for image capturing. Since Experiment 9 performed the best on the two datasets
used in previous experiments, its features will be used in the following experiments.

�ose two datasets are images captured under the white illumination of the
camera. �ere are four new datasets in this section. All of them are of the same
paints as in dataset number 2, but under red, green, blue and yellow illumination.
�is colored illumination is made by covering the LED of the USB microscope with
colored translucent plastic sheets.

5.7.1 Experiment 13

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 9.2.dat

• dataset 13.blue.dat

• dataset 13.green.dat

• dataset 13.red.dat

• dataset 13.yellow.dat
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Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

• number of black pixels, threshold value 45

• number of white pixels, threshold value 215

• number of white segments, threshold value 205

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• Same as Experiment 1

5.7.1.1 Results

�is experiment shows that images captured under yellow illumination are the most
recognisable. �e blue illumination is the second best color, the white and the red
illuminations perform approximately the same. �e green illumination has mixed
performance when trained with di�erent dataset sizes, which makes it the worst
color for illumination (see Table 5.25, Table 5.26, Table 5.27, Table 5.28 and 5.29).

�ese results, however, should be considered cautiously, because colored trans-
lucent plastic sheets were used instead of colored LEDs, due to limited resources.
Despite all this, this experiment shows that di�erent color of illumination could
change the performance of recognition signi�cantly. Because of these results, the
dataset of images captured under yellow illumination is included in the following
experiments.

Table 5.25: Experiment 13 results with dataset 9.2

Training data count Training time Training performance
5 3 s 97.11%

10 6 s 97.62%
15 9 s 98.71%
20 12 s 98.50%
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Table 5.26: Experiment 13 results with dataset 13.blue

Training data count Training time Training performance
5 3 s 96.44%

10 6 s 98.25%
15 9 s 98.86%
20 12 s 98.67%

Table 5.27: Experiment 13 results with dataset 13.green

Training data count Training time Training performance
5 3 s 96.78%

10 6 s 98.12%
15 9 s 96.86%
20 12 s 95.67%

Table 5.28: Experiment 13 results with dataset 13.red

Training data count Training time Training performance
5 3 s 95.33%

10 6 s 96.75%
15 9 s 98.43%
20 12 s 98.50%

Table 5.29: Experiment 13 results with dataset 13.yellow

Training data count Training time Training performance
5 3 s 98.67%

10 6 s 99.25%
15 9 s 99.00%
20 12 s 99.33%

5.8 Experiments with MPN settings

Previous experiments helped with the selection of the best features for model train-
ing and also considered other colors of illumination for the image capturing itself.
Experiments in this section are focused on �nding the best se�ings for the MPN
with the usage of the RapidMiner’s Loop Parameters operator.
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5.8.1 Experiment 14

RapidMiner process:

• process 2.rmp

Datasets:

• dataset 9.1.dat

• dataset 9.2.dat

• dataset 13.yellow.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

• number of black pixels, threshold value 45

• number of white pixels, threshold value 215

• number of white segments, threshold value 205
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5.8. Experiments with MPN se�ings

RapidMiner operators used:

• see Figure 5.3 and 5.4

Figure 5.3: Screenshot of outside operators in process 2 and their connection.

Figure 5.4: Screenshot of inside operators in process 2 and their connection.

5.8.1.1 Results

An experiment, which is not included in the tables below, showed that the best
results are achieved with training rates between 900 and 1000, therefore this ex-
periment uses cycle counts of 900, 950 and 1000. �e most promising number of
training cycles for the MPN and its learning rate is 1000 and 0.2, respectively (see
Table 5.30, 5.31 and 5.32).
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5. Experiments

Table 5.30: Experiment 14 results with dataset 9.1

Training
data count

Learning
rate

Training
cycles count

Training
time

Training
perform-
ance

5 0.1 900 6 s 95.61%
5 0.1 950 6 s 95.13%
5 0.1 1000 7 s 96.24%
5 0.2 900 6 s 97.01%
5 0.2 950 6 s 97.15%
5 0.2 1000 7 s 96.67%
5 0.3 900 6 s 95.18%
5 0.3 950 6 s 95.04%
5 0.3 1000 7 s 97.11%
10 0.1 900 12 s 96.89%
10 0.1 950 13 s 97.30%
10 0.1 1000 14 s 96.74%
10 0.2 900 12 s 98.52%
10 0.2 950 13 s 97.81%
10 0.2 1000 14 s 98.01%
10 0.3 900 13 s 97.66%
10 0.3 950 13 s 97.55%
10 0.3 1000 14 s 98.32%
15 0.1 900 19 s 95.69%
15 0.1 950 20 s 98.06%
15 0.1 1000 21 s 98.16%
15 0.2 900 19 s 97.84%
15 0.2 950 20 s 97.73%
15 0.2 1000 21 s 98.54%
15 0.3 900 19 s 98.76%
15 0.3 950 20 s 98.27%
15 0.3 1000 21 s 98.49%
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5.8. Experiments with MPN se�ings

Table 5.31: Experiment 14 results with dataset 9.2

Training
data count

Learning
rate

Training
cycles count

Training
time

Training
perform-
ance

5 0.1 900 5 s 95.44%
5 0.1 950 6 s 95.88%
5 0.1 1000 6 s 96.88%
5 0.2 900 5 s 97.55%
5 0.2 950 5 s 96.88%
5 0.2 1000 6 s 96.55%
5 0.3 900 5 s 96.11%
5 0.3 950 5 s 96.55%
5 0.3 1000 6 s 95.00%
10 0.1 900 11 s 98.25%
10 0.1 950 11 s 96.62%
10 0.1 1000 12 s 97.75%
10 0.2 900 11 s 97.62%
10 0.2 950 11 s 98.37%
10 0.2 1000 12 s 98.62%
10 0.3 900 11 s 98.12%
10 0.3 950 11 s 98.75%
10 0.3 1000 12 s 98.12%
15 0.1 900 16 s 98.85%
15 0.1 950 17 s 98.85%
15 0.1 1000 18 s 97.71%
15 0.2 900 16 s 98.57%
15 0.2 950 17 s 98.42%
15 0.2 1000 18 s 99.00%
15 0.3 900 16 s 98.14%
15 0.3 950 17 s 99.14%
15 0.3 1000 18 s 98.71%
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5. Experiments

Table 5.32: Experiment 14 results with dataset 13.yellow

Training
data count

Learning
rate

Training
cycles count

Training
time

Training
perform-
ance

5 0.1 900 5 s 99.00%
5 0.1 950 5 s 98.55%
5 0.1 1000 6 s 96.33%
5 0.2 900 5 s 96.88%
5 0.2 950 6 s 99.66%
5 0.2 1000 6 s 99.33%
5 0.3 900 5 s 96.33%
5 0.3 950 6 s 98.88%
5 0.3 1000 6 s 97.88%
10 0.1 900 11 s 99.62%
10 0.1 950 12 s 98.75%
10 0.1 1000 12 s 99.12%
10 0.2 900 11 s 98.50%
10 0.2 950 11 s 99.50%
10 0.2 1000 12 s 99.12%
10 0.3 900 11 s 99.37%
10 0.3 950 12 s 98.75%
10 0.3 1000 12 s 98.87%
15 0.1 900 16 s 99.42%
15 0.1 950 17 s 99.14%
15 0.1 1000 18 s 98.85%
15 0.2 900 16 s 99.57%
15 0.2 950 17 s 99.42%
15 0.2 1000 18 s 99.71%
15 0.3 900 16 s 99.00%
15 0.3 950 17 s 99.14%
15 0.3 1000 18 s 99.42%
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5.8. Experiments with MPN se�ings

5.8.2 Experiment 15

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 9.1.dat

• dataset 9.2.dat

• dataset 13.yellow.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

• number of black pixels, threshold value 45

• number of white pixels, threshold value 215

• number of white segments, threshold value 205

RapidMiner operators used:

• see Figure 5.2

Se�ings of the MPN:

• layers are described in the tables below

• training cycles: 1000

• learning rate: 0.2

• error epsilon: 1.0E-5

5.8.2.1 Results

�e most promising number of hidden layers of the MPN used for training the
model is 2 and their sizes are numberofinputfeatures for the �rst hidden layer
and numberofoutputfeatures for the second one (see Table 5.33 and 5.34).
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5. Experiments

Table 5.33: Experiment 15 results with dataset 9.1

Training data
count

MPN layers
count

MPN hidden
layers sizes

Training per-
formance

5 1 default 97.16%
5 1 22 96.29%
5 1 67 96.92%
5 2 default, default 94.90%
5 2 67, 22 97.16%
10 1 default 97.46%
10 1 22 97.97%
10 1 67 97.20%
10 2 default, default 97.00%
10 2 67, 22 97.00%
15 1 default 98.60%
15 1 22 98.22%
15 1 67 98.55%
15 2 default, default 95.82%
15 2 67, 22 96.17%

Table 5.34: Experiment 15 results with dataset 9.2

Training data
count

MPN layers
count

MPN hidden
layers sizes

Training per-
formance

5 1 default 96.22%
5 1 20 97.44%
5 1 67 96.67%
5 2 default, default 97.33%
5 2 67, 20 97.33%
10 1 default 97.50%
10 1 20 97.12%
10 1 67 97.50%
10 2 default, default 98.12%
10 2 67, 20 97.38%
15 1 default 98.86%
15 1 20 98.86%
15 1 67 98.71%
15 2 default, default 98.29%
15 2 67, 20 97.91%
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5.9. �e �nal model

5.9 �e �nal model

When all of the results from the experiments are gathered and evaluated, features
and MPN se�ings can be chosen for the �nal model that will have the best perform-
ance. �e �nal experiment is a showcase of this model and its performance on the
dataset 9.1 and 9.2 as well as on the dataset 13.yellow.

5.9.1 Final experiment

RapidMiner process:

• process 1.rmp

Datasets:

• dataset 9.1.dat

• dataset 9.2.dat

• dataset 13.yellow.dat
Features used:

• histogram of the hue channel of the HSV, 16 bins

• histogram of the red channel of the RGB, 16 bins

• histogram of the green channel of the RGB, 16 bins

• histogram of the blue channel of the RGB, 16 bins

• number of black pixels, threshold value 45

• number of white pixels, threshold value 215

• number of white segments, threshold value 205

RapidMiner operators used:

• Same as Experiment 1

Se�ings of the MPN:

• one hidden layer, default size (see Formula 5.1)

• training cycles: 1000

• learning rate: 0.2

• error epsilon: 1.0E-5
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5. Experiments

5.9.1.1 Results

�e performance of the �nal model is almost perfect, on average it is at 99.08% for
the small dataset of 10 images for each class (see Table 5.35, 5.36 and 5.37). �is
outcome is higher than expected.

Table 5.35: Final experiment results with dataset 9.1

Training data count Training time Training performance
5 7 s 96.73%

10 14 s 99.12%
15 21 s 99.12%
20 28 s 98.12%

Table 5.36: Final experiment results with dataset 9.2

Training data count Training time Training performance
5 6 s 97.82%

10 12 s 99.00%
15 18 s 98.86%
20 24 s 98.87%

Table 5.37: Final experiment results with dataset 13.yellow

Training data count Training time Training performance
5 6 s 98.63%

10 12 s 99.12%
15 18 s 98.71%
20 24 s 99.50%
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Conclusion

�e main goal of this thesis was to explore the recognizability and distinctiveness
of colors of painted parts from the automotive industry and what in�uences its
performance. In the theoretical part of this thesis, methods of image processing and
their usage with machine learning, to solve this task, were explained. �e practical
part contains a series of experiments with the features extracted from the images
of the painted parts and their in�uence on recognition performance. Some of the
experiments also focus on the in�uence of colored illumination upon the image
capturing itself on the recognition rate. �e experiments also focused on the se�ings
of the multilayer perceptron network and its in�uence on performance. A subset of
methods were selected from the image processing and mathematical morphology
methods, which achieved the highest recognition performance in the experiments.
With these methods and the best se�ings of the neural network, a very successful
model was created for each dataset. �e average recognition rate of these models,
when tested with images which were not involved in the training, is beyond 99%.
All goals of this thesis were ful�lled and based on these facts and on the results of
the experiments, I assess this thesis as successful.

Contribution

�e results of this thesis will be used in the company WITTE Automotive for re-
ducing costs and facilitating the recognition of colors of painted parts during paint
quality assurance. For this purpose, an application in the programming language
C++ was implemented, which enables image capturing and the creation of datasets
from them. With the usage in another application, which implements some ma-
chine learning algorithm, these datasets can be used directly on the production line
for paint recognition. �is will provide continuous recognition in real time, which
allows more painted parts to be checked than a human being is able to check in a
given time.
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Conclusion

Future work

In the future, further testing of the in�uence of colored illumination during the im-
age capture would be useful. Also more image processing methods could be tested
to �nd those that could increase the robustness of the model used for recognition.
Another useful approach could be an examination of di�erent machine learning al-
gorithms, that could provide some advantages, such as the ability to further learn
already learned models when new colors will be added to the dataset. A useful ex-
pansion to the implemented application would be the implementation of a machine
learning algorithm. �at would unify the whole process of recognition into a single
application and would simplify its usage on the production line. Also, a combina-
tion of implemented functions of image processing methods in the application into
one function could increase the processing speed. �is would increase the maximal
number of checked parts which could lead to the increased production of these parts
in WITTE Automotive.

48



Bibliography

[1] Stone, M. C. A Field Guide to Digital Color. A. K. Peters, 2003, ISBN 978-
1568811611.

[2] SharkD. HSV color solid cylinder alpha lowgamma. 2010, [Online; accessed 24-
04-2015]. Available from: http://commons.wikimedia.org/wiki/
File%3AHSV color solid cylinder alpha lowgamma.png

[3] ITU-R. Parameter values for the HDTV standards for production and interna-
tional programme exchange. Recommendation BT.709-5, International Tele-
communication Union, Geneva, February 2002.

[4] Michael, A. Caran d’Ache Farbsti�e. 2012, [Online; accessed 25-04-2015].
Available from: http://commons.wikimedia.org/wiki/File:
Caran d%27Ache Farbstifte.JPG

[5] Fletcher, T. Introduction: What is Image Processing. University lecture, 2012.
Available from: http://www.coe.utah.edu/∼cs4640/slides/
Lecture0.pdf
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AppendixA

Acronyms

RGB red-green-blue

CRT cathode ray tube

LCD liquid-crystal display

HSV hue-saturation-value

HSB hue-saturation-brightness

LBP local binary pa�ern

ULBP uniform local binary pa�ern

ANN arti�cial neural network

MPN multilayer perceptron network

AN arti�cial neuron

GUI graphical user interface

LED light-emi�ing diode
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AppendixB

Contents of enclosed DVD

readme.txt.......................the �le with DVD contents description
data..............................................the data �les directory

processes..................the directory of processes for RapidMiner
images.......................the directory of images used for datasets
datasets....................................the directory of datasets

src..........................................the directory of source codes
implementation..........the directory of application’s source codes
thesis.................the directory of LATEX source codes of the thesis

text.............................................the thesis text directory
BP Dragoun Dominik 2015.pdf..........the thesis in PDF format
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