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Prohlášeńı autora práce
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Abstrakt

Hlavńım ćılem této práce je zlepšeńı přesnosti použitého systému pro

sledováńı objekt̊u ve videu. Vzhledem k tomu, že systém se skládá z v́ıce

modul̊u, celkového zlepšeńı lze dosáhnout úpravami jeho jednotlivých

část́ı.

Prvńım krokem při zpracováńı videa je background subtraction.

Zaměřili jsme se na problém falešných detekćı, takzvaných duch̊u,

zp̊usobených nepravidelně se pohybuj́ıćımi objekty. Vyvinuli jsme

metodu pro rozš́ı̌reńı background subtraction algoritmu o detekci duch̊u,

která umožňuje tyto nesprávné detekce identifikovat a odstranit. Navrhli

jsme pět r̊uzných kriteriálńıch funkćı, z nich čtyři jsou založené na

př́ıtomnosti hran v obraze na hranićıch detekovaných objekt̊u a jedna

na rozd́ılu v barevné charakteristice hranice objektu v̊uči pozad́ı.

Tuto metodu jsme otestovali jednak vizuálně a jednak pomoćı

groundtruth pro background subtraction. Rovněž jsme otestovali jej́ı

vliv na sledovaćı systém jako celek. Výsledky experiment̊u prokázaly

pozitivńı efekt navržené metody jak na samotný výstup background

subtraction, tak i na celkový výkon systému.

Analýzou výstupu sledovaćıho systému jsme určili situace kdy

docháźı k chybám nejčastěji, to je př́ıtomnost objekt̊u mimo vyhodno-

covanou oblast a nebo na kraj́ıch obrazu źıskaného z kamery. K vyřešeńı

těchto problémů jsme provedli úpravy sledovaćıho systému, konkrétně

rozš́ı̌reńı vyhodnocované oblasti a vhodněǰśı pravidlo pro určeńı viditel-

nosti objekt̊u v jednotlivých kamerách. Navrhovaná řešeńı jsme ověřili

vyhodnoceńım jejich vlivu na sledovaćı systém. Výsledky dokládaj́ı

významné zlepšeńı fungováńı systému.

Všechny experimenty byly provedeny na indoor i outdoor video

sekvenćıch. Problémy, kterými jsme se v této práci zabývali, jsou běžné

a nastávaj́ı i v mnoha daľśıch aplikaćıch. Proto jsme se zaměřili na to,

aby i řešeńı, která jsme vypracovali, byla obecná a tud́ıž použitelná pro

dosažeńı lepš́ıch výsledk̊u v r̊uzných aplikaćıch.

Kĺıčová slova: Sledováńı pohyblivých objekt̊u, sledováńı v́ıce kam-

erami, sledováńı v́ıce objekt̊u, detekce pozad́ı, detekce duch̊u





Abstract

This thesis presents work on improving a multi-view multi-target

tracking system. The system is composed of separate modules and its

overall performance can be improved by modifying the individual mod-

ules.

Background subtraction is the first step in processing the video data.

The work is focused on solving a problem of false detections, so called

ghosts, caused by infrequently moving objects. We developed a general

method to identify and avoid these false detections. Different criteria

functions for the ghost detection were proposed, four of them based on

edge presence on the borders of objects and one based on comparison

of the color characteristics on the border of objects to the background.

This method was evaluated visually and using background subtrac-

tion groundtruth. The effect of the method on the overall system per-

formance was also tested. In both cases the results show improved per-

formance.

By analyzing the output of the tracking system we identified situa-

tions in which errors occur most frequently. Those situations are when

objects are present either outside of the area of interest for tracking or

on the edge of the field of view of a camera. In order to solve these

issues, we proposed modifications of the probabilistic occupancy map

module of the tracking system. The modifications consist of extending

the area of interest and employing more suitable object visibility rule.

The impact of the modifications on the tracking system’s performance

was evaluated showing significant improvement.

All tracking experiments were conducted on both indoor and outdoor

datasets. The problems we faced are common in many applications and

the elaborated solutions can be successfully applied to improve them as

well.

Keywords: Multi-view tracking, multi-camera tracking, multi-target

tracking, multiple object tracking, people tracking, background subtrac-

tion, ghost detections
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1 Introduction

1.1 Motivation

Object tracking in video is the process of continuously locating an object during a

period of time using image data. As a result of lowering costs of computers and availability

of inexpensive video cameras, video surveillance has grown significantly from being used

by only few companies to protect highly sensitive areas to a widely used crime prevention

and security tool.

Surveillance systems are used in most modern cities and the number of surveillance

cameras in public places is rising constantly. Manual supervision of the amounts of data

these systems provide requires significant effort, it is time consuming and expensive. It

is clear that an automated system is necessary in order to efficiently operate complex

monitoring systems.

Automated tracking systems have many potential applications beside surveillance sys-

tems. Detecting suspicious activity, for example abandoning luggage or aggressive be-

havior, in controlled areas such as airports or railway and subway stations. Accurately

locating people is also important for intelligent environments. In traffic monitoring, such

automatic system could be used to help the authorities to identify illegally parked vehicles

and other violations. Today, most shopping malls already have video surveillance systems

and could analyze the movement patterns of the customers to improve their shopping

experience.

In team sports, a tracking system can be a valuable tool for the coach to objectively

analyze the players’ performance and to optimize the game strategy. It could be also used

to improve the viewer experience from the game.

Multi-view object tracking is especially relevant when an extensive area has to be

covered, in crowded scenes for resolving object occlusions and for tracking objects in 3D.

We have a working system for multi-view multiple object tracking, but there are many

errors occuring during the tracking process. The problems we want to focus on in this

thesis are:

• Missing detections

• Double detections

• Identity switches

• Infrequent object movement
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1.2 Tracking in Team Sports

1.2 Tracking in Team Sports

Tracking players in team sports has specific issues, different from general people track-

ing. Recognizing different players based on their appearance is difficult when they are

wearing the team uniform. Although, when available, the numbers on the players’ uni-

forms can be used to identify single players. The players frequently change their motion,

making their trajectories unpredictable, and close interactions between different players

are common. On the other hand, many team sports take place in an environment with

controlled light conditions.

1.3 Approach

Our tracking system is composed of three main modules - background subtraction,

probabilistic occupancy map computation and k-shortest paths optimization. We believe

that the overall performance of the system can be significantly improved by analyzing the

results on available data, identifying the problems and improving the single modules to

avoid them.

Background subtraction is the first step in processing the video information. When

background subtraction was performed on video sequences in order to evaluate the system

the results were not satisfactory. By analyzing the problems occuring in our tracking

system - missed detections, false detections and identity switches - we were able to identify

the situations in which they arise most frequently, and found that often the most efficient

way to prevent these mistakes is by improving the background subtraction process.

Moreover, all errors created during the background subtraction step propagate through

the entire tracking process, the only way to avoid them is to improve the background

subtraction. Achieving the best possible results from background subtraction and handling

the problems that often occur during the process is a general problem in computer vision.

That is the reason why a large part of this work is dedicated to background subtraction.
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2 Data

2.1 Object Tracking Data

To evaluate the tracking system we use two sets of video data:

• Floorball

Video of indoor scene, a floorball match shot from 8 stationary cameras, all with

resolution 960x768. Total length of the sequences is 7 minutes, recorded at 20 fps.

The groundtruth is available in every 40th frame for the first 1000 frames. The

sequence contains the gameplay as well as substitutions. There are 21 unique players

and during the game 12 of them are inside the playing field.

All players wear shorts of different colors and shirts serve as uniforms of their team

- black shirts for one team and dark blue shirts for the other team. The result is

that different players may have very similar apperance, making correct tracking

challenging.

• PETS’09

Video from PETS’09[1][2] dataset containing outdoor scene of people walking in a

university campus which serves as simulation of a real-world environment. 7 different

cameras are available, 3 of them have a high vantage point and contain the entire

scene, 4 of them are positioned at the eye level of a standing person and view only

part of the scene. Two cameras record with resolution 768x576, five cameras with

resolution 720x576. The sequences are 795 frames long taken at approximatelly 7

fps, groundtruth is available for all frames.

There is about 10 people present in the scene at any time during the sequence. They

wear clothes of different colors.
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2.2 Background Subtraction Data

• Parking

Video sequence of a parking car captured on a security camera [3]. There is no

groundtruth available for this sequence.

• Change Detection

Videos from 2012 Change Detection[4][5] dataset containing sequences with wide

range of detection challenges like dynamic background, camera jitter, intermittent

object motion, shadows and thermal signatures. The dataset contains videos of both

indoor and outdoor scenes. Groundtruth is available for all video sequences in this

dataset.

• Floorball Selection

Two video sequences created from the floorball data described in previous section

for the purpose of evaluating the ghost detection method we propose. Groundtruth

is available for all frames.
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3 Background Subtraction for Object Tracking

3.1 Introduction

In many surveillance applications, background subtraction is an important first step.

It is used to separate the possible interesting moving objects - the foreground, from the

uninteresting part of the input image - the background.

The simplest method to achieve this goal is to compare every frame of the input video

sequence with a static background image. However, having a single constant image to

represent the background proves insufficient in most real-world applications. Sometimes

the background image is not available at all. The background can contain unimportant

moving objects like water and trees, the lighting conditions may vary or the scene can

be permanently changed when objects are added or removed. To handle these issues, it is

necessary to maintain a background model which can be updated with new information.

There are many different techniques that were proposed to model the background [6].

Modelling the value of each pixel by a mixture of Gaussians is a very popular method and

provides state of the art results [7][8].

We focus on background subtraction as a preprocessing step for object tracking. It

is common that an object stays relatively still for longer periods of time - long enough

for the background model to accept it as a background. A resumed movement results in

a false detection on the previous location of the motionless object. The detection does

not correspond to any real object. We call this type of false detection a ghost. The same

situation occurs when there are moving objects present at the time of the background

initialization. These issues are caused by the background modelling and occur in many

background subtraction algorithms. Here we propose a method to identify and avoid these

false detections. An article where we describe the method was also accepted for Poster

2015, an international student conference at FEE, CTU in Prague.

3.2 State of the Art

Dealing with the problem of ghost detections is common for many background sub-

traction algorithms. General overview of the topic is given in [9].

A popular solution, which is convenient for many applications, assumes that every

detection which does not move during multiple frames is a ghost [10][11][12][13]. We

explain why this approach is not suitable for our purpose.
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3.3 Proposed Approach

A method presented in [14] utilizes temporal image analysis and uses currently invisible

background pixels in the background model update. In another work, [15], the ghost de-

tection elimination is achieved by examining a pixel neighbourhood during the evaluation

process and is built-in in the background subtraction process.

In [16], the authors combine gradient of pixel intensity and pixel color. Gradient differ-

ence is used in [17] to validate object detections. We take a similar but simpler approach.

3.3 Proposed Approach

First, it is important to define what is considered a ghost. In some of the works dealing

with ghost detections, any detection that does not move in a defined period of time is

labelled as a ghost and the background model is updated to accept it as background

immediatelly. But it is common in tracking applications that some objects of interest do

not move significantly for a long time so it is undesirable to label all stationary detections

as ghosts.

Our approach is based on the same idea as Javed et al. [17]. In an image, every real

object is separated from its surroundings by an edge. If an object does not have an edge

on its border, it is not a real object but a ghost detection. In this sense every stationary

detection that does not correspond to any real object in the image is considered a ghost.

As an alternative to this edge based ghost detection we also propose a color based ghost

detection. Ghost detections are identified using color histograms of inside and outside

regions of the object.

The entire process can be split into three parts: background subtraction, ghost detection

and background model update. The background subtraction can be any method that works

with pixel by pixel model of the background. In our case the pixels are modelled by a

mixture of Gaussians [7]. The output is a foreground binary mask.

The ghost detection step splits the foreground mask into single connected components,

each of them being considered one object. Contours of objects are evaluated for a presence

of image edges, or based on the color, and labelled as valid detections or ghosts.

The background model update step takes all the pixels in all the connected components

classified as ghost detections and updates the corresponding pixels in the background

model to the current value of those pixels. This way, ghost detections are quickly absorbed

into the background.

The details of each step follow.
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Table 1: Notation

I current image

BG background model

B background image

Gxi i-th gaussian modelling value of x

Nx number of gaussians used to model value of x

F foreground mask

α learning coefficient of the background model

Ci i-th connected component in current F

C ′
i expanded border of Ci

EI
Ci

edge mask of I in region Ci
G ghost mask

Hr
i color histogram of the region Cr

i

3.3.1 Background Subtraction

The proposed method can be used with any background subtraction algorithm that

maintains an independent model for each pixel. Let us denote I an image being processed,

x being the image pixel and I(x) the pixel value. Here, we use Gaussian mixture model.

The detailed description can be found in [7], we present a short overview below.

Let us denote the background model BG, then BG(x) is the model of pixel x, three

Gaussians Gxi , i = 1, 2, 3, are used to model its value. µxi is the mean of Gxi , Σx
i = σxi

21 its

covariance and wxi its weight in the model.

To derive the background pixel value the Gaussians are first ordered by the fitness

value wxi /σ
x
i and then the first Nx are used to compute the expected pixel value.

Nx = arg min
n

(
n∑
i=1

wxi > T ), (1)

where the threshold T is the minimum prior probability of the background in the scene.

We evaluate the pixels to create a foreground mask F , where F (x) is its value at pixel

x. F (x) = 1 classifies the pixel x as a foreground, F (x) = 0 as a background.
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3.3 Proposed Approach

A pixel x is considered as a background if there is a Gaussian in the model which

matches the pixel value. We say that a Gaussian matches pixel value if its intensity is

closer than 2.5 standard deviations from the Gaussian mean:

F (x) =

{
1 if ∃i < Nx : |I(x)− µxi | < 2.5 · σxi
0 otherwise

(2)

The matched Gaussian parameters are updated as follows:

wxi (t+ 1) = wxi (t) · (1− α) + α, (3)

µxi (t+ 1) = µxi (t) · (1− α) + αI(x), (4)

Σx
i (t+ 1) = Σx

i (t) · (1− α) + α(I(x)− µxi (t))2, (5)

where α ∈ 〈0, 1〉 is a learning coefficient which determines how fast the background model

reacts to a change. If there is no matching Gaussian in the model, the Gaussian with the

lowest fitness is replaced. The I(x) is used as the new mean with a high value for variance

and a low weight.

At t = 0, when the first frame is processed, the situation is same as if the learning

coefficient was selected to α = 1. The second frame at t = 1 provides 50% of the available

information to the background model, however according to the rules above has a smaller

effect, depending on the value of the learning coefficient α.

To deal with this problem we propose to use a modified learning coefficient α′, with

value α′ = 1 at t = 0. α′ is gradually lowered until the desired value α is reached:

α′ = max(α,
1

1 + t
) (6)

This approach better reflects information value of the new frames. The difference be-

tween α and α′ is illustrated in Figure 1.

For the purposes of background subtraction we decided to use CIE LUV color space,

because the color difference better corresponds to the human perceptual difference [18].

This background model can handle both sudden and gradual changes in illumination,

moving objects in the background and also permanent changes in the scene.
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Figure 1: At the beginning of an image sequence the background model has to

be initialized. When a background image without moving objects is not available,

the model has to be learned from the sequence itself. On the left subfigure the

learning coefficient α = 1 for the first frame. The background model is completely

initialized with the first frame. On the right subfigure the learning coefficient is

smoothly decreased from 1 to the predefined value.

3.3.2 Edge Based Ghost Detection

This step takes a foreground mask F produced in the background subtraction step

and evaluates validity of the detections based on edge presence on the borders of objects.

First the connected components are extracted from the foreground mask, each is then

evaluated independently.

F = C1 ∨ C2 ∨ · · · ∨ Cn (7)

where Ci∈1..n is a single connected component. Only Ci formed by larger number of pixels

than a size threshold TS continues to be evaluated.

The border of Ci is denoted C ′
i. Because the region C ′

i will be used for edge detection, it

needs to be wider than one pixel, so it is expanded as illustrated in Figure 2. Canny edge

detector with Otsu threshold is used to compute the edges. By using the Otsu algorithm,

we avoid selecting the threshold value manually.
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Figure 2: The left figure shows a part of an object Ci: it’s border (dark grey)

and interior (light grey). In the centre, there is the expanded object border C ′
i

(both light blue and dark grey), true border Ctb
i (dark grey) and its expansion

Ceb
i (light blue). On the right figure the outer object border Cob

i is displayed. It

is the region adjacent to the expanded object border.

Edge mask obtained from currently processed image I in the region C ′
i is denoted

EI
C′

i
(x). Image I contains the moving objects as well as the background so it follows that

edges EI from any region contain edges of the moving objects and also background edges.

We are only interested in the edges belonging to the moving objects, which we can get

by subtracting the background edges. The background image B is reconstructed from the

background model, described in previous section, by:

∀x ∈ B : B(x) = µkm , km = arg max
k

(wk/σk). (8)

Note that km is an index of a Gaussian with the highest fitness value wk/σk.

Edge mask computed using the background image B in the region C ′
i is denoted EB

C′
i
,

similar to the case of I. By combining the image edges EI
C′

i
with the background edges

EB
C′

i
we get the foreground edges:

EF
C′

i
= EI

C′
i
∧ ¬EB

C′
i
. (9)

Edges belong to the foreground objects if they are present in the current image I but

not in the background image B.
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By performing this evaluation only on the detected objects, it is possible to increase

efficiency by computing the edges in small regions corresponding to the object’s boundary

instead of the whole image.

We propose several criteria functions that can be used to determine if object Ci is a

valid detection or not. Object Ci is valid detection if the condition is satisfied. Output of

this step is a binary ghost mask G.

• Foreground edge probability:

|EF
C′

i
|

|C ′
i|
> TG, (10)

where |X| is the number of (non-zero) pixels in X. The threshold TG was empirically

chosen to be 0.18.

• Foreground edge ratio:

|EF
C′

i
|

|EI
C′

i
|
·max

(
|EF

C′
i
|

|EB
C′

i
|
, 1

)
> TG (11)

is a proportion of the foreground edges in all detected edges modified so that edges

appearing in regions with no small number of background edges have higher value.

• Narrow border: As described above, for the purpose of edge detection the borders

of objects were expanded. The region C ′
i can be viewed as a conjunction of the one

pixel wide true border region Ctb
i with the part obtained by the expansion Ceb

i , see

Figure 2. Then using only edges on the true border Ctb
i :

∑
∀x∈Ctb

i

EF
C′

i∑
∀x∈Ctb

i

EB
C′

i

> TG (12)

is a ratio of foreground edges to background edges on the true border of an object.

We chose TG = 1.
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• Edge probability difference: We can select outer object border Cob
i , as shown in

Figure 2, so that Cob
i and C ′

i are disjunctive. By comparing probability of edges on

the object border and outside border, we get a criteria function:

|EI
C′
i
|

|C′
i|

|EI

Cob
i

|

|Cob
i |

> TG. (13)

This criteria function has the advantage, that it does not require pixel by pixel

background model.

3.3.3 Color Based Ghost Detection

The the advantage proposed color based ghost detection is that it does not require

pixel by pixel background model. Connected components Ci in the foreground mask F

are extracted the same way as for the edge based ghost detection (Equation 7) and

thresholded by the same size threshold TS.

Figure 3: On the left figure is an object Ci: it’s true border Ctb
i (black), inside

contour Cic
i (dark grey) and its outside contour Coc

i (light grey).

True border of the object Ctb
i , inside object contour Cic

i and outside object contour Coc
i

are shown in Figure 3. A color histogram of the current image I is calculated for each of

these regions, that is H tb
i , H ic

i and Hoc
i respectivelly.

When the object Ci corresponds to correct detection, the color distribution inside

the object, represented in H tb
i and H ic

i , should be similar and different from the color
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distribution outside of the object, Hoc
i . Correlation of histograms is used to compute the

similarity s of two histograms:

s(H1, H2) =

∑
b(H1(b)−H1)(H2(b)−H2)√∑

b(H1(b)−H1)2
∑

b(H2(b)−H2)2
(14)

where:

Hk =
1

N

∑
J

HK(J) (15)

and N is the total number of histogram bins.

If the similarity of the outside contour region to the object border is different from

the similarity of the two inside regions by more than a factor of given threshold TG it is

considered a ghost detection. We can write the criterium for the object Ci:∣∣∣∣s(Hoc
i , H

tb
i )

s(H ic
i , H

tb
i )
− 1

∣∣∣∣ > TG (16)

The value of the threshold was selected TG = 0.1.

3.3.4 Background Model Update

The task of maintaining up-to-date background model is handled by the background

subtraction algorithm described in step 1. We integrated the ghost detection results into

the update process.

Taking the ghost mask G, all pixels x labelled as ghost detections are updated in the

background model to the current value I(x). The update is done by increasing the weight

of the Gaussian Gi which matches the current value I(x). When next frame is processed,

Gi will be considered by the background model (Equation 1) and x correctly evaluated as

background:

∀x : ∀Gi ∈ BG(x) : wxi =

{
wx

i +β

1+β
if Gi matches I(x)

wx
i

1+β
otherwise,

(17)

where β is a constant parameter. Following must also hold:

∀x : ∀Gi ∈ BG(x) :
∑

wxi = 1. (18)
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3.4 Evaluation

3.4 Evaluation

To measure the performance of the proposed method, we compare the results obtained

with different criteria functions and results without using the proposed ghost detection.

Data used for the experiments are described in Sections 2.1 and 2.2.

Ideally, the results would be compared using the groundtruth as a reference. However,

for PETS’09, floorball and parking sequences, background subtraction groundtruth is not

available and the results are evaluated visually. PETS’09 and floorball sequences are used

to evaluate the tracking system, our goal is to improve the background subtraction results

on these sequences. The parking sequence was selected to demonstrate the effects of the

method.

For Change Detection and floorball selection sequences the groundtruth is available,

the results are evaluated using the following performance metrics (TP - True Positive, FP

- False Positive, FN - False Negative, TN - True Negative):

• Recall:

Re =
TP

TP + FN

• Precision:

Pr =
TP

TP + FP

In Section 3.3.1, we use the CIE LUV color space for the background subtraction

algorithm. We present a comparison to the results obtained with the RGB color space.

Because we are interested in background subtraction for tracking applications the effects

of ghost detection on the overall performance of the tracking system are also evaluated

and results are presented in Section 4.7.

3.5 Experimental Results

Results of the proposed method on video sequence of parking car are presented in

Figure 5. It shows that using the ghost detection eliminates false detection caused by

movement of a car previously belonging to the background. Outputs of the foreground edge

probability (Equation 10), narrow border (Equation 12) and color based (Equation 16)

criteria functions are satisfactory. Foreground edge ratio (Equation 11) has almost no effect

in this situation and edge probability difference (Equation 13) produces worse results than

no ghost detection. We use only the first four criteria for the remaining evaluations.
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Figure 6 shows comparison of the 4 criteria functions on the floorball dataset. Fore-

ground edge probability narrow border and color based criteria functions have again good

results. The ghost artefacts are soon eliminated, and valid foreground objects remain in

the foreground. The method works correctly on objects broken into several parts.

To simulate movement of objects that are considered background, we did not use

the gradually changing learning coefficient at the initialization of the experiment on

the PETS’09 dataset. The modification of the learning coefficient was described in Sec-

tion 3.3.1. Figure 7 shows the results, which are similar to the floorball sequence.

The three criteria functions that performed well in previous experiments are evaluated

using background subtraction groundtruth. For each data we present comparison of ghost

detection results obtained using both CIE LUV and RGB color space. To simulate move-

ment of objects that are considered background, we use the learning coefficient again and

present the results with the original learning coefficient as well as the modified version.

Figure 8 shows the results on videos of intermittent object motion from Change De-

tection dataset. Narrow border criteria function using RGB color space performs same as

the algorithm without ghost detection, remaining criteria offer significant improvement.

The results on the entire Change Detection dataset are in Figure 9, all criteria functions

perform similarly to the algorithm without ghost detection.

(a) (b)

Figure 4: Illustration of edges present in the image background. (a) image from

the sequence. (b) corresponding edge image

Results obtained on floorball selection data are presented in Figure 10. It shows sig-

nificant improvement for all the ghost detection functions. The results on both floorball
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selection and Change Detection dataset are shown in Figure 11 confirming the possitive

effect of all ghost detection criteria functions.

Foreground edge probability criterion function performs well in all the experiments

described above and often provided the best result. Results of narrow border and color

based ghost detection are also satisfactory.

The background subtraction results are improved in cases when there are moving ob-

jects present in the scene at the time of initialization, or when objects considered as

background start to move. Ghost detections are eliminated and the background model is

less affected by the initial values, which results in improved detections in those regions in

the subsequent frames.

The proposed method, however, has some weak spots as well. Valid objects may be

detected as ghosts when only part of the object is detected as a foreground or when the

object is broken into parts. This can happen when objects, or their parts, have similar

colors as their background or when there are background objects in front of them, e.g.

tree branches or road signs.

A missing ghost detection may occur when it overlaps with a moving object. This

may result in a delay in the ghosts elimination in case of very slowly moving objects.

Missed ghost detections may also occur when there is a ghost detection in a region with

complicated edges present in the background, as shown in Figure 4.
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0 15 40 120 200

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 5: The background subtraction results of different criteria functions for ghost

detection on the parking video sequence. The first row shows the frame number, frame

0 was selected from the middle of the sequence. (a) Images from the sequence. The rows

bellow contain background subtraction results for different criteria functions: (b) No ghost

detection. (c) Foreground edge probability. (d) Foreground edge ratio. (e) Narrow border.

(f) Edge probability difference. (g) Color based ghost detection
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0 40 60 110 150 180

(a)

(b)

(b)

(b)

(b)

(b)

Figure 6: The background subtraction results of different criteria functions for ghost

detection on the floorball video sequence. The first row shows the frame number, frame

0 was selected from the middle of the sequence. (a) Images from the sequence. The rows

bellow contain background subtraction results for different criteria functions: (b) No ghost

detection. (c) Foreground edge probability. (d) Foreground edge ratio. (e) Narrow border.

(f) Edge probability difference. (g) Color based ghost detection
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0 10 60 120 160 190

(a)

(b)

(c)

(d)

(e)

(f)

Figure 7: The background subtraction results of different criteria functions for ghost

detection on the PETS’09 video sequence. For this experiment, the gradual change of

the learning coefficient was not used in order to simulate situations, when objects in

the background start to move. The first row shows the frame number, frame 0 is the first

frame of the sequence. (a) Images from the sequence. The rows bellow contain background

subtraction results for different criteria functions: (b) No ghost detection. (c) Foreground

edge probability. (d) Narrow border. (e) Edge probability difference. (f) Color based ghost

detection
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Figure 8: Evaluation of background subtraction using videos of intermittent

object motion from Change Detection dataset. The figure compares background

subtraction without ghost detection (noGD) and with ghost detection using dif-

ferent criteria functions: foreground edge probability (FEP), narrow border (NB)

and color based (CB). Both the RGB and the CIE LUV color spaces are used

with the original (O) and modified (M) learning coefficient at the initialization.
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Figure 9: Same evaluation as on Figure 8 on the entire Change Detection

dataset. That is evaluation of background subtraction without ghost detection

(noGD) and with different methods for ghost detection: foreground edge proba-

bility (FEP), narrow border (NB) and color based (CB). Both the RGB and the

CIE LUV color spaces are used with the original (O) and modified (M) learning

coefficient at the initialization.
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Figure 10: Same evaluation as on Figure 8 on floorball selection data. That

is evaluation of background subtraction without ghost detection (noGD) and

with different methods for ghost detection: foreground edge probability (FEP),

narrow border (NB) and color based (CB). Both the RGB and the CIE LUV

color spaces are used with the original (O) and modified (M) learning coefficient

at the initialization.
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Figure 11: Same evaluation as on Figure 8 on both Change Detection and floor-

ball selection data. That is evaluation of background subtraction without ghost

detection (noGD) and with different methods for ghost detection: foreground

edge probability (FEP), narrow border (NB) and color based (CB) on Change

Detection dataset and floorball selection data. Both the RGB and the CIE LUV

color spaces are used with the original (O) and modified (M) learning coefficient

at the initialization.
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4 Multi-View Multiple Object Tracking

4.1 Overview

This section is structured as follows. First we discuss ethical concerns regarding peo-

ple tracking. Next we provide an overview of relevant previous work on the topic. The

description of the tracking system itself and the modifications we propose can be found

in Section 4.4. We continue by explaining the evaluation procedure of the tracking ex-

periments followed by an experiment to determine the appropriate parameter settings.

The last part, Section 4.7, presents all the tracking experiments conducted to evaluate

the proposed modifications of the tracking system as well as the effect of ghost detection

described in previous section on the system.

4.2 Ethical Consideration

Machines and technology in general became important part of our lives, most people use

many different technologies every day. Devices or internet services often gather information

about their users and there is so much information stored today in databases worldwide,

that an individual has no way of controlling, or even knowing what information about

themselves are accessible to others. This leads to rising awareness of the issues of privacy

and its protection.

Surveillance camera systems are widely used in modern cities to monitor public spaces

in order to prevent crime and assist the police in investigations. While some people feel

more secure with the presence of security cameras, others consider it as an intrusion into

their privacy. The impact of video surveillance on crime rate is still subject to research,

but the results indicate the expected desirable effect[19]. However, the justification for

such massive surveillance still remains part of a bigger question a modern society needs to

answer, that is whether increased security is worth the loss of freedom that is inseparably

linked with it.

Also, it is important to keep in mind that identity in the context of this thesis and

in research on multiple object tracking in general is not a true identity of a person in

the real world (eg. their name). Rather it is a unique arbitrary description chosen for

the purposes of the tracking system. Preserving identity of an object means that during

the entire tracking process this object is assigned the same description. After leaving and

re-entering the scene the object receives a new identity. However, it should be noted that
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in many sport tracking applications the tracking system ”is aware” of the true identities

of the players and uses this information.

Automated monitoring systems, same as any other technology, can be used with bad

intentions, but we believe that the possitive effects of its many possible applications

exceed the dangers. It is important to carefully consider the benefits and potential threats

before employing such a system. Extra attention should always be paid to fulfill all legal

requirements and to avoid intruding into peoples lives any more than necessary.

4.3 State of the Art

Object tracking is a challenging problem and is the subject of extensive research [20]

due to its importance in the field of computer vision. Our main focus is tracking of multiple

objects for application in team sports and there are many different techniques used in this

area [21]. The techniques can be classified as intrusive - they require special sensors to be

placed on the tracked objects - or nonintrusive - for example vision systems. We aim for

a general approach not limited to team sports, where special sensors are not needed.

Multiple cameras are often used for covering large areas or for complex scenes with

common object occlusions. A method presented in [22] uses single view tracking and

automatically switches cameras for the best available viewpoint. In [23], the tracking is

performed in single cameras and then combined together to help resolve object occlusions.

The approach uses constant velocity motion model and does not allow complex object

motions.

A tracking system for indoor environments using RGBD cameras was presented in [24].

The volumetric information is used for background subtraction algorithm and different

objects are identified based on the color information. A different system for people tracking

in indoor scenes also based on RGBD cameras was described in [25]. Foreground detections

are connected together to form people shaped clusters. Color histograms are used to

preserve object identities. This system was designed to be used for a smart environment

and evaluated in practical experiment.

An approach based on using agents to monitor and describe the scene proposed in [26]

can be used for tracking but also for understanding the scene and different object inter-

actions.

An efficient method for handling occlusions in a crowded scene was introduced in [27].

Object movement is limited to the ground plane and tracking is performed by combining

all camera inputs. The method can accurately segment detected foreground components
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into corresponding objects. Another method that deals with occlusions in crowded scenes

was presented in [28]. The occlusions are resolved by tracking feet on the ground plane

using information from the different cameras.

Probabilistic occupancy map people detector was proposed in [29]. It approximates

object silhouettes with rectangles and iteratively estimates the occupancy probabilities

using the information from all views. K-Shortest Paths algorithm is used to find trajec-

tories. This approach was extended to preserve object identities in [30][31]. The tracking

system we use in this thesis is based on this apprach. In [32], an extension of the method

is presented, which is based on using radio-based localization for identity preservation. In

contrast with the previous approach, this method relies on additional data to improve the

system.

4.4 System Description

The tracking system is based on methods proposed in [29][30][31]. There are three

modules in the system: background subtraction, probabilistic occupancy map computation

and k-shortest paths optimization.

Diagram of the tracking system is shown in Figure 12. First the input video sequence

images are processed by a background subtraction algorithm producing foreground binary

images, which show the interesting moving objects. These are used as input of Probabilistic

Occupancy Map algorithm that merges the information from all the available views and

produces a localization map. K-Shortest Paths algorithm is then used to link locations

in the localization maps from all the frames of the videoo sequence into different objects

trajectories.

4.4.1 Background Subtraction

The background subtraction is a separate part of the tracking system and any suitable

background subtraction algorithm may be used. If the tracker is to perform well, it is

crucial that the background subtraction produces correct results, since all errors created

at this stage propagate through the entire tracking process.

The problem of obtaining correct background subtraction results and minimizing the

errors is discussed at length in Section 3.
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Figure 12: A diagram of the tracking system. Foreground binary images are

extracted from the input images using background subtraction (BGS). Proba-

bilistic Occupancy Map (POM) algorithm is used to merge the foreground images

and to compute localization map. K-Shortest Paths (KSP) algorithm links the

independant detections from multiple frames into optimal trajectories.

4.4.2 Probabilistic Occupancy Map

The Probabilistic Occupancy Map (POM) algorithm [29] is used to merge the informa-

tion from all cameras and to compute the objects locations. The algorithm takes binary

foreground images obtained by background subtraction as its input and produces the

localization map.

The area of interest is partitioned into a regular grid of possible locations as displayed in

Figures 13a and 13b. A simple appearance model is used to approximate object presence at

each possible location with a rectangle. Dimensions of the rectangle are set as a parameter

of the algorithm. For each frame, probability of occupancy of each cell in the grid is

estimated using the available binary foreground images. Initially, all cells receive the same

probability of occupancy, the estimated probabilistic map of occupancy is then projected

into the input binary foreground images and iteratively optimized to achieve minimal

difference from the input images.
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(a) (b) (c)

Figure 13: (a) An image from the PETS’09 sequence with highlighted area

of interest where the tracking takes place. (b) The same image with the area of

interest partitioned into a discrete grid. (c) The same image showing the extended

area of interest.

By analyzing the POM results in situations where the tracking system showed incorrect

behavior, we identified two weak points:

• objects outside the area of interest

• objects on the edge of field of view

Objects Outside of the Area of Interest

The area of interest is partitioned into a discrete grid of possible object locations. The

POM is computed based on intersection of the object appearance model, a rectangle,

placed on every possible location in the grid with the binary image produced by the

background subtraction. It is common that the field of view of the given camera contains

part of a scene outside of the area of interest, where objects may be present. Information

about these objects provided by the background subtraction is not used to improve POM

inside the area of interest. Furthermore, depending on the camera’s field of view, objects

outside of the area of interest often partially intersect with the object appereance model

in possible locations leading to deterioration of the POM accuracy. In extreme cases, it

may cause false detections or identity switches when an object leaves the area of interest

at the same time as another object enters in approximately the same location.

We propose to extend the area of interest for the computation of POM, as illustrated

in Figures 13b and 13c. Therefore the correct location is estimated by the POM algorithm
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for objects outside of the area of interest, but inside its extension, and their impact on

the result inside the area of interest is minimized. There may still be objects present even

outside the extended area. The size of the extended area should be selected in such a

way that it will contain the effects caused by outside objects and preserve accurate POM

inside the area of interest.

However, with wider area the time needed to compute the POM rises, so the extended

area should be selected reasonably, keeping in mind the current scene dispositions and

the computational requirements. An automatic computation for the optimal size of the

extension could be based on the angle between the camera’s optical axis and the ground

plane.

Figure 14 shows the result of this solution. In Figure 14a is the ideal POM result when

an object is present outside of the area of interest, the POM should reflect only objects

inside the area of interest. However, the object outside of it has significant effect on the

POM accuracy as can be seen in Figure 14b. Figure 14c shows the result with extending

the area of interest as described above, in Figure 13c is the extended area of interest in

the original image.

(a) (b) (c)

Figure 14: POM visualization of a situation when an object is present outside

of the area of interest: (a) Ideal result. The outside objects are highlighted in

red. (b) Real result. The raised probability of occupancy caused by the outside

objects is highlighted in red. (c) Real result with extended area of interest, the

detections of outside objects are highlighted in red.
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Objects on the Edge of the Acquired Image

When the field of view of a camera does not contain the entire area of interest, the

possible object locations are considered only if they are visible in the particular view. An

object location should be considered visible if an object present at that location is visible

in the image acquired from the camera. There may be different rules to decide about the

visibility of an object location, two different simple rules are:

• Ground visibility - possible object location is visible in a camera when the point on

the ground plane corresponding to that location is visible

• Complete visibility - possible object location is visible in a camera when the entire

object appereance model placed at that location is visible

The ground visibility rule is inconvenient because it favors the ground plane, it is

vertically assymetrical and completely ignores the height of an object. Using the complete

visibility rule, we found that it is too restrictive for objects on the edges of the acquired

image, disregards the available information and often causes double detections, as shown

in Figure 15a.

The ideal solution is using continuous visibility value. Every possible object location

would then have visibility value assigned, equal to the proportion of the appearance model

that is visible. POM would be computed using the visibility value as weight of each

location to reflect its informative value. However, implementing this solution would require

extensive modifications of the POM algorithm, making it more complex and increasing

the computation time.

We propose a center of gravity rule. The center of gravity of the object appearance

model is computed for each possible location. Visibility of each location is determined

by the visibility of the center of gravity of the corresponding object model. In practice

it means that more than 25% of the object is visible for objects in the corners of the

acquired image and more than 50% for other objects on its edge. The result is shown in

Figure 15b.

30/47



Multi-View Object Tracking

(a)

(b)

Figure 15: POM visualization of a situation when an object (highlighted in red

color) is present on the edge of the acquired image. Images taken from different

cameras: (a) Double detection caused by complete visibility rule. (b) Correct

result using center of gravity rule.

4.4.3 K-Shortest Paths Optimization

K-Shortest Paths algorithm is used to form optimal trajectories based on the POM

results from different frames.

The algorithm finds k paths corresponding to single object trajectories inside a graph

formed from the grid nodes connected over a sequence of frames. The cost of edge between

two nodes depends on the probability of occupancy of the start node. The total cost of

the paths is minimized.

To account for objects entering and leaving the area of interest, the algorithm uses two

virtual nodes - source and sink. These virtual nodes are connected to other nodes in the

graph that correspond to locations where objects may enter or leave the area of interest.

Only paths starting in the source node and ending in the sink node are considered. This

way, no flow can be created or suppressed anywhere in the graph, except at the virtual

nodes, no object can appear out of nowhere or disappear inside the area of interest.

31/47



4.5 Evaluation

Because at most one object can be present at any single location at given time, the

order in which the nodes are assigned to different paths can have significant impact on

the result. The paths are ordered based on their cost and they are processed from the

lowest cost to highest. This solution gives priority to paths with low cost over paths with

higher cost and insures that clear trajectories will not be disrupted.

4.5 Evaluation

The performance of the tracking system is evaluated using datasets described in Sec-

tion 2.1. We decided to use CLEAR MOT[33] metrics, a standard evaluation tool widely

accepted by the tracking community. The metrics uses two measures to describe a tracker’s

performance, multiple object tracking accuracy and multiple object tracking precision.

MOTA (multiple object tracking accuracy) reflects the number of errors that occur

during the tracking process. Well performing tracker maximizes the MOTA value. It is

defined as:

MOTA = 1−
∑

t(FP (t) + FN(t) + ID(t))∑
tNT (t)

where FP (t) is the number of false positives, FN(t) the number of false negatives, ID(t)

the number of identity switches and N(t) the number of objects present at time t.

MOTP (multiple object tracking precision) shows the ability of the tracker to estimate

precise object positions. It is the average distance of the estimated positions to the ground

truth positions, lower values mean the positions estimated by the tracker are accurate.

MOTP is defined by:

MOTP =

∑
t, id(Dt

i), GT
t
i )∑

tNM(t)

where Dt
i is a detected target hypothesis, GT ti the groundtruth target and NM(t) the

number of matches found at time t.

To analyze the results and identify the critical situations, we evaluate the results visu-

ally using a visualization tool described in Section 5.2 and images generated in each step

of the tracking proccess, that is foreground binary images and POM visualization.
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4.6 Parameter Settings

For the purpose of POM computation the area of interest is partitioned into a discrete

grid. The resolution of the grid is determined by the size of a single cell, which is set using

a cell size parameter.

A series of experiments was conducted on the floorball dataset to evaluate the effect of

different values of the cell size on the overall tracking system performance. Values in range

from 0.3 m to 3 m were used in the experiments and the results are displayed in Figure 16.

The highlighted value, cell size=0.5 m, is used for further experiments, because it provides

satisfactory results and it is easy to compute the location coordinates. For tracking on

PETS’09 dataset, value cell size=0.3 m was used because the area of interest is smaller

compared to the floorball dataset.

Figure 16: Overall tracking performance for cell size parameter values in range

from 0.3 m to 3 m, the values are coded by color corresponding to the color bar

on the right. The marked value is used in the subsequent experiments.
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4.7 Experimental Results

To evaluate the effect of ghost detection on the overall performance of our tracking

system, we selected foreground edge probability criteria function (Equation 10). This

function provided good results in sense of correctly identifying most ghost detections

while it often allowed small and only partially detected objects to remain as foreground.

In Section 3.3.4 we use the CIE LUV color space for the background subtraction al-

gorithm. We present a comparison to the results obtained with the RGB color space. By

not using gradual lowering of the learning coefficient discussed in the same section, we

simulate a scene where objects considered background start to move.

The tracking results1 are presented in Table 2. We can see that the method offers a

significant improvement on the performance of the tracking system. However, it has a

slightly negative impact in scenes where it is rare for background objects to move.

The performance of the tracking system was evaluated using the proposed POM mod-

ifications. Figures 17 and 18 show the results for floorball and PETS’09 datasets, respec-

tivelly. Details can be found in Tables 3 and 4. The tracker’s performance is significantly

improved by each modification, the improvements are similar for both datasets.

1Visualization is available at http://1drv.ms/1APMorr and on the included DVD
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Table 2: This table summarizes the effects of ghost detection on the overall performance

of the tracking system. The tracking is performed on 1000 frames of the floorball sequence

and 794 frames of the PETS’09 sequence. Foreground edge probability criterion function

(FEP, Equation 10) is compared with no ghost detection (noGD). In order to evaluate

the influence of the color space selection in the background subtraction algorithm, both

the CIE LUV and the RGB color spaces were used. No gradual lowering of the learning

coefficient is used to simulate the movement of objects included in the background model.

Floorball sequences with gradual lowering of the learning coefficient

Ghost Detection Color Space MOTA MOTP FN FP Identity Mismatches

noGD RGB 0.7563 0.2284 66 5 7

FEP RGB 0.7531 0.2298 66 5 8

FEP LUV 0.750 0.2366 66 3 11

Floorball sequences without gradual lowering of the learning coefficient

noGD RGB 0.6031 0.2267 91 24 12

FEP RGB 0.6718 0.2281 89 6 10

FEP LUV 0.7063 0.2318 81 3 10

PETS’09 sequences with gradual lowering of the learning coefficient

noGD RGB 0.9016 8.4945 318 65 6

FEP RGB 0.8973 8.5254 327 75 4

FEP LUV 0.8933 8.3263 324 96 2

PETS’09 sequences without gradual lowering of the learning coefficient

noGD RGB 0.7191 9.0032 416 683 12

FEP RGB 0.8890 8.4230 389 45 5

FEP LUV 0.9019 8.4762 327 75 4
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Figure 17: Tracking results on floorball data. The graph shows improvement of

the tracker’s performance for each POM modification.

Table 3: This table summarizes the effects of proposed POM modifications described in

Section 4.4.2 on the overall performance of the tracking system. The tracking is performed

on 1000 frames of the floorball sequences. The results are compared for tracking using

the original size of the area of interest, the extended size of the area of interest, com-

plete visibility rule and center of gravity visibility rule. Presented data show that both

modifications significantly improve the tracking system performance.

Floorball sequence tracking results

Area of Interest Object Visibility MOTA MOTP FN FP Identity Mismatches

Original Area Complete 0.5938 0.2684 71 39 20

Original Area Center of Gravity 0.7 0.2362 63 24 9

Extended Area Complete 0.6813 0.2724 73 12 17

Extended Area Center of Gravity 0.7563 0.2284 66 5 7
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Figure 18: Tracking results on PETS’09 data. The graph shows improvement

of the tracker’s performance for each POM modification.

Table 4: This table summarizes the effects of proposed POM improvements described

in Section 4.4.2 on the overall performance of the tracking system. The tracking is per-

formed on 794 frames of the PETS’09 sequences. The results are compared for tracking

using the original size of the area of interest, the extended size of the area of interest,

complete visibility rule and center of gravity visibility rule. Presented data show that both

modifications significantly improve the tracking system performance.

PETS’09 sequence tracking results

Area of Interest Object Visibility MOTA MOTP FN FP Identity Mismatches

Original Area Complete 0.7752 9.1230 189 691 9

Original Area Center of Gravity 0.8329 8.4840 135 523 3

Extended Area Complete 0.8587 9.0237 359 192 8

Extended Area Center of Gravity 0.9016 8.4945 318 65 6
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5 Supporting Tools

5.1 Background Subtraction Monitoring

Background subtraction monitoring tool was developed to facilitate the work on the

ghost detection method. It allows observing the results of multiple background subtraction

algorithms with different settings at the same time, as shown in Figure 19. It is possible

to easily add or remove different views as well as change the parameters of the algorithms.

The single detections can be highlighted using different colors based on their properties.

Multiple values that determine the function of the algorithm can be shown and linked

with the corresponding detections for easier orientation. The images generated by this

tool can be displayed immediatelly or saved as a video or single images for later use.

Figure 19: Background subtraction monitoring tool screenshot
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5.2 Tracking Results Visualization

The purpose of tracking results visualization tool is to enable easy observation of the

results of the tracking system. It works by loading required data from the tracking re-

sults, visualizing them, and saving as a video file. Screenshot of the video is displayed in

Figure 20.

Images from all the cameras are shown on the right side, the images are automatically

resized according to the number of cameras being used. The tracked objects are inside

bounding boxes corresponding to the object location on the grid. The bounding boxes

have different colors and are marked with the object’s identity number. Past trajectories

of the objects are highlighted. On the right side, there is a bird’s-eye view projection of

the scene. The area of interest for tracking is filled with the image of the playing field, its

extension as described in Section 4.4.2 is shown in grey color. The number of each camera

and the current frame are displayed in the top right corner of each view.

Figure 20: Tracking results visualization screenshot

39/47



6 Conclusions

First, we developed a general method for dealing with a special case of false detections -

so called ghost detections - in background subtraction algorithms. The main advantages of

the method are independence on a background subtraction algorithm and computational

efficiency, because only small regions of the input image are evaluated.

Different criteria functions for the ghost detection were proposed, four of them based

on detecting edges on objects’ borders and one based on comparison of the color on the

border of objects to the background.

Ghost detection method was evaluated visually and using background subtraction

groundtruth on a dataset containing various indoor and outdoor video sequences. The

results showed a positive impact on the background subtraction results. Foreground edge

probability criterion function provided satisfactory results in all the experiments and often

performed best of all the criteria functions.

The effect of ghost detection with foreground edge probability function on the overall

performance of the tracking system was evaluated for indoor as well as outdoor datasets.

We have incorporated the ghost detection into the background subtraction module of the

tracking system and compared the performance with the original version. The method

offers a significant improvement on the performance of the tracking system. However, it

has a slightly negative impact in scenes where it is rare for background objects to move.

Then, we analyzed the output of the tracking system and identified situations in which

errors occur most frequently. Those are situations when objects are present either outside

of the area of interest for tracking or on the edge of the field of view of a camera.

In order to solve these issues, we proposed modifications of the probabilistic occupancy

map module of the tracking system. The modifications consist of extending the area of

interest and employing more suitable object visibility rule. The impact of the modifications

on the tracking system’s performance was again evaluated on both indoor and outdoor

datasets, showing significant improvement.

The problems we faced are common for many automated tracking systems and the

elaborated solutions can be successfully applied to improve them as well.
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7 Future Work

Ghost detection deals with infrequently moving objects and eliminates the residue

caused by a background object moving from its original position. The other side of the

problem with infrequent object movement is objects that stop moving, because after a

period of time they fade into the background. A method to detect objects of interest

and protect them from becoming background would complement the ghost detection,

together the two methods would offer a complete solution to infrequently moving objects

in background subtraction.

The tracking system works by forming trajectories based only on the POM results, no

information about the appearence of the objects being tracked is available. A possible

next step in the work on improving the system is creating an object appearance model to

describe the objects and using this information to help prevent identity switches.
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DVD Content

Contents of the DVD are listed in Table 5.

Table 5: Contents of the DVD

Name Description

thesis diploma thesis in pdf format.

tracking system tracking system folder containing the system, ex-

periments folder with example experiment and data

folder with the input data. Installation instructions in

README.md

floorball tracking visualization of the tracking results on floorball dataset

pets tracking visualization of the tracking results on PETS’09 dataset
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