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Abstract

The term roughness describes a specific – harsh, buzzy and rattling – sound sensation which may occur when listening to stimuli with fast temporal fluctuations, for example, amplitude- or frequency-modulated tones. Roughness is, as well as loudness or pitch, an important psychoacoustic parameter. The thesis describes a computational model predicting roughness of acoustic stimuli, composed of two successive stages: a peripheral and a central stage. The peripheral stage is composed of an auditory model which transforms the input acoustic stimulus into the simulated neural signal. The auditory model contains a set of algorithms simulating the function of the outer- and middle-ear, cochlear mechanics, the inner hair cells and auditory nerve synapse. The algorithms were adapted from the literature and composed into one model. The central stage – designed within the framework of this thesis – predicts roughness from the envelope of the simulated neural signal.

The peripheral stage of the roughness model employs a physical model of the basilar membrane (BM) response and cochlear hydrodynamics (the Nobili et al. cochlear model). Since this model simulates the limited frequency resolution of the peripheral ear, it is important for prediction of roughness. The author of this thesis adjusted the frequency selectivity of the model according to psychophysical masking data for harmonic complexes. The isointensity responses, input/output functions and impulse responses of the cochlear model are compared with data (reproduced from the literature) measured in the cochleae of live mammals. The model was as well verified using psychophysical masking data (reproduced from the literature) for pure tones and harmonic complexes. The results show that the Nobili et al. cochlear model can account for physiological and psychophysical phenomena which limits many cochlear models.

The roughness model is in this thesis used to predict the roughness of a large number of acoustic stimuli. The predicted roughness was compared with results of listening tests. The subjective data of roughness of the stimuli were reproduced from the literature or obtained by means of the listening tests conducted within the framework of the thesis. The roughness was reproduced from the literature for: sinusoidally amplitude-modulated tones, two tone stimuli composed of pure tones and harmonic complex tones, pseudo amplitude-modulated tones, stimuli with assymetrical temporal envelopes, sinusoidally frequency-modulated tones, unmodulated bandpass noise stimuli. The listening tests were conducted within the framework of this thesis for: sinusoidally amplitude-modulated harmonic complex tones, synthetic and real vowels /a/. The
predicted roughness agrees with the subjective data for most of the used stimuli. The largest discrepancies between the model predictions and the subjective data are for unmodulated bandpass noise stimuli and for real vowels. Both stimuli contain noise which complicates the roughness model performance. The roughness model covers both the effect of phase and the shape of the temporal envelope on roughness. This is its advantage in comparison to the roughness models known to the author.
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Notation

Physical and signal processing notation\(^1\)

\[
\begin{align*}
A & \quad \text{amplitude} \\
f & \quad \text{frequency} \\
m & \quad \text{modulation index (e.g. amplitude-modulated tones)} \\
p & \quad \text{pressure} \\
t & \quad \text{time} \\
\phi & \quad \text{phase} \\
\Delta f & \quad \text{frequency deviation (frequency-modulated tones)}
\end{align*}
\]

Abbreviations

\[
\begin{align*}
\text{AM} & \quad \text{amplitude modulated} \\
\text{AN} & \quad \text{auditory nerve} \\
\text{BM} & \quad \text{basilar membrane} \\
\text{CF} & \quad \text{characteristic frequency} \\
\text{ERB} & \quad \text{equivalent rectangular bandwidth} \\
\text{FM} & \quad \text{frequency modulated} \\
\text{HI} & \quad \text{hearing impaired} \\
\text{HL} & \quad \text{hearing level} \\
\text{HSR} & \quad \text{high spontaneous rate} \\
\text{IHC} & \quad \text{inner hair cell}
\end{align*}
\]

\(^1\)In some parts of the text, an identical symbol is used with different meaning. This was motivated by the aim to follow the symbols given in the cited literature (for clarity). The used symbols are described in the text.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>I/O</td>
<td>input/output</td>
</tr>
<tr>
<td>LSR</td>
<td>low spontaneous rate</td>
</tr>
<tr>
<td>MSR</td>
<td>medium spontaneous rate</td>
</tr>
<tr>
<td>NH</td>
<td>normal hearing</td>
</tr>
<tr>
<td>OHC</td>
<td>outer hair cell</td>
</tr>
<tr>
<td>RMS</td>
<td>root mean square</td>
</tr>
<tr>
<td>pAM</td>
<td>pseudo amplitude modulated</td>
</tr>
<tr>
<td>SAM</td>
<td>sinusoidally amplitude modulated</td>
</tr>
<tr>
<td>SFM</td>
<td>sinusoidally frequency modulated</td>
</tr>
<tr>
<td>SPL</td>
<td>sound pressure level</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

The term “roughness” was first used by von Helmholtz (1877) to describe a harsh, rattling and buzzy sound sensation which may occur when listening to stimuli with temporal fluctuations, for example, amplitude or frequency-modulated tones or unmodulated bandpass noises. The roughness is, as well as pitch or loudness, an important psychoacoustic parameter. It was given a ratio-scale unit called asper (Fastl & Zwicker, 2007).

Researchers observed that roughness together with loudness, fluctuation strength and sharpness contribute to the perception of annoyance (Fastl & Zwicker, 2007). Hence, roughness is an important issue in car industry in the field of vehicle noise control. Vehicle noise affects drivers in a range of ways, not only by potentially increasing the incidence of traffic accidents, but also through issues such as affecting decisions made by car buyers (Wang et al., 2013). Roughness is also important for voice quality. Various pathologies of the human larynx lead to the voice with more roughness (dysphonic voices) (Patel et al., 2012). For musical sounds, roughness is often related with dissonance (von Helmholtz, 1877).

The amount of perceived roughness of acoustic stimuli can be measured by means of listening tests. Since conducting listening tests is time consuming and expensive, objective methods which would give the same results are being sought. Although a number of various models predicting roughness have been developed (some of them are briefly reviewed below in Section 2.2), none have been nationally or internationally standardized yet (Wang et al., 2013). This contrasts with models for other psychoacoustical parameters, for example, the international standard, ISO 532B, describes the
Zwicker model, which predicts loudness; and the German national standard, DIN 45692, describes a model predicting sharpness. The roughness models maybe, for example, employed for sound quality evaluation of vehicle noise (Wang et al., 2013), and clinical assessment of voice and its rehabilitation (Howard et al., 2012).

Some of the developed roughness models simulate the function of the peripheral ear. For example, the roughness model designed by Daniel & Weber (1997) takes into account the frequency selectivity of the peripheral ear; and the roughness model designed by Leman (2000) employs a computational model of the peripheral ear. This stems from a suggestion of von Helmholtz (1877) that the frequency selectivity of the human ear is limited and it thus cannot resolve spectral components of sound if they are too close in frequency. The spectral components then beat together in the ear which is assumed to cause the roughness sensation (von Helmholtz, 1877; Mathes & Miller, 1947; Vassilakis, 2001).

**Aims of the thesis**

The specific aim of this thesis is to design a roughness model which employs algorithms simulating the function of the peripheral ear. The model should predict roughness of various types of acoustic stimuli in agreement with results of listening tests. The roughness model developed in this thesis is composed of two successive stages: a peripheral stage and a central stage. The peripheral stage employs an auditory model (a model of the peripheral ear). The central stage then processes the outputs of the peripherals stage and predicts roughness.

**Content of the thesis**

The content of the thesis is as follows. Chapter 2 describes the term roughness; methods used in listening tests to measure roughness; the main outcomes of the listening tests and overviews of the developed roughness models given in the literature. Chapter 3 describes the roughness model. Firstly with its peripheral stage composed of individual parts of the hearing system (outer-/middle ear, cochlea, inner hair cells) adapted from the literature, and secondly the central stage developed within the framework of this thesis. Chapter 4 verifies a model of cochlear mechanics which is employed in the peripheral stage of the roughness model. Listening tests conducted within in the framework of this thesis are described in Chapter 5. Chapter 6 compares the model predictions of roughness with results of listening tests reproduced from the literature or conducted by the author (Chapter 5). Finally, the conclusion of the work is given in Chapter 7 together with an overview of the results and suggestions for the future research.
Chapter 2

Roughness: perception and models – state of the art

2.1 Perception of roughness

Herman von Helmholtz (VON HELMHOLTZ, 1877) conducted experiments with two simultaneously played tones presented to the same ear. He observed that when the tones slightly differ in frequency, the ear cannot distinguish them and the bats – fluctuations in loudness – are perceived. When the frequency difference between the tones is increased, the number of beats per second also increases. If it is higher than approximately 20 per second, the tones evoke a rattling, harsh and buzzy sound sensation which von Helmholtz described by the term “roughness”. The amount of roughness increases with increasing frequency difference between the tones up to a certain point. If the frequency difference is further increased, the amount of roughness starts to decrease. It finally disappears for fluctuation rates higher than about 300 Hz. The similar bandpass characteristic of the perceived roughness was observed with sinusoidally amplitude-modulated (SAM) tones or noises and with sinusoidally frequency-modulated (SFM) tones (FASTL & ZWICKER, 2007). Researchers proposed that the cause of the roughness perception maybe in the limited frequency resolution of the ear: the spectral components close in frequency are not resolved by the ear which causes fluctuations in the neural signal and, in turn, the sensation of roughness (VON HELMHOLTZ, 1877; MATHES & MILLER, 1947; TERAHRDT, 1974; VASSILAKIS, 2001).

Researchers have conducted a number of perceptual experiments to measure the per-
ceived amount of roughness and its dependence on physical parameters of synthetic stimuli, for example, modulation depth or modulation frequency in case of amplitude-modulated tones, bandwidth in case of bandpass noises, frequency difference of two tone stimuli causing highest roughness, etc. (Mathes & Miller, 1947; Plomp & Steeneken, 1968; Terhardt, 1974; Kemp, 1982; Aures, 1985; Fastl & Zwicker, 2007; Pressnitzer & McAdams, 1999; Miśkiewicz et al., 2006). Below is given a description of psychophysical methods and main outcomes of the perceptual studies.

2.1.1 Methods of roughness estimation

The methods used in the most of the perceptual studies estimating roughness can be divided into five groups.

Magnitude estimation tasks: The listeners are presented with a stimulus and asked to assign a number according to the amount of perceived roughness. Miśkiewicz et al. (2006) used this method to estimate the roughness of pure tone dyads – two simultaneously played pure tones. They presented listeners with the stimuli under test, no reference was used. Kemp (1982) employed a reference in his experiments. He presented listeners with a pair of stimuli – reference and test. The listeners were given a number describing the roughness of the reference, for example 10, and were asked to assign a number corresponding to the roughness of the test stimulus, for example, to assign 20 if the roughness of the test seemed to be twice the roughness of the reference.

Pair wise comparison tasks: Listeners are presented with a pair of stimuli and asked which is more rough. Pressnitzer & McAdams (1999) and Pressnitzer et al. (2000) used this method and then applied the Bradley-Terry-Luce (BTL) method (David, 1988) to transform the obtained responses into the interval scaled values. Terhardt (1974) employed different variants of the pair wise comparison tasks to measure roughness. For example, the scaling by estimation of sensation ratios.

Rating scale tasks: Listeners rate the roughness of presented stimuli on a given scale where one end of the scale corresponds to the lowest and the opposite end to the highest perceived roughness. The scales may be continuous or discrete. This method was, for example, used by Kreiman et al. (1994); Shrivastav et al. (2005) and Patel
et al. (2012) and in the experiments conducted within the framework of this thesis (see Chapter 5). The data obtained by means of this method are on an ordinal or an interval scale (GUSKI, 1997).

**Rank ordering tasks:** Listeners are presented with a set of stimuli and asked to order them according to their roughness. This method was, for example, used by Mathes & Miller (1947).

**Adjustment tasks:** Listeners are asked to adjust the parameters of the pointer which affect its roughness. For example, the task is to adjust the roughness of the pointer to be equal to the roughness of the examined stimulus. Amplitude-modulated (AM) tones are often used as pointers. Listeners may adjust the roughness of AM tones by adjusting its modulation depth (Fastl & Zwicker, 2007). This method or its slight alterations were, for example, employed by Aures (1984, 1985) and Patel et al. (2012).

### 2.1.2 Main outcomes of psychophysical studies

**Unit of roughness:** Roughness as a ratio scaled entity was given a unit called *asper*. Roughness of 1 asper is defined as the roughness of 100% amplitude-modulated (AM) tone with a frequency of 1 kHz, a sound pressure level (SPL) of 60 dB and a modulation frequency of 70 Hz (Fastl & Zwicker, 2007; Daniel & Weber, 1997).

**Threshold and just noticeable difference:** The threshold value of roughness is 0.07 asper for an AM tone with a level of 60 dB SPL and a modulation frequency of 70 Hz (Fastl & Zwicker, 2007; Daniel & Weber, 1997). Just noticeable difference (JND) of roughness is 17%. The relative variation of the modulation index, $m$, of AM tones, $\Delta m/m$, causing JND of the roughness is 10% (Fastl & Zwicker, 2007; Daniel & Weber, 1997).

**The dependencies of roughness on parameters of acoustic stimuli:** Below is given a brief overview of the measured dependencies of roughness on the parameters
of synthetic acoustic stimuli. The dependencies are shown in the figures in Chapter 6 which compares the behaviorally measured roughness with predictions of the roughness model described in Chapter 3.

- **Dependence on the modulation frequency**: The roughness of AM broadband noise measured as a function of the modulation frequency exhibits a bandpass characteristic with a maximum at the modulation frequency of 70 Hz. The similar characteristics were observed for sinusoidally amplitude-modulated (SAM) or sinusoidally frequency-modulated (SFM) tones with a frequency higher than 1 kHz. The maximum of roughness shifts toward low frequencies when the tone frequency is lower than 1 kHz (Fastl & Zwicker, 2007). The dependence of roughness of SAM tones and SFM tones on the modulation frequency is shown in Fig. 6.1 and 6.8, respectively.

- **Dependence on the modulation index**: It was observed that the dependence of roughness of SAM tones on the modulation index (depth), $m$, is given by a power law $R \sim m^p$. The value of exponent $p$ varies among different perceptual studies: Terhardt (1968) obtained the value of 2 for a 1-kHz AM tone with modulation frequencies 40, 70 and 120 Hz and various levels; Fastl & Zwicker (2007) reported the value of 1.6; Guirao & Garavilla (1976) obtained the values ranging from 1.1 to 2.2; and Vogel (1975) estimated the value of 1.5. For the values of $m$ higher than 1, the roughness do not follow the power law relation. It reaches maximum at $m \approx 1.2$ and then when $m$ is further increased above this value, the roughness slowly decreases (Mathes & Miller, 1947; Terhardt, 1974). The dependence of roughness of SAM tone on the modulation index, $m$, given by the aforementioned power law relation for the three values of the estimated exponent, $p$, (1.6, 2, and 1.5) is shown in Fig. 6.2.

- **Dependence on the phase and the shape of the temporal envelope**: Roughness depends also on the relative phase between the individual spectral components of acoustic stimuli (Mathes & Miller, 1947; Pressnitzer & McAdams, 1999) and on the shape of the time envelope of acoustic stimuli (Pressnitzer & McAdams, 1999). The stimuli with abrupt rise and slow decay of the envelope were perceived with more roughness. These dependencies measured by Pressnitzer & McAdams (1999) are shown in Fig. 6.6 and 6.7, respectively.

- **Dependence on the level**: Loudness affects the roughness but the effect is
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not strong. Terhardt (1968) measured approximately three fold increase of roughness when the level of AM tone was increased from 40 to 80 dB SPL. The experimental data measured by Terhardt (1974) showed even smaller increase of the roughness for the same level increment from 40 to 80 dB SPL. The data were obtained with SAM tones at a frequency of 1 and 4 kHz and showed that the roughness depends also on the measurement method. The data measured by Terhardt (1968) and Terhardt (1974) are shown in Fig. 6.3.

- **Summation of roughness:** Terhardt (1974) conducted experiments in order to investigate if the roughness sums up for the stimuli exciting different parts of the basilar membrane (BM). In other words, if the frequency difference between the stimuli is more than the critical bandwidth. The roughness of two SAM tones of frequencies which differed by more than the critical bandwidth was observed to be largest when the tones were modulated in phase and it never decreased under the roughness of any of the tones presented alone. It is assumed that the roughness caused by the BM fluctuations in individual critical bands, so called specific roughness, can be added across the critical bands to the resulting roughness of broadband stimuli (Terhardt, 1974; Daniel & Weber, 1997).

2.1.3 Roughness and dissonance

Simultaneously played tones may sound pleasant or unpleasant. An example of such tones is a musical interval of the octave or the fifth. These intervals are called consonant. Unpleasant intervals, such as the second or the augmented fourth (tritone) are called dissonant. It is referred to as sensory consonance and sensory dissonance: sensory consonance contributes to musical consonance which also includes other factors, for example, context and musical style (Oxenham, 2010). A historical review of the theories of sensory or tonal consonance was given by Plomp & Levelt (1965).

Dissonance was related to roughness by a theory given by von Helmholtz (1877). He observed that many partials of dissonant intervals are close in frequency and thus produce beats. Since the consonant intervals contain a lot of overlapping partials which do not produce beats, he suggested that the beats are the cause of dissonance. The suggestions of von Helmholtz (1877) were later supported and further improved by other researchers. For example, Plomp & Levelt (1965) asked listeners to rate consonance of intervals composed of two pure tones. Similar experiments with intervals composed of two pure tones were conducted by Kameoka & Kuriyagawa (1969).
See Section 2.2.1 below giving more details about the observed data.

The aforementioned studies and, for example, also VASSILAKIS (2005) showed a relationship between roughness and dissonance. However, despite this evidence, also the theories questioning this relationship exist (PLOMP & LEVELT, 1965; OXENHAM, 2010). McDERMOTT et al. (2010) conducted a thorough study with a large number of listeners (>200) in order to investigate the relationship between dissonance and roughness. They asked listeners to rate the pleasantness of nonmusical stimuli which independently varied in the beating and harmonic content. They subtracted the pleasantness ratings for diotically and dichotically presented stimuli to get the beating ratings. When the two pure tones are presented dichotically – separately, one tone to the left and the other one to the right ear – the perceived beats are attenuated. Similarly, they got the harmonicity ratings by subtracting the pleasantness ratings for harmonic and inharmonic stimuli with widely separated spectral components – without beats. Then, they estimated pleasantness for musical sounds including two-tone intervals (dyads) and three-tone chords (triads). The obtained pleasantness ratings correlated with the harmonicity ratings but not with the beating ratings. The results indicate that harmonicity underlies consonance.

BIDELMAN & HEINZ (2011) published another study questioning the relationship between dissonance and roughness (see also EBELING (2008)). They used an auditory model to analyze dyads and triads. They got a simulated neural signal and calculated the measure of beating (roughness) and pitch salience. The dissonance ratings correlated with the measure of pitch salience of the stimuli, not with the roughness.

2.1.4 Roughness and annoyance

Acoustic stimuli with roughness are often unpleasant (VON HELMHOLTZ, 1877; TERHARDT, 1974; DANIEL & WEBER, 1997). Roughness together with loudness, sharpness and fluctuation strength contributes to psychoacoustic annoyance (PA). PA can quantitatively describe annoyance ratings obtained by psychoacoustic experiments (FASTL & ZWICKER, 2007).
2.2 Roughness models

Various roughness models have been developed in the last decades to simulate the psychophysically measured roughness. A brief review was given by Vassilakis (2001) and Leman (2000). Leman (2000) divided the roughness models to \textit{curve-mapping} models and models which take into account the function of the peripheral ear. Some of the roughness models are briefly reviewed below.

2.2.1 Curve-mapping models

The so called \textit{curve-mapping} models estimate roughness from amplitude spectrum of the sound. The models detect frequency components in the spectrum of the sound and map it into a psychoacoustical curve of roughness (Leman, 2000; Vassilakis, 2001).

This approach goes back to von Helmholtz (1877) who observed that dyads of tones evoke the highest roughness when their frequency difference is constant, approximately 33 Hz. This observation was later adjusted by other researchers, for example, Plomp & Levelt (1965) who asked listeners to judge dissonance and by Miśkiewicz et al. (2006). Plomp & Levelt (1965) constructed dissonance curves showing the dependence of dissonance on the frequency difference between the tones in dyads. They observed the maximal dissonance for the frequency difference between the tones near one-quarter of the critical bandwidth. Different variants of these models were, for example, described by Kameoka & Kuriyagawa (1969) and Vassilakis (2001). Vassilakis (2001) argued that the models published in the aforementioned studies often predict roughness which disagree with results of listening tests. He improved one of the curve-mapping models and compared its performance with his experimental data on roughness of dyads composed of harmonic complexes (Vassilakis, 2001, 2005).

Potential applicability of the curve-mapping models is limited since they cannot handle stimuli with continuous spectrum, for example, noises (Vassilakis, 2001; Leman, 2000). Leman (2000) argued that the curve-mapping models cannot cover changes in amplitudes of the individual spectral components of the analyzed stimuli and the effect of the phase between spectral components which was observed by Mathes & Miller (1947) and Pressnitzer & McAdams (1999).
2.2.2 Models based on auditory processing

The second group of roughness models takes into account the function of the peripheral ear. Models described by Aures (1985); Daniel & Weber (1997); Leman (2000); Sethares (2005); Fastl & Zwicker (2007); Wang et al. (2013) represent this group.

Fastl & Zwicker (2007) estimated the amount of amplitude modulation in the auditory system by means of the temporal masking patterns. The temporal masking patterns are masking thresholds caused by temporally fluctuating maskers, for example, amplitude-modulated tones or noises. The thresholds are measured with test stimuli shorter than the period of the masker fluctuations. The masking period patterns are plotted as a function of the time position of the test stimuli within the masker. The difference between the maxima and minima of the temporal masking patterns reflects the temporal resolution of the auditory system. Fastl & Zwicker (2007) used the difference, $\Delta L$, denoted temporal masking depth together with the modulation frequency, $f_{\text{mod}}$, to approximate roughness by this equation

$$R \sim f_{\text{mod}} \Delta L.$$ \hspace{1cm} (2.1)

This equation was later elaborated to get more precise calculations for the frequency region across the entire basilar membrane (BM). For details see Fastl & Zwicker (2007).

Daniel & Weber (1997) improved a roughness model designed by Aures (1985). The model estimates roughness from the signal filtered by the Bark scale critical band filterbank. The signal in each critical band is then filtered by bandpass filters in order to account for the experimentally measured bandpass characteristics of roughness when it is shown as a function of the modulation frequency. The roughness is predicted from the modulation depth of the filtered signal and crosscorrelation coefficients between the filtered signals (Daniel & Weber, 1997). A very good agreement between the model predictions and subjective data was shown for SAM and SFM tones and also for unmodulated bandpass noises (Daniel & Weber, 1997). The Daniel and Weber roughness model was implemented into the sound analyses software PsySound3 (PsySound3, 2008). Wang et al. (2013) further slightly adjusted the Daniel and Weber roughness model and used it to predict the roughness of interior vehicle noise.

Leman (2000) introduced the synchronization index (SI) model. The SI model employs a model of the peripheral ear. It transforms the input acoustic stimulus into the
simulated neural signal in auditory nerve (AN) fibers. The simulated neural signal is then filtered by bandpass filters to account for the bandpass dependence of the roughness on the modulation frequency. A degree of phase locking of the filtered simulated neural signal to a particular frequency is then calculated in the spectral domain as a ratio between the short-term spectra and the direct current (DC) component of the whole signal. Leman (2000) developed two versions of the SI roughness model: one calculating the ratio between the degree of phase locking and the DC component of the whole signal for each model channel separately; and the other calculating the ratio for the sum of the degrees of phase locking over all model channels. Leman (2000) used the SI roughness model to predict the dependence of roughness of SAM tones on the modulation frequency and roughness of intervals composed of two harmonic complex tones. The SI roughness model was implemented into the IPEM toolbox (IPEM, 2003). Wang (2009) used the SI roughness model to predict the roughness of vehicle noise.

Kohlrausch et al. (2005) used both, the Daniel and Weber and SI roughness models to predict the roughness (reproduced from Pressnitzer & McAdams (1999)) of stimuli with asymmetrical temporal envelopes. They altered the peripheral stages (auditory models) of the roughness algorithms by adding the inner hair cell (IHC) and auditory nerve (AN) synapse models simulating the adaptation of the neural signal in AN fibers. The IHC models emphasize onset of the stimuli. This adjustment made the Daniel and Weber roughness model sensitive to the shape of the waveform envelope. However, Kohlrausch et al. (2005) argued that the reached results were not satisfying.

2.3 Summary

Researchers have conducted a number of listening tests to measure the roughness sensation. They used various psychoacoustic measurement methods; gave the roughness a unit called asper; measured just noticeable difference of the roughness; and showed the dependency of roughness on parameters of acoustic stimuli, for example, on the modulation frequency of sinusoidally amplitude-modulated (SAM) tones (Fastl & Zwicker, 2007).

Results of the listening tests were used to design roughness models. Some of the roughness models calculates spectral components of the analyzed stimuli and then predict roughness from the frequency difference between the spectral components. These models are called curve mapping models (Leman, 2000; Vassilakis, 2001).
Some of the other roughness models take into account the function of the peripheral ear (LEMAN, 2000). Despite the vast number of the designed roughness models, none of them have been nationally or internationally standardized yet (WANG et al., 2013).
Chapter 3

Roughness Model

This Chapter describes a roughness model designed by the author within the framework of this thesis. The model have been developed during the last two years and its previous versions have been published in Vencovský (2014a,b). The version described in this thesis will be sent for publication Vencovský (2015b). The roughness model is composed of two successive stages: a peripheral stage and a central stage (see Fig. 3.1). The peripheral stage simulates the individual parts of the peripheral ear (outer-, middle-, and inner-ear). Algorithms simulating the individual parts of the peripheral ear were adapted from different studies and composed into one model. The central stage processes the signal at the output of the peripheral stage. The stage was designed by the author.

![Figure 3.1: Roughness model diagram.](image)

3.1 Peripheral stage

The peripheral stage is an auditory model simulating the function of the outer- and middle-ear, cochlea, inner hair cells (IHCs) and auditory nerve (AN) synapse. Fig. 3.2 shows a diagram of the peripheral stage. The input signal to the peripheral stage is the
acoustic pressure at the entrance of the outer-ear; the output signal is the probability of neural discharge in the auditory nerve (AN) fibers.

3.1.1 Outer- and middle-ear model

Various one dimensional models have been developed to simulate the measured transfer characteristics of the auditory canal (outer-ear) (e.g. HAMMERSHOI & MOLLER (1996); HUDDE & ENGEL (1998a,b,c); RUND (2004)), and the middle-ear (e.g. KRINGLEBOTN (1988); GOODE et al. (1994); HUDDE & ENGEL (1998a,b,c); O’CONNOR & PURIA (2008)). One of the models simulating the transfer function of the outer- and middle-ear was developed in the Essex Hearing Research Laboratory at the University of Essex. The model was implemented into the system called Matlab Auditory Periphery (MAP) which is free to download from their website (MAP, 2014). Since this model is easy to implement and was used in the models of the peripheral ear employed in various studies (e.g. MEDDIS (2006)), it was incorporated into the peripheral stage of the roughness model.

The outer-ear model simulates the resonances observed in the transfer function of the outer-ear (e.g. PICKLES (2008)) by two parallel 1-st order Butterworth bandpass filters. The gain, low and high cutoff frequency of one of the filters are 10 dB, 1 kHz and 4 kHz, respectively. The respective parameters of the second filter are 25 dB, 2.5 kHz and 7 kHz. The model filters the input acoustic wave by the bandpass filters. The filtered signal
at the output of the parallel bandpass filters is then added to the input acoustic wave. Such created signal is the output signal of the outer-ear model. The signal represents the acoustic pressure at the tympanic membrane. It is mentioned in the documentation of the MAP system (version MAP1.14) that the outer-ear model should receive more attention and its parameters maybe updated in the later versions.

The middle-ear model implemented in the MAP system was developed to simulate the human middle-ear transfer function measured on living species (Huber et al., 2001). The model allows to simulate the acoustic reflex which attenuates the middle-ear transfer function for frequencies below 1 kHz and levels above 80 dB SPL (Pickles, 2008). Since the level of stimuli used in this thesis was not higher than 80 dB SPL, the middle-ear reflex was not incorporated into the middle-ear model employed in the peripheral stage of the roughness model.

The middle-ear model is composed of two successive filters: a 1st-order Butterworth low pass filter with a cutoff frequency of 50 Hz which simulates the transformation of the acoustic pressure to the displacement of the tympanic membrane, and a 1st-order Butterworth high pass filter with a cutoff frequency of 1 kHz which attenuates the displacement of the tympanic membrane at low frequencies. The filtered signal is then multiplied by a scalar of $45 \times 10^{-9}$ transforming it into the stapes displacement in meters.

Fig. 3.3 shows the amplitude transfer function of the outer- and middle-ear model. The
transfer function was measured by tone bursts with a level of 0 dB SPL. It represents the peak value of the model output signal (stapes peak displacement).

### 3.1.2 Model of cochlear mechanics

The second part of the peripheral stage is a model simulating the basilar membrane (BM) response and cochlear hydrodynamics. Since this part of the peripheral stage models the limited frequency resolution of the peripheral ear, it is very important for roughness prediction. This Section thus first shortly reviews cochlear models and then describes a model designed by Mammano & Nobili (1993); Nobili & Mammano (1996); Nobili et al. (2003). This model was chosen for the peripheral stage of the roughness model. As shows Chapter 4, the cochlear model can account for various physiological and psychophysical phenomena which limits many of the cochlear models.

The author of this thesis adjusted parameters affecting frequency selectivity of the cochlear model. This was done in order to predict psychophysical masking data measured with harmonic complex maskers (see Section 4.2.4 in Chapter 4). The model with adjusted parameters is in this thesis called “the Nobili et al. cochlear model”. Chapter 4 verifies the ability of the Nobili et al. cochlear to simulate physiological and psychophysical data: isointensity and impulse responses, input/output (I/O) functions, and masking thresholds for pure tone and harmonic complex tone maskers.

Researches have developed various types of cochlear models (for a review see Sieroka et al. (2006)). The models can be divided into two different groups (Epp et al., 2010): models simulating the function of the cochlea – in this thesis called (according to Epp et al. (2010)) “functional” models – which are generally composed of filters; and models simulating the function and also the physiology of the cochlea – in this thesis called (according to Epp et al. (2010)) “physical” models.

**Functional models:** The models made of filters – usually composed to filterbanks simulating certain section of the BM along its length – are widely used in different applications (e.g. Huber & Kollmeier (2006); Harlander et al. (2014)). The models are easy to implement and computationally inexpensive (for a review see Lyon et al. (2010)). The functional models which lack a connection between the individual frequency channels cannot be used to investigate otoacoustic emissions. This limits the applicability of most of the functional models (Epp et al., 2010).
3.1 Peripheral stage

- **Roex filter**: Results of listening tests led **Patterson & Nimmo-Smith** (1980) to suggest that the shape of the auditory filter can be approximated by a pair of exponential functions rounded at their top and bottom. This function is called rounded-exponential or “roex” function. Combination of roex filters of different parameters led to better approximation of the psychophysically measured shape of the magnitude characteristics of the human auditory filters (**Patterson et al.**, 1982; **Unoki et al.**, 2006). Since no time-domain implementation of the roex filter exists, they are not used in practical applications (**Lyon et al.**, 2010).

- **Gammatone filter**: Gammatone filters were designed to model the impulse response measured in the mammalian cochlea (**de Boer,** 1975; **Aertsen & Johannesma,** 1980; **Patterson et al.**, 1992). The envelope of such impulse responses can be approximated by the gamma distribution function. The transfer function of the gammatone filter is level-independent which disagree with the observations conducted in the mammalian cochlea. The observations show the highly nonlinear BM responses and the level-dependent shape of the cochlear filters (**Robles & Ruggero,** 2001). Some researchers have used gammatone filters to construct more complex nonlinear filters, for example, the dual resonance nonlinear (DRNL) filter (**Meddis et al.**, 2001) and the triple-path nonlinear (TRNL) filter (**Lopez-Najera et al.**, 2007). They have done it in order to simulate physiological observations. The DRNL filters were used as the peripheral stage of an auditory model which was proved to successfully simulate a variety of psychophysically observed phenomena (**Jepsen et al.**, 2008). **Zhang et al.** (2001) constructed a model simulating physiological observations; the model is composed of the gammatone filters with a time-varying gain and bandwidth (see also **Zilany & Bruce** (2006); **Zilany et al.** (2009)).

- **Gammachirp filter**: **Irino & Patterson** (1997) designed a gammachirp filter in order to address discrepancies between the physiology of the cochlea and gammatone filters. **Irino & Patterson** (2001) then adjusted the gammachirp filter to better represent physiological measurements. The filter was called the compressive gammachirp filter and beside physiological data, it accounts for level-dependent masking data (**Patterson et al.**, 2003) and the phase effects of harmonic complex tone maskers (**Nishimura,** 2005).

- **Other filterbank models**: Beside the roex, gammatone, and gammachirp filters, other types of filters have been designed: **Jenison et al.** (1991) developed a filter which takes into account level-dependent characteristics of cochlear filters and used
it to process speech stimuli, Pfeiffer (1970) designed the bandpass nonlinear (BPNL) filter, and Goldstein (1995) designed the multiple bandpass nonlinear (MBPNL) filter.

**Physical models:** The physical models simulate the function of the cochlea in more detail and can model a generation of otoacoustic emissions (Epp et al., 2010). The BM can be modeled as a transmission line. Two main approximations exist: a longwave approximation (Peterson & Bogert, 1950; Zwislocki, 1950) assuming that the wavelength of the traveling wave on the BM is long in comparison to the height of the cochlear duct; and a shortwave approximation (Ranke, 1950) assuming that the wavelength is shorter than the height of the cochlear duct. Time-domain longwave transmission line models designed using the method of electroacoustical analogy were described, for example, by Schroeder (1978); Strube (1985); Giguère & Woodland (1994); Epp et al. (2010); Verhulst et al. (2012). Two and three dimensional models have been developed in order to model the cochlear mechanics more precisely. Siebert (1974) used a shortwave approximation and developed a two dimensional model. Allen (1977) used the Green’s-function method to simulate the fluid coupling between different parts of the vibrating BM. He derived an integrodifferential equation and solved it numerically. Mammano & Nobili (1993); Nobili & Mammano (1996) and Nobili et al. (2003) used also the Green’s function method and realized a cochlear model with realistic dimensions of the cochlea. Shera et al. (2004) showed that the model of Nobili et al. represents a different mathematical description of the same phenomenon as the transmission line models – both approaches are thus equivalent. Three dimensional models are very complex and it is usually necessary to do simplifications in order to obtain an analytical equation (Holmes, 1980; Steele & Taber, 1981; de Boer, 1995; Elliott et al., 2011).

**Nobili et al. cochlear model used in the peripheral stage**

The peripheral stage of the roughness model employs a model of the BM response and cochlear hydrodynamics designed by Mammano and Nobili (Mammano & Nobili, 1993; Nobili & Mammano, 1996; Nobili et al., 2003). The model was designed with the realistic dimensions and parameters of the guinea-pig cochlea (Mammano & Nobili, 1993; Nobili & Mammano, 1996) and then later modified to human
parameters (Nobili et al., 2003).

The BM is modeled as an array of $N = 300$ oscillators with a displacement, $\xi_i$, of the $i$-th oscillator given by

$$m_i \ddot{\xi}_i(t) + h_i \dot{\xi}_i(t) + s_i [2\dot{\xi}_i(t) - \dot{\xi}_{i-1}(t) - \dot{\xi}_{i+1}(t)] + k_i \xi_i(t) = f_{Hi}(t) + f_{OHC}(\eta_i(t)), \quad (3.1)$$

where $m_i$, $h_i$, $s_i$ and $k_i$ are the mass, positional viscosity, sharing viscosity and stiffness of the BM, respectively. The oscillators are driven by the force $f_{Hi}(t)$ given by

$$f_{Hi}(t) = -G_{Si}a_{Si}(t) - \sum_{j=1}^{N} G_{ij}^l \ddot{\xi}_j(t), \quad (3.2)$$

where $a_{Si}(t)$ is the acceleration of the stapes and $\ddot{\xi}_i(t)$ is the acceleration of the individual oscillators. $G_{Si}$ and $G_{ij}^l$ are coefficients transforming the accelerations into the corresponding forces. The second force term, $f_{OHC}(\eta_i(t))$, is the nonlinear sigmoidal function transforming the OHC stereocilia displacement, $\eta_i(t)$, into the OHC force. The stereocilia displacement is given by

$$\bar{m}_i \ddot{\eta}_i(t) + \bar{h}_i \dot{\eta}_i(t) + \bar{k}_i \eta_i(t) = -g_i \ddot{\xi}_i(t), \quad (3.3)$$

where $\bar{m}_i$, $\bar{h}_i$ and $\bar{k}_i$ are the mass, viscosity, and stiffness, respectively, of a subsystem composed of the tectorical membrane (TM) and the reticular lamina (RL); $\eta_i(t)$ is the displacement of OHC stereocilia; and $g_i$ is the gain factor coupling the BM and RL motion.

The author of this thesis multiplied the positional viscosity, $h_i$, by a constant of 0.31 in order to increase the frequency selectivity of the cochlear model. The frequency selectivity was increased in order to fit the psychophysical masking data obtained using harmonic complex tones as maskers (see Chapter 4, Section 4.2.4). Table 4.1 in Chapter 4 shows the equivalent rectangular bandwidths (ERBs) of the cochlear filters estimated in four discrete points along the length of the BM. Chapter 4 also shows the isointensity responses of the simulated cochlear filters (Fig. 4.3), input/output (I/O) functions (Fig. 4.6), impulse responses (Fig. 4.7), and compares the masking thresholds predicted by the model with results of listening tests (Fig. 4.8, Fig. 4.9 and Fig. 4.10, Fig. 4.11 and Fig. 4.12).

The model is composed of 300 oscillators with characteristic frequencies (CFs) ranging
between 20 Hz and 17 kHz. Only the signals in 158 channels of the 300 channels are fed into the subsequent IHC model. The author of this thesis picked the channels such that the frequency resolution of the model is 4 channels per the critical band with equivalent rectangular bandwidth (ERB) given by

$$B_{ERB} = 24.7(4.37f_{CF} + 1),$$ (3.4)

where $f_{CF}$ is the auditory filter CF in kHz (MOORE & GLASBERG, 1996).

The equations were implemented in the time domain by the implicit Euler method with 400 kHz sampling frequency. The implementation was done in MATLAB (The MathWorks, Inc., Natick, MA) environment.

### 3.1.3 Model of inner hair cell and auditory nerve synapse

Organ of Corti located on the BM contains inner hair cells (IHCs) serving as receptors. Their name comes from the small hairs called stereocilia placed on their top. The vibrations of the BM are transferred into the vibrations of the stereocilia. This opens ion channels inside the stereocilia. Ions entering the IHC cause depolarization of the membrane potential. This leads to the opening of ion channels in the IHC membrane which finally results in the increased neural activity in the adjacent auditory nerve (AN) fibers (PICKLES, 2008). Below is given a brief overview of the approaches used to model the IHC and AN synapse.

**Models of inner hair cells:** The stereocilia deflection and depolarization of the IHC membrane potential can be modeled by signal-processing models and biophysical models (for a review see MEDDIS & LOPEZ-POVEDA (2010)). The signal-processing models often consist of a half-wave rectifier followed by a lowpass filter (e.g. ROBERT & ERIKSSON (1999); DAU et al. (1996); ZHANG et al. (2001)). The models are easy to implement and require low number of parameters. However, they cannot account for all of the physiological phenomena observed in the IHC (MEDDIS & LOPEZ-POVEDA, 2010). The biophysical models are composed of the algorithms simulating the individual processes in the IHC: bending of the stereocilia, opening of the ion channels, influx of the ions into the cell body, depolarization of the membrane potential, etc. (SHAMMA et al., 1986; ZEDDIES & SIEGEL, 2004; LOPEZ-POVEDA & EUSTAQUIO-MARTÍN, 2006).
Models of AN synapse: Depolarization of the IHC membrane potential may, through the subsequent processes in the IHC, lead to the spike firing into the AN fiber (Pickles, 2008). The neural activity of the AN fiber shows an adaptive characteristic: it is maximal after the signal onset and then slowly reduced. Püschel (1988) designed a signal-processing model composed of a cascade of feedback loops. This model was implemented into the auditory models (e.g. Dau et al. (1996); Jepsen et al. (2008)) and used in the practical applications (e.g. Harlander et al. (2014); Huber & Kollmeier (2006)). The biophysical models simulate these processes in two steps: calcium control of transmitter release (Sumner et al., 2002; Meddis, 2006) and transmitter release (Meddis, 1986; Westerman & Smith, 1988; Meddis, 2006).

IHC and AN synapse model used in the peripheral stage

The peripheral stage of the roughness model employs a biophysical IHC model consisting of a set of successive algorithms described by Shamma et al. (1986); Sumner et al. (2002); Meddis (1986, 2006). These algorithms were implemented into the Matlab Auditory Periphery (MAP, 2014). The author of this thesis adapted the parameters of the implemented algorithms. The adapted parameters are given in Table A.1, A.2 and A.3 in the Appendix. The author also experimented with signal processing models of the IHC and AN synapse but the designed central stage worked best with the chosen algorithms described below.

The first of the algorithms transforms the BM displacement, \( w(t) \), (output of the cochlear model) into the displacement of the IHC stereocilia, \( u(t) \), (Shamma et al., 1986). It is given by

\[
\tau_c \frac{du(t)}{dt} + u(t) = \tau_c C_{\text{cilia}} \frac{dw(t)}{dt},
\]

where \( \tau_c \) is the time constant and \( C_{\text{cilia}} \) is the gain factor. The algorithm is a highpass filter: stereocilia displacement thus at frequencies below a cutoff frequency of the highpass filter move in phase with the BM velocity and at frequencies higher than a cutoff frequency of the high pass filter move in phase with the BM displacement (Shamma et al., 1986; Sumner et al., 2002).

The bending of stereocilia opens the ion channels inside their body. This process is unilateral – bending of stereocilia toward the opposite direction closes the ion channels.
The opening of the ion channels affects its apical conductance, \( G(u) \), which is modeled by a Boltzmann function given by Sumner et al. (2002)

\[
G(u) = G_{\text{cilia}}^{\text{max}} \left[ 1 + \exp \left( -\frac{u(t) - u_0}{s_0} \right) \right]^{-1} + G_a,
\]

where \( G_{\text{cilia}}^{\text{max}} \) is the maximal conductance with all the channels open; \( s_0, u_0, s_1 \) and \( u_1 \) are constants determining the shape of the nonlinear Boltzmann function; and \( G_a \) is the passive conductance. The passive conductance is given by

\[
G_a = G_{\text{cilia}}^{\text{max}} \left[ 1 + \exp \left( \frac{u_0}{s_0} \right) \right]^{-1} + G_0,
\]

where \( G_0 \) is the resting conductance.

Ions entering the IHC depolarize the membrane potential which is modeled by an analog circuit given by Shamma et al. (1986); Sumner et al. (2002)

\[
C_m \frac{dV(t)}{dt} + G(u)(V(t) - E_t) + G_k(V(t) - E'_k) = 0,
\]

where \( C_m \) is the cell capacitance, \( V(t) \) is the membrane potential, \( G_k \) is the voltage-invariant basolateral membrane conductance, \( E_t \) is the endocochlear potential, and \( E'_k \) is the reversal potential of the basal current corrected for the resistance of the supporting cells. The endocochlear potential is given by \( E'_k = E_k + E_t R_p/(R_t + R_p) \), where \( E_k, E_t, R_p \) and \( R_t \) are the parameters (see Table A.1 in the Appendix).

The following set of algorithms adapted from Sumner et al. (2002); Meddis (2006) models the calcium control of the transmitter release. The calcium ions controlling the transmitter release enter the cell through the ion channels which are opened when the cell is depolarized. The calcium current, \( I_{Ca} \), is given by

\[
I_{Ca}(t) = G_{Ca}^{\text{max}} m_{I_{Ca}}^3(t)(V(t) - E_{Ca}),
\]

where \( G_{Ca}^{\text{max}} \) is the maximal calcium conductance with all the ion channels open and \( m_{I_{Ca}} \) is the fraction of open calcium channels. Steady state value of the fraction of open ion channels \( m_{I_{Ca},\infty} \) is simulated by a Boltzmann function given by

\[
m_{I_{Ca},\infty} = [1 + \beta_{Ca}^{-1} \exp(-\gamma_{Ca} V(t))]^{-1},
\]
3.1 Peripheral stage

where $\beta_{\text{Ca}}$ and $\gamma_{\text{Ca}}$ are constants. Fraction of open ion channels $m_{I_{\text{Ca}}}$ is given by

$$
\tau_{I_{\text{Ca}}} \frac{d m_{I_{\text{Ca}}}}{dt} + m_{I_{\text{Ca}}}(t) = m_{I_{\text{Ca}},\infty},
$$

(3.11)

where $\tau_{I_{\text{Ca}}}$ is a time constant. The concentration of calcium ions in the cell $[\text{Ca}^{2+}]$ is calculated from the calcium current, $I_{\text{Ca}}$, by

$$
\tau_{[\text{Ca}]} \frac{d[\text{Ca}^{2+}]}{dt} + [\text{Ca}^{2+}](t) = I_{\text{Ca}}(t),
$$

(3.12)

where $\tau_{[\text{Ca}]}$ is a time constant. The probability the release of neurotransmitter into the synaptic cleft, $k(t)$, is controlled by the calcium concentration, $[\text{Ca}^{2+}]$, as is given by

$$
k(t) = z[\text{Ca}^{2+}]^3(t),
$$

(3.13)

where $z$ is the scalar constant converting calcium concentration $[\text{Ca}^{2+}]$ into the release rate. The relation was adapted from MEDDIS (2006).

MEDDIS (1986) described the transmitter release and its circulation by means of the three equations:

$$
\frac{dq(t)}{dt} = y(1 - q(t)) + xw(t) - k(t)q(t),
$$

(3.14)

$$
\frac{dc(t)}{dt} = k(t)q(t) - lc(t) - rc(t),
$$

(3.15)

$$
\frac{dw(t)}{dt} = rc(t) - xw(t).
$$

(3.16)

The term $q$ is the immediate store of neurotransmitter which is released at rate $k(t)$ into cleft $c$. The release rate is mediated by calcium concentration $[\text{Ca}^{2+}]$. Some of the transmitter in the cleft is lost at rate $l$. The remaining transmitter is taken back into reprocessing store $w$ at rate $r$ and then into immediate store $q$ at rate $x$.

The output of the peripheral stage is the content of the cleft, $c$, which is proportional to the probability of the spike firing into the AN fiber. The algorithms given by SUMNER et al. (2002); MEDDIS (2006) use different sets of parameters to simulate the AN fibers of different spontaneous neural activity: high spontaneous rate (HSR), medium spontaneous rate (MSR), and low spontaneous rate (LSR). The author of this thesis adjusted the parameters of the IHC and AN model (see Tables A.1, A.2 and A.3 in the Appendix) in order to employ only one type of AN fibers which would cover as wide dynamic range as possible. Fig. 3.4 shows the input/output (I/O) functions of the peripheral stage measured using tone bursts with a frequency of 0.25, 1 and 4 kHz. The
Figure 3.4: Input/output (I/O) functions of the peripheral stage measured using tone bursts with a frequency of 0.25, 1 and 4 kHz. The functions were measured in the channels of the peripheral stage with CF equal to the tone burst frequency.

responses were measured in discrete channels of the peripheral stage with CF equal to the frequency of the tone bursts.

3.2 Central stage

The central stage processes the output signal of the peripheral stage and gives the prediction of roughness of the processed stimuli. Fig. 3.5 shows a diagram of the central stage; it consists of a set of algorithms which were designed by the author within the framework of this thesis. The algorithms were designed and its parameters set in order to fit the subjective data of roughness (reproduced from Fig. 11.2 in FASTL & ZWICKER (2007)) of 100% sinusoidally amplitude-modulated (SAM) tones. The aim was also to make the central stage sensitive to the shape of the temporal envelope of the signal at the output of the peripheral stage as was advised by PRESSNITZER & McADAMS (1999). This should allow to predict the effect of the phase of the individual spectral components on roughness and also the effect of the shape of the temporal waveform envelopes on roughness (PRESSNITZER & McADAMS, 1999).
3.2 Central stage

3.2.1 Envelope and lowpass filter

The first two blocks of the central stage (“envelope” and “lowpass filter”) process the signal in each output channel of the peripheral stage. The output of these two blocks is denoted the filtered envelope, $s(t, k)$, where $t$ is the time and $k$ is the channel number.

Fig. 3.6 (top panel, solid line) shows the signal in one channel of the peripheral stage obtained in response to a 100% SAM tone with a frequency of 1 kHz, a level of 60 dB SPL and a modulation frequency of 70 Hz. The block “envelope” detects peaks of each half wave of the signal fine structure and interpolates them by a cubic spline function. The top panel in Fig. 3.6 (dashed line) shows the calculated envelope.

The calculated envelope is then processed by a 1-st order Butterworth lowpass filter with a cutoff frequency of 70 Hz. The filter decreases the amplitude of temporal fluctuations...
with a frequency higher than about 70 Hz. In other words, it models the decrease of the roughness of stimuli with temporal fluctuations of a frequency higher than about 70 Hz (Fastl & Zwicker, 2007). The bottom panel of Fig. 3.6 shows the filtered envelope, $s(t, k)$. It was obtained by filtering the estimated envelope shown in the top panel of the same figure (dashed line).

### 3.2.2 Processing of filtered envelope

The filtered envelope, $s(t, k)$, is processed in successive time frames with duration $T_r = 30\,\text{ms}$. The envelope in each time frame is fed into three parallel branches (see Fig. 3.5): the first branch detects features describing the temporal fluctuations of the filtered envelope, $s(t, k)$, (for one time frame); the second branch calculates root mean square (RMS) values of $s(t, k)$ (for one time frame); and the third branch calculates crosscorrelation coefficients between the individual channels of $s(t, k)$ (for one time frame). The parameters calculated by the three branches are then used to predict roughness of analyzed acoustic stimuli (for one time frame). The overall roughness of the analyzed acoustic stimuli is calculated as the median of the predicted roughness for
3.2 Central stage

the individual successive time frames.

**1-st branch:** The first branch detects features describing the temporal fluctuations of the filtered envelope, \( s(t, k) \), (for one time frame). Temporal fluctuations of the envelope of neural signal in AN fibers are believed to be a cause of the roughness sensation (Mathes & Miller, 1947; Terhardt, 1974). Pressnitzer & McAdams (1999) extended these observation and showed that not only the depth of the modulation but also the shape of the modulated envelope should be taken into account in order to predict roughness. Following these observations, the author of this thesis suggests that only the rising parts of the neural signal envelope may contribute to roughness – such that more abrupt rise of the envelope and a difference between the maximal and minimal value of the rising part of the envelope would result to more roughness. The central stage (1-st branch) thus detects the rising parts (slopes) of the filtered envelope, \( s(t, k) \), and estimates features describing the duration of the rising part (slope) of the envelope and the amount of the envelope increase (rise).

The bottom panel in Fig. 3.6 (tick solid lines) shows the rising slopes of \( s(t, k) \). The letter \( i \) denotes the rank of each rising slope within one time frame of \( s(t, k) \). The minimum and maximum of \( i \)-th rising slope is in Fig. 3.6 denoted as \( E_{\text{min}}(i, k) \) and \( E_{\text{max}}(i, k) \), respectively. \( E_{\text{min}}(i, k) \) and \( E_{\text{max}}(i, k) \) and its temporal positions within the time frame are then used to calculated the features describing the temporal fluctuations (modulations) of the filtered envelope, \( s(t, k) \), in one time frame: the modulation index (of each rising slope), \( M(i, k) \), given by

\[
M(i, k) = \frac{E_{\text{max}}(i, k) - E_{\text{min}}(i, k)}{E_{\text{max}}(i, k) + E_{\text{min}}(i, k)}; \tag{3.17}
\]

and the duration (of each rising slope), \( T_{\text{rs}}(i, k) \), given as a difference between the temporal positions of \( E_{\text{max}}(i, k) \) and \( E_{\text{min}}(i, k) \).

How can these two features be used to predict roughness is explained by means of the results of listening tests (reproduced from Fastl & Zwicker (2007)) showing the dependence of roughness of 100% SAM tones on the modulation frequency. The dependence exhibits a bandpass characteristic: the perceived roughness is maximal for the modulation frequency of about 70 Hz, for the SAM tone frequency \( \geq 1 \text{kHz} \), and for the modulation frequencies lower than about 70 Hz, for the SAM tone frequency \( < 1 \text{kHz} \) (Fastl & Zwicker, 2007) (see also Section 6.1.1, Fig. 6.1). Changes of the modulation frequency affect the duration, \( T_{\text{rs}}(i, k) \), and the modulation index, \( M(i, k) \),
Figure 3.7: Transformation function given by Eq. (3.20). The function transforms the duration, $T_{rs}$, of the rising part of the filtered envelope of the signal at the output of each channel of the peripheral stage.

of the rising slopes in the following way. As the modulation frequency increases, the value of $T_{rs}(i, k)$ decreases. Together with this, the lowpass filter in the second block of the central stage ensures that the value of the modulation index, $M(i, k)$, decreases as the modulation frequency increases above 70 Hz. The dependence of $M(i, k)$ on the modulation frequency is affected also by the cochlear model used in the peripheral stage. The function of the cochlear model resembles the function of bandpass filters. Bandwidth of the bandpass filters (cochlear filters) depends on the filter center frequency – increases with increasing center frequency as shows Eq. (3.4) (Moore & Glasberg, 1996). The spectral components of a SAM tone are at frequencies $f_c - f_m$, $f_c$, and $f_c + f_m$, where $f_c$ is the tone frequency and $f_m$ is the modulation frequency. The bandwidth of the cochlear filters thus determines the maximal value of the modulation frequency, $f_m$, for which all the spectral components (tone and sideband components) fall into the same cochlear filter. If $f_c$ is low, the sideband components of the SAM tone will fall into the adjacent cochlear filters for lower $f_m$ than if $f_c$ is high. If the spectral components fall into the adjacent cochlear filters, they less interact (beat) together in the cochlear filter – lower values of $M(i, k)$. $M(i, k)$ will thus be affected at lower modulation frequencies than 70 Hz for tone frequencies below 1 kHz.

Features $T_{rs}(i, k)$ and $M(i, k)$ can be combined together in order to predict the dependence of roughness on the modulation frequency for SAM tones (exhibiting a bandpass characteristic). If the modulation frequency increases, $T_{rs}(i, k)$ decreases and $M(i, k)$ is approximately constant until the point of maximum roughness. If the modulation frequency is further increased, $M(i, k)$ starts to decrease. The dependence of roughness on the modulation frequency thus could be predicted by calculating the product of both
modulation features\(^1\) (after some adjustments given below by Eq. (3.19) and (3.20)).

The product of both modulation features giving the predicted roughness, \(R_{sp}(k)\), in \(k\)-th channel of the central stage is given by\(^2\)

\[
R_{sp}(k) = \max_i \{M_{sat}(i, k) \cdot F_{sat}^{1.5}(i, k)\},
\]

where \(M_{sat}(i, k)\) is the modulation index of the rising slope saturated at 0.5 as is given by

\[
M_{sat}(i, k) = \begin{cases} M(i, k) & \text{if } M(i, k) \leq 0.5 \\ 0.5 & \text{if } M(i, k) > 0.5, \end{cases}
\]

and \(F_{sat}(i, k)\) is the parameter calculated from the duration of the rising slopes, \(T_{rs}(i, k)\), by

\[
F_{sat}(i, k) = \begin{cases} \frac{1}{T_{rs}(i, k)} & \text{if } \frac{1}{T_{rs}(i, k)} \leq 96s^{-1} \\ 119.5 & \text{if } \frac{1}{T_{rs}(i, k)} \geq 149s^{-1} \\ \frac{3.7 \times 10^{-3}}{T_{rs}^2(i, k)} + \frac{1.36}{T_{rs}(i, k)} & \text{else} \end{cases}
\]

Eq. (3.19) and Eq. (3.20) transforms features \(M(i, k)\) and \(T_{rs}(i, k)\).

The modulation index, \(M(i, k)\), is bounded by Eq. (3.19) not to exceed the value of 0.5. The value was found experimentally in order to fit the bandpass characteristics (the dependence of roughness on the modulation frequency for 100% SAM tones, see Fig. 6.1). \(M(i, k)\) is mostly in a range between 0 and 0.5 – in the model channels with CF close to the frequency of the spectral components of the SAM tones – and higher than 0.5 – in the adjacent channels. Eq. (3.20) thus affects the calculated roughness, \(R_{sp}(k)\), in the adjacent channels. This, as is more shown below, helps to reach the bandpass characteristic of the dependency of roughness for SAM tones – especially for the tones with a frequency <1 kHz.

The duration of the rising slope, \(T_{rs}(i, k)\), affects mainly the increasing portion of the bandpass characteristic showing the dependence of roughness of a SAM tone on the modulation frequency. Eq. (3.20) calculates the reciprocal of \(T_{rs}(i, k)\) and also shapes and limits its values (see Fig. 3.7). The upper limit ensures that \(R_{sp}(k)\) do not increase for the modulation frequencies above 70 Hz. The limitation was necessary since the decrease of \(M(i, k)\) caused by the lowpass filter (the second block) and the cochlear

\(^1\)This resembles the Fastl and Zwicker roughness model (Fastl \\& Zwicker, 2007) (briefly described also in Chapter 2).

\(^2\)There is a mistake in Vencovský (2014a,b). The exponent 1.5 is not placed above the term corresponding to the duration of the rising slopes of the filtered envelope.
model was not enough to predict the decreasing portion of the bandpass characteristic (the dependence of roughness on the modulation frequency for SAM tones).

The last block in the 1st-branch calculates quantiles of $R_{sp}(k)$ over four adjacent channels, $k$, as is given by

$$R_{sp_q}(n) = \text{quantile}\{R_{sp}(k), R_{sp}(k + 1), R_{sp}(k + 2), R_{sp}(k + 3)\},$$

∀$k \in 1, 3, 5, ..., 158 − 3$.  \hspace{1cm} (3.21)

This transforms the values of $R_{sp}(k)$ in 158 channels into the values of $R_{sp_q}(n)$ in 78 channels. The result of this transformation is shown in Fig. 3.8: the solid line shows $R_{sp}(k)$, and the dashed line $R_{sp_q}(n)$. The values were calculated in one time frame of the processed 100% SAM tone with a frequency of 250 Hz, a level of 60 dB SPL and a modulation frequency of 60 Hz. The dotted line in the same figure shows $R_{sp}(k)$ for the same SAM tone with a modulation frequency of 44 Hz. This tone is perceived with more roughness than the SAM tone with a modulation frequency of 60 Hz (see Fig. 6.1 below). $R_{sp}(k)$ at 44-Hz modulation frequency is higher than $R_{sp}(k)$ at 60-Hz modulation frequency mainly for the channels with CF around the frequency of the spectral components of the SAM tones (in the places of dips in $R_{sp}(k)$ between about 180 Hz and 350 Hz). Otherwise, $R_{sp}(k)$ even increases (at frequencies above about 350 Hz). Eq. (3.21) thus helps to predict the dependence of roughness of SAM tones on the modulation frequency – especially for the SAM tones with a frequency <1 kHz. Quantiles are calculated across four adjacent bands with CF laying within the same critical band: as was mentioned above in Section 3.1.2, frequency resolution of
the peripheral stage is 4 channels per critical bandwidth given in ERBs (Moore & Glasberg, 1996).

2-nd branch: The 2-nd branch calculates the RMS values of the filtered envelope, $s(t, k)$ (for one time frame). The RMS values are given by

$$x_{\text{rms}}(k) = \sqrt{\frac{1}{T_{\text{fr}}} \int_{T_{\text{fr}}} s^2(t, k) dt},$$  \hspace{1cm} (3.22)

where $T_{\text{fr}}$ is the time frame duration: it is equal to 30 ms. The RMS values are then averaged as is given by

$$x_{\text{m}, r}(n) = \text{mean}\{x_{\text{rms}}(k), x_{\text{rms}}(k+1), x_{\text{rms}}(k+2), x_{\text{rms}}(k+3)\},$$

$$\forall k \in 1, 3, 5, ..., 158 - 3.$$  \hspace{1cm} (3.23)

This processing decreases the number of channels to 78 which is equal to the number of channels of $R_{\text{spq}}(n)$. The channels for which the RMS of the envelope is lower than the specific threshold value are set to 0 as is given by

$$x_{\text{m}, r}(n) = \begin{cases} 
  x_{\text{m}, r}(n) & \text{if } x_{\text{m}, r} \geq 0.1x_{\text{max}} \\
  0 & \text{else.}
\end{cases}$$

$$x_{\text{max}} = \max \{x_{\text{m}, r}(n)\}.$$  \hspace{1cm} (3.24)

This excludes the channels with low excitation from the process of roughness prediction (see Eq. (3.26) below).

3-rd branch: The 3-rd branch calculates the crosscorrelation coefficients, $c(n)$, between the filtered envelopes, $s(t, k)$ (in one time frame): the coefficients are calculated between the first and the last channel in four adjacent channels of $s(t, k)$ as is given by

$$c(n) = \text{corr}\{s(t, k)s(t, k + 3)\},$$

$$\forall k \in 1, 3, 5, ..., 158 - 3,$$

$$c(n) = \begin{cases} 
  c(n) & \text{if } c(n) \geq 0 \\
  0 & \text{else.}
\end{cases}$$  \hspace{1cm} (3.25)

Since the crosscorrelation is low especially for unmodulated noise stimuli, taking them into account during the roughness prediction (Eq. (3.26) below) decreases the predicted
Roughness calculation: The parameters calculated by the three parallel branches are used to predict roughness from the filtered envelope, $s(t,k)$ (for one time frame). The predicted roughness for one time frame, $R$, is given by

$$R = \sqrt{b} \sum_{n=1}^{78} \frac{h(n)R_{sp}(n)c(n)x_{m}(n)}{\sum_{n=1}^{78} x_{m}(n)},$$

(3.26)

where $R_{sp}(n)$, $x_{m}(n)$ and $c(n)$ are the aforementioned parameters, $h(n)$ is the weighting function and $b$ is the number of channels for which $x_{m}(n) > 0$. Eq. (3.26) emphasizes the predicted roughness in the channels of higher RMS values and excludes the channels of very low RMS values. The term $\sqrt{b}$ and the weighting function, $h(n)$, ensures that the predicted roughness quantitatively fits the subjective roughness of SAM tones in aspers (Fastl & Zwicker, 2007). Fig. 3.9 shows the weighting function, $h(n)$, obtained by a cubic spline interpolation of the values shown by crosses: the values are 1.35, 1.22, 1.01, 1, 0.72, 0.41, 0.33 and 0.25, respectively, for the model channels with CF of 0.125, 0.25, 0.5, 1, 2, 4, 8 and 16 kHz.

Since the processed stimuli are generally longer than the 30 ms long time frames in which is the roughness predicted, the overall predicted roughness for a given stimulus is calculated as the median across the roughness values predicted in the individual
successive time frames. Chapter 6 compares the roughness predicted by this roughness model with subjective data.

3.3 Summary

This Chapter described a roughness model composed of a peripheral stage and a central stage. The peripheral stage simulates the function of the peripheral ear: it transforms the analyzed acoustic signal into the simulated neural signal in auditory nerve (AN) fibers. It is composed of algorithms simulating the individual parts of the peripheral ear – outer- and middle-ear, cochlear mechanics, inner hair cells (IHCs) and AN synapse. The algorithms were adapted from the various literature and composed into one model. The central stage is composed of algorithms designed within the framework of this thesis. The roughness model predicts roughness in 30-ms time frames of acoustic stimuli. The resulting roughness is calculated as the median across the predicted roughness in the individual successive time frames.
Chapter 4

Verification of the Nobili et al. cochlear model

This Chapter shows the evidence that the chosen model of cochlear mechanics – the Nobili et al. cochlear model adapted from NOBILI et al. (2003) – employed in the peripheral stage of the roughness model may adequately simulate the function of the human cochlea. Responses of the Nobili et al. cochlear model are compared with experimental physiological data measured in the cochlea of live mammals. The experimental physiological data were reproduced from the literature (SELICK et al., 1983; RUGGERO et al., 1990; COOPER & RHODE, 1992; RHODE & COOPER, 1996; RUGGERO et al., 1997; RHODE & RECIO, 2000; ROBLES & RUGGERO, 2001). The Nobili et al. cochlear model – extended by a simple signal processing inner hair cells (IHCs) model, auditory nerve (AN) model and an optimal detector – is then used to predict masking thresholds caused by the pure tone and harmonic complex tone (Schroeder phase) maskers. The predicted masking thresholds are compared with the human subjective data reproduced from the literature (OXENHAM & DAU, 2001a,b, 2004; SHEN & LENTZ, 2009). These maskers were used since many of the cochlear models cannot account for them. The maskers thus place a strong constraint on models of cochlear mechanics (OXENHAM & DAU, 2001a).
4.1 Responses of the cochlear model

The experimental physiological isointensity responses, input/output (I/O) functions and impulse responses reproduced from the literature are compared with similar data obtained using the Nobili et al. cochlear model. Since the Nobili et al. cochlear model was designed with real parameters and dimensions of the human cochlea (Nobili et al., 2003), it was not the aim to achieve a quantitative agreement with the experimental responses. Instead of that, the experimental and model responses are compared in order to show that the Nobili et al. model simulates the phenomena observed in the mammalian cochlea. These phenomena are believed to occur also in the human cochlea where it can be measured only indirectly using psychophysical experiments (e.g. Lopez-Poveda et al. (2007)).

4.1.1 Isointensity responses

Isointensity responses of the basilar membrane (BM) or the tectorial membrane (TM) to acoustic stimuli can be measured in live animals using laser velocimetry (Robles & Ruggero, 2001). Fig. 4.1 (left panel) shows magnitudes of the responses measured at a site of the chinchilla BM with CF of 10 kHz (Robles & Ruggero, 2001). The responses were measured by tone bursts with a level of 20, 40, 60 and 80 dB SPL (given next to the curves in the left panel of Fig. 4.1), respectively. The magnitudes of the isointensity responses depends on the level – broadens and its maximum shifts toward low frequencies as the level increases.

The right panel of Fig. 4.1 shows the estimates of cochlear gain calculated from the magnitudes of the isointensity BM or TM responses relative to the magnitudes of the stapes responses. Solid and dashed lines show the gains measured at the apical site of the TM of the chinchilla cochlea (CF of 0.35–0.5 kHz). The responses were measured using tone bursts with a level between 40 and 60 dB SPL. The data were reproduced from Rhode & Cooper (1996). Circles in Fig. 4.1 (right panel) show the data measured at the base (CF of 8.5 kHz) of the chinchilla BM. The data were reproduced from Ruggero et al. (1990) – the study used tone bursts with a level of 16 dB SPL to measure the responses. Squares in the right panel show the data measured at the base (CF of 17 kHz) of the guinea-pig BM. The data were reproduced from Sellick et al. (1983). Diamonds in the right panel show the data measured at the base (CF of 30 kHz) of the cat BM. The data were reproduced from Cooper & Rhode
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Figure 4.1: Left panel: Magnitudes of the isointensity responses – velocity of the basilar-membrane (BM) responses – to tone bursts of various levels as a function of frequency. The data were measured in the cochlea of live chinchillas at a site of the BM with CF of 10 kHz (Robles & Ruggero, 2001). Right panel: Gains estimated from the magnitudes of the isointensity responses of the tectorial membrane (TM) or the BM relative to the magnitudes of the stapes responses. The gains were measured at sites of various CF. Solid and dashed lines represent data measured in the TM of chinchillas (CF of 0.35–0.5 kHz) (Rhode & Cooper, 1996); circles the data measured in the BM of chinchilla (CF of 8.4 kHz) (Ruggero et al., 1990), squares the data measured in the BM of guinea-pig (CF of 17 kHz) (Sellick et al., 1983); and diamonds the data measured in the BM of cat (CF of 30 kHz) (Cooper & Rhode, 1992). The data were reproduced from Robles & Ruggero (2001).

The isointensity BM response phases measured in the live chinchilla cochleae are shown in Fig. 4.2. The data were reproduced from Ruggero et al. (1997). The left panel shows the data measured at a site of the BM with CF of 10 kHz using tone bursts with a level of 60 dB SPL. The phases were measured between the BM displacement toward scala tympani and condensation at the eardrum. The right panel shows the effect of level on the phases. The phases measured using tone bursts with a level of 40, 60 and 90 dB SPL are shown relative to the phase measured using 80-dB SPL tone bursts – positive values indicate phase lead relative to the 80-dB phase responses.

Fig. 4.3 shows the isointensity responses of the Nobili et al. cochlear model: the top panel shows magnitudes of the responses, and the bottom panel shows the response phases. The responses (peak BM displacements) were measured using pure tone bursts with a level of 20, 40, 60 and 80 dB SPL in three discrete outputs (along the length of the simulated BM) of the cochlear model – with CF of 0.25, 1 and 4 kHz. Table 4.1 shows equivalent rectangular bandwidth (ERB) of the measured response magnitudes at CF
Figure 4.2: Isointensity BM response phases as a function of the frequency. The data were measured as the relative phases between the BM displacement toward scala tympani and condensation at the eardrum. The left panel shows the responses measured using tone bursts with a level of 60 dB SPL. The right panel shows the effects of level on the phases. The phases are expressed relative to the phases of responses at 80-dB tone bursts – positive phases indicate lead relative to the responses at 80 dB SPL. The data in both panels were reproduced from Ruggero et al. (1997). They were measured in the cochlea of live chinchillas at the site of the BM with CF of 10 kHz.

of 0.125, 0.25, 0.5, 1, 2 and 4 kHz. The bottom row shows ERB of the psychophysically estimated cochlear filters given by Eq. (3.4) (Moore & Glasberg, 1996).

The magnitudes of the isointensity responses of the Nobili et al. cochlear model – in agreement with the experimental data from the base of the mammalian cochlea (see Fig. 4.1) – broadens and its maximum shifts toward low frequencies as the level increases. The cochlear mechanics is still poor understood at low CFs (in the apical part of the cochlea) – the BM is accessible through scala vestibuli where the measurement techniques often require perforation of Reissner’s membrane which may alter the physiological state of the preparation (Robles & Ruggero, 2001). The direction of the peak shift thus cannot be determined from the isointensity responses measured in the apical site of the mammalian cochlea (Robles & Ruggero, 2001). The isointensity responses measured in the inner hair cells (IHCs) and the auditory nerve (AN) fibers qualitatively agree with the BM responses at the base of the cochlea (CF > ~ 1.5 kHz). The data show similar broadening of the cochlear filters and the peak shift toward low frequencies as the level increases (Cheatham & Dallos, 2001). However, this contrasts with the IHC and AN responses measured in the intermediate (0.75 < CF < 1.5 kHz) and apical (CF < ~ 0.75 kHz) part of the cochlea where the maximum magnitude does not shift or shifts toward high frequencies, respectively, as the level increases (Cheatham &
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Figure 4.3: Isointensity responses of the Nobili et al. cochlear model. The top panel shows magnitudes of the responses. The bottom panel shows phases of the responses. The responses were measured at three discrete outputs of the cochlear model with CF of 0.25, 1 and 4 kHz using tone bursts with a level of 20, 40, 60 and 80 dB SPL.

Dallos, 2001; Anderson et al., 1970; Zinn et al., 2000; Carney et al., 1999). This – under the assumption that the cochlear mechanics in small mammals is similar to the cochlear mechanics in humans – indicates that the Nobili et al. cochlear model does not adequately simulate the cochlear mechanics at low CF. However, the psychophysical tuning curves measured on human listeners indicate shifts of the filter’s maxima in the direction toward low frequencies even in the apical part of the BM (Lopez-Poveda et al., 2007). This would approve the applicability of the Nobili et al. cochlear model at low and intermediate CFs.

The isointensity response phases shown in the bottom panel of Fig. 4.3 have a similar shape as the experimental response phases shown in Fig. 4.2 (left panel). The effects of level on the isointensity response phases of the Nobili et al. cochlear model are shown in Fig. 4.4. The responses were measured at the output of the Nobili et al. cochlear model with CF of 1 kHz. The levels of the tone bursts were 40, 60, 80 and 90 dB SPL.
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Figure 4.4: Isointensity phase responses of the Nobili et al. cochlear model measured using tone bursts of various levels. The responses were measured at the model output with CF of 1 kHz. The data are expressed relative to the phases of responses measured with 80-dB SPL tone bursts – positive values show the phase lead.

Table 4.1: Critical bandwidth of the Nobili et al. cochlear model

<table>
<thead>
<tr>
<th>level (dB SPL)</th>
<th>0.125</th>
<th>0.25</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>equivalent rectangular bandwidth (Hz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>43</td>
<td>62</td>
<td>89</td>
<td>141</td>
<td>225</td>
<td>390</td>
</tr>
<tr>
<td>40</td>
<td>43</td>
<td>62</td>
<td>90</td>
<td>148</td>
<td>245</td>
<td>521</td>
</tr>
<tr>
<td>60</td>
<td>43</td>
<td>70</td>
<td>122</td>
<td>201</td>
<td>337</td>
<td>818</td>
</tr>
<tr>
<td>80</td>
<td>54</td>
<td>98</td>
<td>168</td>
<td>307</td>
<td>528</td>
<td>1107</td>
</tr>
<tr>
<td>ERB&lt;sub&gt;Moore&lt;/sub&gt;</td>
<td>38</td>
<td>52</td>
<td>79</td>
<td>133</td>
<td>241</td>
<td>456</td>
</tr>
</tbody>
</table>

as is indicated in the legend. Positive values indicate phase lead relative to the phases measured using 80-dB SPL tone bursts. The model data measured with 40 and 60-dB tone bursts show, in agreement with the physiological data (Fig. 4.2), phase lead at frequencies below CF and phase lag at frequencies above CF. The phase lead and lag increases as the level decreases. The opposite show the responses measured using 90-dB tone bursts. The model (Fig. 4.4) and experimental mammalian (Fig. 4.2) data differ mainly at the highest frequencies where the experimental data seem to converge to values close to the 80-dB response phases whereas the model data not. This is caused by the plateaus – approximately constant phases independent on frequency – observed in the response phases (see Fig. 4.3). The plateaus in the Nobili et al. cochlear model
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Figure 4.5: Input/output (I/O) functions of the responses measured in the cochlea of live chinchillas. The left panel shows the data measured at a site of the tectorial membrane (TM) with CF of 600 Hz using tone bursts with a frequency given in the legend. The data were reproduced from Rhode & Cooper (1996) (chinchilla CH16). The right panel shows I/O functions measured at a site of the BM with CF of 5.5 kHz using tone bursts with frequencies given in the legend. The data were reproduced from Rhode & Recio (2000) (chinchilla cb58).

Response phases depend on the level.

4.1.2 Input/output functions

Input/output (I/O) functions of the BM or TM responses are compressively nonlinear if measured using stimuli with frequencies near CF. In contrast to this, responses to stimuli with higher or lower frequencies than CF exhibit linear growth (Robles & Ruggero, 2001). Fig. 4.5 (left panel) shows I/O functions measured in the TM of live chinchillas. The functions were measured at a site with CF of 600 Hz using tone bursts with a frequency of 400, 600, 800 and 1100 Hz. The 600-Hz and 800-Hz I/O functions are compressively nonlinear and the 1100-Hz I/O function is linear. The data were reproduced from Rhode & Cooper (1996) (chinchilla CH16). The compressive nonlinearity is stronger at the basal site of the BM (Robles & Ruggero, 2001). The right panel of Fig. 4.5 shows the I/O functions measured in the BM of chinchilla. The responses were measured at a site of the BM with CF of 5.5 kHz using tone bursts with a frequency of 4250, 5750 and 8750 Hz. The data were reproduced from Rhode & Recio (2000) (chinchilla cb58).
The Nobili et al. cochlear model simulates the active function of the outer hair cells (OHCs) by force term $f_{\text{OHC}}[\eta(t)]$ in Eq. (3.1). The force term is a sigmoid function which saturates for higher values of the OHC stereocilia displacement, $\eta(t)$. This allows to simulate the compressively nonlinear I/O functions. Fig. 4.6 shows the I/O functions of the Nobili et al. cochlear model responses (peak BM displacements). The left, center and right panel shows the functions measured at three discrete outputs of the cochlear model with CF of 0.25, 1 and 4 kHz, respectively. The frequencies of the tone bursts used to measure the functions are given in the legend of each panel. The data – in agreement with the experimental data shown in Fig. 4.5 – are compressively nonlinear if the frequency of the tone bursts is equal to CF.

### 4.1.3 Impulse responses

Responses of the BM and AN to acoustic clicks were shown to be near-invariant with stimuli level. This appears as near-invariant zero crossings of the fine time structure of the BM responses (e.g. Robles et al. (1976); de Boer & Nuttall (1997); Recio & Rhode (2000)) and level independent latencies of the peaks of histograms calculated from the responses measured in auditory nerve (AN) fibers (e.g. Goblick & Pfeiffer (1969); Lin & Guinan (2000)). Level near-invariance of impulse responses was observed using various measurement techniques: acoustic clicks (Robles et al., 1976), indirectly by cross- or reverse-correlation using wideband noise stimuli (de Boer & Nuttall, 1997), and by applying inverse Fourier transform to the transfer functions measured.
The level near-invariance of the impulse responses has an implication for the cochlear mechanics, especially for the active feedback forces simulating the function of the OHCs (Shera, 2001). SHERA (2001) studied this phenomenon, showed the implications for cochlear mechanics and designed a model in the frequency domain describing this phenomenon. VERHULST et al. (2012) adapted the concept of SHERA (2001) and designed a time-domain cochlear model.

Fig. 4.7 shows the impulse responses of the Nobili et al. cochlear model. The responses were measured using a unit impulse of levels ranging from 40 to 100 dB SPL in a step of 10 dB. The left, center and right panel in Fig. 4.7 shows the impulse responses measured at the model output with CF of 0.25, 1 and 4 kHz, respectively. Dashed lines in each panel indicate peaks in the half-waves of the fine structure of the 40-dB impulse.
response. The model impulse responses are, in agreement with the aforementioned physiological data, near-invariant (at least for levels between 40 and 80 dB SPL). A small shift of the peaks and zero crossings of the impulse responses is visible for the 90-dB and 100-dB responses measured at the model output with CF of 4 kHz.

SHERA (2001) has argued that the level near-invariance of impulse responses places a strong constraint on the active function of the OHCs and contradicts many cochlear models. The Nobili et al. cochlear model was shown to fulfill this condition.

4.2 Prediction of masking experiments

The term “masking” describes a phenomenon when a stimulus is not perceived because of a presence of another stimulus called masker (FASTL & ZWICKER, 2007). This phenomenon occurs in everyday life. We cannot understand what someone is saying in a loud environment, for example, on a loud street. If both stimuli – a masker and masked stimulus – are presented simultaneously, it is referred to as simultaneous masking. If the masker is presented before or after the masked stimulus, it is referred to as nonsimultaneous (forward or backward) masking (FASTL & ZWICKER, 2007). Since cochlear mechanics affects the masking phenomenon, psychophysically measured masking thresholds can be used to verify cochlear models. This Section compares the predicted simultaneous masking thresholds measured using the Nobili et al. cochlear model with results of listening tests reproduced from the literature (MOORE et al., 1998; OXENHAM & DAU, 2001a, 2004). Maskers used in the listening tests were pure tones and harmonic complex tones. The harmonic complex maskers were used since many of the cochlear models cannot account for them. The maskers thus place a strong constraint on models of cochlear mechanics (OXENHAM & DAU, 2001a).

4.2.1 Method of the masking thresholds prediction

In order to predict the masking thresholds, the Nobili et al. cochlear model was extended by: (1) a signal processing model simulating the function of the inner hair cells (IHCs), adaptation in auditory nerve fibers and sensitivity of the human auditory system to temporal fluctuations; (2) and an optimal detector. These parts, which are briefly described below, were adapted from DAU et al. (1997). Models of the outer- and middle-ear were not incorporated into the overall auditory model. The author of
this thesis assumed that they should not significantly affect the masking thresholds for the used acoustic stimuli. They were omitted also in the auditory models used by Oxenham & Dau (2001a) to predict masking thresholds for the same stimuli as in this thesis.

The signal processing models of the IHC and AN synapse were used instead of the biophysical models implemented in the peripheral stage of the roughness model (see Section 3.1.3). This stems from the used optimal detector which was described with the signal processing models of the IHC and AN synapse (Dau et al., 1997).

**Auditory model:** The first part of the auditory model is the Nobli et al. cochlear model. The output signal in each channel of the cochlear model, which represents the BM displacement, is first processed by a signal processing model of IHC (see Section 3.1.3). The IHC model is composed of a half-wave rectifier and a lowpass filter with a cutoff frequency of 1 kHz. This processing roughly simulates the transformation of the BM vibrations to the IHC membrane potential (Dau et al., 1996, 1997; Jepsen et al., 2008). The next stage simulates the adaptation of neural signal observed in the synapse of AN fibers. It is composed of five successive feedback loops (Püschel, 1988; Dau et al., 1996, 1997; Jepsen et al., 2008). The time constants of the successive feedback loops are 5, 50, 129, 253 and 500 ms (Dau et al., 1996). The last stage of the auditory model is the modulation filterbank (Dau et al., 1997). This stage simulates the sensitivity of the human auditory system to fluctuating sounds. The modulation filterbank is composed of twelve filters. The lowest modulation filter is a lowpass filter with a cutoff frequency of 2.5 Hz. The remaining are bandpass filters. The two bandpass filters between 0 and 10 Hz have a constant bandwidth of 5 Hz. The bandpass filters between 10 and 1000 Hz have a constant value of $Q = 2$ (logarithmic scaling). The amplitude transfer characteristics of the adjacent filters overlap at -3 dB points – spacing of the filters resembles the spacing of critical bands. Only the (Hilbert) envelopes are taken as the model output for the bandpass filters in the range between 10 and 1000 Hz (Dau et al., 1997).

**Optimal detector:** In order to predict masking thresholds, the output signals of the auditory model – referred to as the “internal representation” (Dau et al., 1996, 1997; Jepsen et al., 2008) – obtained in response to the masker and the masker plus test tone must be compared. This is in this thesis done by means of an optimal detector described by Dau et al. (1996, 1997) and Jepsen et al. (2008). The same method was
used by Oxenham & Dau (2001a). The optimal detector first calculates a template which is the normalized difference between the internal representation of the masker plus suprathreshold (approximately 10 dB above threshold) test tone and the internal representation of the masker only. In the same way as the template, the optimal detector calculates a difference between the internal representation of the masker plus test tone of a specific level and the internal representation of the masker only. Whether or not is the test tone of the specific level detected is then calculated from the crosscorrelation between the template and the difference. The resolution of the optimal detector is limited by the internal noise. Variance of the internal noise is one of the parameters of the optimal detector. Its value is constant for all channels of the auditory model. The value of variance was set experimentally to the value for which all of the predicted thresholds for harmonic complex maskers predicted in Section 4.2.3 (see Fig. 4.9) are at or lower than the subjective thresholds.

The overall model was implemented and all the predictions were done in MATLAB (The MathWorks, Inc., Natick, MA) environment.

### 4.2.2 Tone on tone masking: upward spread of masking threshold

If masker and masked stimuli are pure tones, it is referred to as tone on tone masking. Subjective masking thresholds in tone on tone masking conditions show the upward spread of masking thresholds toward high frequencies as the masker level increases (Moore et al., 1998; Fastl & Zwicker, 2007). The upward spread of masking thresholds was observed also with other narrowband maskers, for example, narrowband noise (Moore et al., 1998). The phenomenon is a consequence of the level dependent shape of the cochlear filters (see Fig. 4.1 and 4.3). This Section compares subjective masking thresholds for tone on tone maskers reproduced from Moore et al. (1998) with predicted masking thresholds measured using the auditory model with the Nobili et al. cochlear model.

**Stimuli:** The stimuli setting was same as the stimuli setting described by (Moore et al., 1998). A pure tone with a frequency of 1 kHz was used as a masker. The level of the tone was either 65 or 85 dB SPL. A pure tone was used also as a test tone (masked tone). The starting phase of the test tone was 90° relative to the starting phase of the
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**Figure 4.8:** A test tone level masked by a pure tone masker as a function of the test tone frequency. Gray symbols and lines show mean values of the subjective masking thresholds reproduced from Moore et al. (1998). Black symbols and lines show the predicted thresholds obtained by means of the Nobili et al. cochlear model. The level of the masker was 65 or 85 dB SPL.

Masker – powers of the masker and test tone added when their frequencies were equal. For the 65-dB masker, the test tone frequency was 0.9, 1, 1.1 and 1.25 kHz; for the 85-dB masker, the test tone frequency was 0.75, 1, 1.1, 1.25, 1.5, 2 and 3 kHz. The duration of the masker and test tone was 200 ms and it was ramped on and of with 10-ms raised-cosine ramps.

**Procedure of the masking threshold prediction:** The masking thresholds were predicted by means of the auditory model and the optimal detector. Only the channels of the auditory model with CF between 0.9$f_s$ and 1.1$f_s$ ($f_s$ is a test tone frequency) were fed into the optimal detector. The remaining channels were not taken into account in order to avoid the detection of the test tone caused by combination products produced by the interaction between the masker and masked tone in the cochlea. During psychophysical experiments, the combination products maybe masked by noise in order to avoid its masking effects. This method was used to get the data shown below (reproduced from Moore et al. (1998)). The optimal detector first calculated a template (see Section 4.2.1) from the output of the auditory model in response to the masker plus the suprathreshold (∼10 dB above threshold) test tone and the masker only. The masking threshold was then predicted using a tracking algorithm. First, the test tone of an arbitrary chosen level plus the masker only was fed into the auditory
The optimal detector then compared (see Section 4.2.1) the corresponding outputs of the auditory model (output signals in the corresponding channels of the auditory model) with the template (calculated template in the corresponding channels of the auditory models) and gave a positive or negative response – the test tone was detected or not. The level of the test tone was then decreased by a step of 5 dB if the test tone was detected, otherwise the level was increased by 5 dB. The measurement was then repeated. After one reversal – a point where the decreasing level of the test tone started to be increased, or vice versa – the step size was set to 1 dB and after next two reversals, a mean value of the test tone levels for the last two reversals, either from up to down or down to up, was taken as the predicted masking threshold.

**Results:** Fig. 4.8 shows the mean values of the test tone levels at the threshold of masking plotted as a function of the test tone frequency. The subjective data are shown as gray markers and connected by dashed lines: squares show the thresholds for the 65-dB masker, and stars show the thresholds for the 85-dB maskers. The data were reproduced from Moore et al. (1998): for the 85-dB masker from Fig. 4 (the data for a 75-dB SPL low-pass noise masking combination products), and for the 65-dB from Fig. 1, 2 and 3. The predicted masking thresholds are shown as black markers: circles show the thresholds for the 65-dB masker and plus signs show the thresholds for the 85-dB masker. The predicted thresholds are for most of the stimuli within a range of the standard deviations of the subjective data. The predicted data show the upward spread of masking thresholds as the masker level increases.

### 4.2.3 Schroeder phase maskers: masker phase effects

A number of studies showed the effects of relative phase between the spectral components of the masker on the masking threshold. The effects were observed with simultaneous maskers (e.g. Smith et al. (1986); Kohlrausch & Sander (1995); Lentz & Leek (2001); Oxenham & Dau (2001a)) and forward maskers (e.g. Wojtczak & Oxenham (2009)). Maskers used in these studies were harmonic complexes composed of a series of equal amplitude pure tones, with the starting phase, \( \theta_n \), of each \( n \)-th harmonics given by the equation introduced by Schroeder (1970) and later modified by Lentz & Leek (2001)

\[
\theta_n = C \pi n(n - 1)/N, \quad (4.1)
\]
where $N$ is the overall number of harmonics within the complexes and $C$ is the parameter which sets the phase curvature of the complexes. So called “positive Schroeder phase” and “negative Schroeder phase” complexes are stimuli with the starting phases given by Eq. (4.1) for $C = +1$ and $C = -1$, respectively. These stimuli have similar temporal envelopes but may produce masking thresholds which differ as much as 20 dB (Smith et al., 1986).

It is believed that the masker phase effects are connected with the shape of the temporal envelope of the complexes after the auditory filtering (Smith et al., 1986; Kohlrausch & Sander, 1995). Smith et al. (1986) filtered the stimuli with a cochlear model and observed low peaks and high valleys in the temporal envelope of the less effective maskers. Recio & Rhode (2000) observed the same in the mammalian cochlea. Kohlrausch & Sander (1995) conducted psychophysical experiments with tone bursts shorter than the period of the Schroeder phase maskers. They adjusted the temporal position of the tone bursts within the maskers and observed larger variations of the masking thresholds expressed as a function of the temporal position of the tone bursts (modulation masking patterns) for less effective maskers. This indirectly supports the above mentioned physiological and model observations of low peaks and high valleys in the BM responses to stimulation by the less effective maskers. The observations indicate that the maskers are less effective because the masked signal is detected in the low valleys of the temporal envelope after auditory filtering (Smith et al., 1986; Kohlrausch & Sander, 1995).

Masking thresholds for positive and negative Schroeder phase maskers varying in a number of harmonics and bandwidth are in this Section predicted by the Nobili et al. cochlear model. The predicted thresholds are compared with the subjective data obtained with normal hearing listeners (reproduced from Oxenham & Dau (2001a)).

**Stimuli:** The stimuli setting was same as described by Oxenham & Dau (2001a). Two different masker configurations were employed in the experiment. Both were harmonic complexes with fundamental frequency $f_0 = 100$ Hz. The first configuration, called “comparison”, contained $N = 19$ equal amplitude harmonics ranging between 0.2 to 2 kHz. The second configuration, called “broadband”, contained $N = 49$ equal amplitude harmonics ranging between 0.2 and 5 kHz. The starting phases of the individual harmonics of the maskers were given by Eq. (4.1) ($C = +1$ for positive Schroeder phase masker ($m+$) and $C = -1$ for negative Schroeder phase masker ($m-$)). In order to test the effects of number of harmonics and masker bandwidth on masking
thresholds, different variants of the “broadband” masker configuration were made. The variants differed just in the number of harmonics, its starting phases were not changed. Only the harmonics between 0.8 and 1.2 kHz were present for the “1 kHz narrowband” masker and the harmonics between 3.2 and 5 kHz for the “4 kHz narrowband” masker. The harmonics between 0.2 and 1.2 kHz were present for the “1 kHz lowpass” masker and the harmonics between 0.8 and 5 kHz for the “1 kHz highpass” masker. A level of each harmonic component was set to 60 dB SPL. The duration of all maskers was 320 ms and it was ramped on and off with 10-ms raised-cosine ramps. A pure tone with a duration of 260 ms was used as a test tone. It was temporally centered within the masker and ramped on and off with 30-ms raised-cosine ramps. The frequency of the test tone, $f_s$, was either 1 or 4 kHz and its starting phase was set to be equal to the starting phase of the masker harmonic component with the same frequency.

Procedure of the masking threshold prediction: The procedure used to predict masking thresholds was same as in Section 4.2.2 unless otherwise stated. The masking thresholds were predicted by means of the auditory model and optimal detector. Only the channels of the auditory model with CF between 0.7$f_s$ and 1.3$f_s$ were fed into the optimal detector in order to avoid detection of the test tone caused by combination products. The same range was used by Oxenham & Dau (2001a).

Results: The open markers in Fig. 4.9 show the mean values across listeners of the psychophysically measured masking thresholds published by Oxenham & Dau (2001a) (Experiment 1, Fig. 3). The filled markers show the thresholds predicted by the auditory model with the Nobili et al. cochlear model. Thresholds for the positive Schroeder phase maskers ($m+$) are plotted as downward-pointing triangles and those for the negative Schroeder phase maskers ($m−$) as upward-pointing triangles.

The best agreement between the subjective and predicted thresholds is for the “1 kHz comparison” masker. For the rest of the stimuli, the agreement is only qualitative. The model predicts the smallest difference between the positive and negative masker thresholds for the “1 kHz narrowband” masker. The predicted thresholds for the 4-kHz maskers are much lower than the subjective data. This may indicate too narrow cochlear filters around 4 kHz. However, it may also indicate a different way of test tone detection at higher frequencies caused by the lost phase locking of the neural signal to the test tone fine structure (Johnson, 1980). The used optimal detector would not be able to account for this effect.
Although, the agreement between the subjective and predicted thresholds is mostly only qualitative, the Nobili et al. cochlear model can account for the phase effects. These results were not reached by many of the cochlear models (see Oxenham & Dau (2001a)) and this type of stimuli thus places a strong constraint on models of cochlear mechanics.

4.2.4 Complex maskers: frequency selectivity

Oxenham & Dau (2001a) (Experiment 2) used harmonic complex tones to estimate frequency selectivity of the human auditory system. Their psychophysically measured data are below compared with the predicted data. The author used these psychophysical data to adjust the frequency selectivity of the Nobili et al. cochlear model.

**Stimuli:** The stimuli setting was same as described by Oxenham & Dau (2001a) (Experiment 2). Complex tones composed of $N = 40$ harmonics ranging from 0.1 to 4 kHz with fundamental frequency $f_0 = 100$ Hz were used as maskers. The starting
phases, $\theta_n$, of the harmonics were given by Eq. (4.1) ($C = +1$ for the positive Schroeder phase ($m+$) and $C = -1$ for the negative Schroeder phase ($m-$) masker) and by the relation $\theta_n = \pi/2$ (cosine phase masker). The masker level was 60 dB SPL per harmonic component, its duration was 320 ms and it was ramped on and off with 10-ms raised-cosine ramps. A pure tone of a frequency $f_s = 2$ kHz was used as a test tone. The duration of the test tone was 260 ms, and it was temporally centered within the masker and ramped on and off with 30-ms raised-cosine ramps. Harmonics of the masker placed symmetrically around the test tone frequency ($2$ kHz) were removed in order to create a spectral notch within the masker. Notches of various widths were created such that the distances between the test tone frequency and the edge of the masker were 0.05, 0.1, 0.2 and 0.4$f_s$ which corresponded to 1, 3, 7 and 11 removed harmonics, respectively. The starting phase of the test tone was set randomly in each trial of the threshold prediction.

**Procedure of the masking threshold prediction:** The test tone starting phase affects the predicted masking thresholds. Since the test tone starting phase is set randomly in each trial of the threshold prediction, the method comparable with the method used to measure the subjective masking thresholds – 2-down, 1-up tracking rule (see Oxenham & Dau (2001a)) – was used. The test tone level was decreased after two consecutive positive responses given by the optimal detector and increased after each negative response. The initial step size was 5 dB which was then after the first four reversals decreased to 2 dB. The threshold was then estimated as the mean of the remaining six reversals. The thresholds were predicted five times for each stimuli setting and the mean value was taken as the result. As well as in the experiment above (Section 4.2.3), only the model channels with CF between $0.7f_s$ and $1.3f_s$ were fed into the optimal detector to avoid the potential threshold detection caused by combination products.

**Results:** Fig. 4.10 shows the mean values of the subjective (open markers) and predicted (filled markers) masking thresholds measured with the positive Schroeder phase ($m+$, downward-pointing triangles), negative Schroeder phase ($m-$, upward-pointing triangles) and cosine phase (diamonds) maskers. The subjective data were reproduced from Oxenham & Dau (2001a) (Experiment 2, Fig. 5). The data represent the mean values of the masking thresholds estimated in normal hearing listeners. The abscissas of the graphs show the normalized distance between the edge of the notch and the test tone frequency (2 kHz) – 0 corresponds to the masker with all harmonics;
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The predicted and subjective data agree only qualitatively. However, the model seems to reach the same frequency selectivity as show the subjective data. The highest discrepancy is for the cosine phase masker with all spectral components – for the normalized deviation from the center frequency of 0.

4.2.5 Schroeder phase maskers: effects of masker level

**Stimuli:** Oxenham & Dau (2001b) and Shen & Lentz (2009) observed that the psychophysically measured masking thresholds for Schroeder phase maskers depend also on the masker sound pressure level (SPL). This Section compares the subjective data measured by Oxenham & Dau (2001b); Shen & Lentz (2009) with the thresholds predicted by the auditory model with the Nobili *et al.* cochlear model.
it was ramped on and off with 50-ms raised-cosine ramps. The level of the maskers was 40, 60 and 85 dB SPL. Shen & Lentz (2009) used a pure tone with a frequency, $f_s$, of 2 kHz as a test tone and a harmonic complex tone with spectral components between 0.4$f_s$ and 1.6$f_s$ as a masker. The duration of the test tone and masker was 300 ms and it was ramped on and off with 30 ms raised-cosine ramps. The level of the masker was 50, 70 and 90 dB SPL. The phases between the individual spectral components of both, 1-kHz and 2-kHz, maskers were set by Eq. 4.1 for $C$ equal to -1, 0, 0.25, 0.5, 0.75 and 1. The starting phase of the test tone was set to be equal to the starting phase of the spectral component with the same frequency as the test tone frequency. This contrasts with the procedure used to get the subjective data in Oxenham & Dau (2001b) and Shen & Lentz (2009), where the test tone starting phase was set randomly in each trial of the psychophysical experiment. The author predicted thresholds also with the the randomly set starting phase, as well as is the case of the psychophysical experiments. However, it did not affected the predicted threshold so much. The thresholds were just few dB above the predicted thresholds shown below in Results. Since it would be necessary to repeat the threshold predictions if the starting phase was set randomly, the fixed starting phase was used instead.

**Procedure of the masking threshold prediction:** Procedure used to predict the masking thresholds was same as in Section 4.2.3.

**Results:** Fig. 4.11 shows the test tone thresholds relative to the masker level as a function of the masker phase curvature (parameter $C$). The panels in the upper row show the subjective data: the left panel shows the mean values across listeners for the 1-kHz maskers (reproduced from Oxenham & Dau (2001b) (Experiment 2, Fig. 6)); and the right panel shows the mean values across listeners for the 2-kHz maskers (reproduced from Shen & Lentz (2009) (Experiment 1, Fig. 2)). Panels in the bottom row show the data predicted by the auditory model with the Nobili *et al.* cochlear model. Each panel shows the data for the same stimuli setting as was used to obtain the subjective data shown in the upper panels. The data shown in the left panels (diamonds, triangles and squares), were measured using the 1-kHz maskers at a level of 40, 60 and 85 dB SPL, respectively. The data shown in the right panels (diamonds, triangles and squares) were measured using the 2-kHz maskers at a level of 50, 70, and 90 dB SPL, respectively.

The predicted and subjective data agree qualitatively. The best qualitative agreement
Figure 4.11: Masking thresholds in harmonic complexes relative to the masker level. The thresholds are shown as a function of the masker phase curvature for maskers of various sound pressure levels (SPL). Panels in the upper row show the subjective data. The upper left panel shows the data for a test tone with a frequency, \( f_s \), of 1 kHz and the masker with a fundamental frequency, \( f_0 \), of 50 Hz and a level of 40, 60 and 85 dB SPL – the data represent mean values across different listeners and were reproduced from Oxenham & Dau (2001b). The upper right panel shows the data for a test tone with \( f_s \) of 2 kHz and masker with \( f_0 \) of 100 Hz and a level of 50, 70 and 100 dB SPL – the data represent mean values across different listeners and were reproduced from Shen & Lentz (2009). The bottom row shows masking thresholds predicted by the auditory model with the Nobili et al. cochlear model. The data were predicted for the maskers and the test tones of the same parameters as were used to measure the subjective data shown in the panels above.

was reached for the 1-kHz maskers. The predicted data are more than 10 dB below the subjective data. This is partly caused by the fixed starting phase of the test tone used to predict the thresholds, but also by the auditory model and the optimal detector. The agreement between the predicted and the subjective data for the 2-kHz maskers is worse. However, the predicted data seems to follow the psychophysically observed trend – increasing difference between the minimal and maximal masking threshold and the shift of the lowest masking threshold as the masker level increases. Shen & Lentz (2009) argued that this shift does not mean a change of the phase curvature of the auditory filters as the level increases\(^1\), but the level dependent broadening of

\[^1\text{Physiological data shows that the level affects the isointensity response phases of the BM (see Fig. 4.2). However, the change of the phase curvature is not as high as would indicate the psychophysical}\]
the amplitude transfer functions of auditory filters. As a results, the off-frequency phase curvature of the auditory filter is involved in masking which decreases magnitude of the auditory filter phase curvature. The shown predicted thresholds support this hypothesis.

4.2.6 Schroeder phase maskers: passive cochlear model

Oxenham & Dau (2004) conducted listening tests with normal-hearing listeners and listeners with sensorineural hearing loss. They measured effects of phase in Schroeder phase maskers. The results showed reduced effects of masker phase in hearing-impaired listeners. This may indicate that the masker phase effects are related to the outer hair cell (OHC) function. This Section shows how the active function of the cochlea, which is in the Nobili et al. cochlear model simulated by the force term, \( f_{\text{OHC}} \), in Eq. (3.1), affects the predicted masker phase effects.

**Stimuli:** The stimuli setting was given by Oxenham & Dau (2004). A test tone with a frequency, \( f_s \), of 1 kHz was used together with a harmonic complex masker with spectral components between 0.4\( f_s \) and 1.6\( f_s \). The fundamental frequency, \( f_0 \), of the masker was 100 Hz. The masker duration was 320 ms and it was ramped on and off with 10-ms raised-cosine ramps. The test tone was temporally centered within the masker and its duration was 260 ms. The masker level was 93 dB SPL. The phases between the individual spectral components of the masker were set by Eq. (4.1) for \( C \) values between -1 and 1 with a step of 0.25. The starting phase of the test tone was set to be equal to the starting phase of the spectral component of the masker at the same frequency as the test tone. This contrasts with the procedure used to get the subjective data in Oxenham & Dau (2004) were the test tone starting phase was set randomly in each trial of the psychophysical experiment. Since no significant effects of the random phase design on the predicted thresholds have been observed, the fixed phase design was used instead in order to decrease the time of the masking threshold predictions (see also Section 4.2.5).

**Procedure of the masking threshold prediction:** The procedure used to predict the masking thresholds was same as in Section 4.2.3 and 4.2.5.

data shown by Shen & Lentz (2009).
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**Figure 4.12:** Masking thresholds in harmonic complex maskers as a function of the masker phase curvature. The left panel shows subjective data reproduced from Oxenham & Dau (2004): diamonds show data for hearing-impaired listener NH1, triangles show data for normal-hearing listener NH3. The right panel shows the predicted masking thresholds obtained by the Nobili et al. cochlear model: diamonds show thresholds for the passive Nobili et al. model, triangles show thresholds for the active Nobili et al. model.

**Results:** Oxenham & Dau (2004) showed reduced masker phase effects in hearing-impaired listeners. Their results for hearing-impaired listener HI1 are shown in the left panel (diamonds) of Fig. 4.12. The left panel (triangles) also shows their results for normal-hearing listener NH3. The masking thresholds are shown as a function of parameter $C$ (masker phase curvature).

The hearing impairment caused by disabled OHCs can be simulated in the Nobili et al. cochlear model by removing the active force term, $f_{OHC}$, in Eq. (3.1). Fig. 4.12 (right panel) shows the effect of the active force term on masking thresholds in harmonic complex maskers (the same stimuli as for the data in the left panel). Diamonds show the masking thresholds predicted by the passive cochlear model (removed force term $f_{OHC}$). Triangles show the masking thresholds predicted by the active cochlear model. The predicted data qualitatively agree with the subjective data. As well as in Section 4.2.5 above, the model predicted masking thresholds more than 10 dB below the subjective thresholds. This can be partly explained by the fixed starting phase of the test tone during the thresholds prediction. However, it must be caused also by the auditory model and the optimal detector. The passive and active model, in agreement with the subjective data, predicted the same masking threshold for the negative Schroeder phase masker ($C = -1$).
4.3 Summary

This Chapter verified the ability of the Nobili et al. cochlear model to simulate physiological data and psychophysical data. In other words, verified the ability of the cochlear model to adequately simulate the function of the cochlea. The physiological data (reproduced from the literature) – isointensity responses, input/output (I/O) functions and impulse responses measured in the cochlea of live mammals – were compared with the responses of the Nobili et al. cochlear model. In the second part of this Chapter, the Nobili et al. cochlear model was extended by signal processing models of inner hair cells (IHCs) and auditory nerve (AN) synapse, and a modulation filterbank. Such created auditory model was then used to predict psychophysically measured masking thresholds (reproduced from the literature) for pure tone and harmonic complex tone maskers.

The responses of the Nobili et al. cochlear model qualitatively agreed with those measured in the live mammalian cochleae. Both – experimental and the Nobili et al. cochlear model – isointensity responses are level dependent. Functions showing the isointensity response magnitudes (amplitude characteristics of cochlear filters) broadens and its peak shifts as the level of the tone bursts used to measure the responses increases. The response magnitudes of the Nobili et al. cochlear model broadens and its peak shifts toward low frequencies also when they are measured in the model outputs with characteristic frequency (CF) below approximately 1.5 kHz. At these CFs, a direction of the peak shift cannot be determined from the mechanical data measured at the basilar membrane (BM) or tectorial membrane (TM) of live mammals (Robles & Ruggero, 2001). The data measured in the AN fibers of the live mammalian cochlea showed that the peak of the response magnitudes does not shift or shifts toward high frequencies at CFs below approximately 1.5 kHz (Cheatham & Dallos, 2001; Anderson et al., 1970; Zinn et al., 2000; Carney et al., 1999). This contradicts the Nobili et al. cochlear model responses. On the other hand, the psychophysical tuning curves measured in humans indicate that the peak of the magnitude responses shifts toward low frequencies even at low CFs (at the apical site of the cochlea) (Lopez-Poveda et al., 2007). This agrees with the responses of the Nobili et al. cochlear model.

Isointensity response phases of the Nobili et al. cochlear model showed qualitatively similar dependency on the level of the tone bursts as the data measured at the BM of live mammals – compare Fig. 4.2 and 4.4.
Input/output (I/O) functions of the Nobili et al. cochlear model are compressively nonlinear when measured using tone bursts with a frequency near the CF of the model output. I/O functions measured using tone bursts with a frequency further away from the CF of the model output are more linear. These results agreed with the observations conducted in the live mammalian cochleae (compare Fig. 4.5 and 4.6).

Impulse responses of the BM and AN were shown to be level near-invariant. This condition places a strong constraint on the active function of the OHCs and contradicts many cochlear models (Shera, 2001). The Nobili et al. cochlear model was shown to fulfill this condition (see Fig. 4.7).

Psychophysically measured tone on tone masking thresholds show upward spread of masking as the masker level increases (Moore et al., 1998). This upward spread of masking was observed also in the masking thresholds predicted by the auditory model with the Nobili et al. cochlear model.

The Nobili et al. cochlear model was also used to predict masking thresholds for harmonic complex maskers. The relative phase between the spectral components of the maskers was manipulated in order to show the phase effects on the masking threshold. The starting phases of the masker spectral components were set according to Eq. (4.1) introduced by Schröeder (1970). Such created “Schröeder phase” maskers may produce masking thresholds differing by more than 20 dB (e.g. Kohlrausch & Sander (1995)). Section 4.2.3 showed the effects of relative phase between the spectral components of the masker on the masking thresholds. Section 4.2.4 used harmonic complex maskers to estimate frequency selectivity of the cochlear model. These experimental results were used to set frequency selectivity of the Nobili et al. cochlear model. Section 4.2.3 showed the effects of level on the masking thresholds for Schroeder phase maskers and Section 4.2.6 showed how the active function of the cochlea affects the effects of phase on the masking thresholds for Schroeder phase maskers.

The auditory model with the Nobili et al. cochlear model predicted the psychophysically observed effects in harmonic complex maskers. Although, an agreement between the model predictions and subjective data (reproduced from the literature) was mostly only qualitative, the results must be looked at in the scope of the fact that not so many cochlear models can predict these effects. As far as the author knows, not many studies showed a cochlear model which could account for the masker phase effects. Such models were, for example, shown by Oxenham & Dau (2001a); Nishimura (2005) and Shen & Lentz (2009). This type of stimuli thus put a strong constraint on cochlear models.
(Oxenham & Dau, 2001a).
Chapter 5

Listening tests

The author of this thesis used the roughness model (described in Chapter 3) to predict the roughness of various types of acoustic stimuli (see Chapter 6). Subjective data of roughness for some of the used acoustic stimuli were reproduced from the literature, the roughness of the remaining stimuli was measured by means of the listening tests conducted within the framework of this thesis. This Chapter describes the listening tests and shows the results.

5.1 Roughness of amplitude-modulated harmonic complexes

5.1.1 Method

Stimuli: The stimuli were harmonic complex tones composed of the first three harmonics ($N = 3$) given by

$$p(t) = [1 + m \cdot \cos(2\pi f_m)] \sum_{n=1}^{N} A(n) \cdot \cos(2\pi n f_0 t),$$  \hspace{1cm} (5.1)

where $f_m$ is the modulation frequency, $m$ is the modulation index, $A(n)$ is the amplitude of the harmonics and $f_0$ is the fundamental frequency of the complexes. The fundamental frequency of the harmonics, $f_0$, was 300 Hz, the modulation frequency, $f_m$, was 30, 40, 50, 60, and 70 Hz, the modulation index, $m$, was set to 0, -3, -6, -9 and -12 dB given...
by the relation $20 \log_{10}(m)$, and the amplitude, $A(n)$, of the first, second and third spectral component was 0, -10 and -20 dB, respectively. The duration of the stimuli was 600 ms and they were ramped on and off with 30-ms raised-cosine ramps. The level of the stimuli was 75 dB SPL. Combinations of the modulation frequencies and the modulation depths led to 25 different stimuli.

**Listeners:** Five experienced listeners – four men, age ranging between 25 and 44 years, including the author – participated in the experiment. The listeners had normal hearing: pure-tone thresholds below 20 dB HL for frequencies between 250 Hz and 8 kHz.

**Procedure and equipment:** The listeners rated the roughness of the stimuli on a discrete scale from 1 to 7 in steps of 1, where 1 was for the lowest and 7 for the highest roughness. All 25 stimuli were presented in random order and the listeners rated each stimulus ten times which gave 250 ratings from each listener. The listeners could hear each stimulus as many times as they desired, assign a roughness rating and then proceed to the next stimulus. The test was conducted on a computer. The stimuli were presented diotically – the same signal to both ears – via Sennheisser HD-600 headphones.

The procedure was inspired by Patel et al. (2012) where listeners rated the roughness of pathological voice samples on a 5 point scale. Here, a 7 point scale was used instead. The reason for this was that the just noticeable difference of roughness corresponds to about 10% change of the modulation index, $m$, of a SAM tone (Fastl & Zwicker, 2007). Five chosen values of the modulation depths (0, -3, -6, -9 and -12 dB) of the SAM complexes should thus cause perceptible changes of the roughness. Moreover, the roughness of the stimuli depends as well on the modulation frequency (Fastl & Zwicker, 2007). Hence, for the SAM complex stimuli, a 5-point scale seemed to be too course.

### 5.1.2 Results

The listeners rated the roughness of each stimulus ten times, but the first two ratings for each stimulus were not taken into account for the final processing of the results. The intrasubject and intersubject reliability was estimated as Cronbach’s alpha calculated from the ratings given by each listener. Cronbach’s alpha calculated from the ratings
5.2 Roughness of synthetic vowels

The synthetic vowels /a/ were generated by the Klatt synthesizer (KLATT, 1980) which was adjusted in order to generate vowels with defined jitter and shimmer. The Klatt synthesizer generates unit impulses which are then filtered by a glottal filter. The temporal positions and amplitudes of the impulses were adjusted which affected jitter.
Listening tests

(Jitt) and shimmer (Shim). The jitter of the generated impulses was calculated by

\[
\text{Jitt}\% = 100 \frac{\frac{1}{N-1} \sum_{n=1}^{N-1} |T_x(n+1) - T_x(n)|}{\frac{1}{N} \sum_{n=1}^{N} T_x(n)},
\]

(5.2)

where \(T_x\) is the time difference between the successive adjacent impulses. The shimmer of the generated impulses was calculated by

\[
\text{Shim}\% = 100 \frac{\frac{1}{N-1} \sum_{n=1}^{N-1} |A_x(n+1) - A_x(n)|}{\frac{1}{N} \sum_{n=1}^{N} A_x(n)},
\]

(5.3)

where \(A_x\) is the amplitude of the impulses.

5.2.1 Method

**Stimuli:** Ten vowels /a/ varying in roughness were generated by means of the Klatt synthesizer (Klatt, 1980). The Klatt synthesizer first generates unit impulses which are then filtered by a glottal filter in order to create a glottal signal. The amplitude of the impulses, \(A_x\) and the time difference between the adjacent impulses, \(T_x\) was manipulated which affected the jitter (Jitt), shimmer (Shim) calculated by Eq. (5.2) and (5.3). Ten vowels /a/ with different roughness were generated. Nine vowels with a frequency of the glottal pulses – fundamental frequency of the vowels – equal to 125 Hz, and one vowel with a fundamental frequency equal to 63 Hz. The duration of the stimuli was 400 ms and it was ramped on and off with 30-ms raised-cosine ramps. The level of the stimuli was 75 dB SPL.

**Listeners:** Four normal-hearing experienced listeners participated in the experiment. Their pure-tone hearing thresholds were within a range of 15 dB HL for frequencies between 250 Hz and 8 kHz. The listeners were men aged between 25 and 36 years. The author was among the listeners.

**Procedure and equipment:** The listeners rated the roughness of the vowels on a discrete 5-point scale from 1 to 5 in steps of 1, where 1 was for the lowest and 5 for the highest roughness. The same scale was used by Patel et al. (2012) to measure the roughness of real pathological voice samples of a sustained vowel /a/. The procedure and equipment were the same as in the previous experiment with SAM complex tones.
(see Section 5.1). The randomly ordered ten stimuli were rated ten times, giving 100 stimuli per the listening test.

Table 5.1: Synthetic vowels /a/

<table>
<thead>
<tr>
<th>stimuli</th>
<th>$f_0$(Hz)</th>
<th>Jitt(%)</th>
<th>Shim(%)</th>
<th>$R_{subj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>s01</td>
<td>125</td>
<td>0</td>
<td>0</td>
<td>1.4</td>
</tr>
<tr>
<td>s02</td>
<td>125</td>
<td>0</td>
<td>9.7</td>
<td>1.5</td>
</tr>
<tr>
<td>s03</td>
<td>125</td>
<td>5</td>
<td>0</td>
<td>1.88</td>
</tr>
<tr>
<td>s04</td>
<td>125</td>
<td>0</td>
<td>20</td>
<td>1.91</td>
</tr>
<tr>
<td>s05</td>
<td>125</td>
<td>0</td>
<td>33.3</td>
<td>2.8</td>
</tr>
<tr>
<td>s06</td>
<td>125</td>
<td>5.1</td>
<td>33.3</td>
<td>3.75</td>
</tr>
<tr>
<td>s07</td>
<td>125</td>
<td>12.5</td>
<td>0</td>
<td>4.05</td>
</tr>
<tr>
<td>s08</td>
<td>125</td>
<td>9.7</td>
<td>33.3</td>
<td>4.05</td>
</tr>
<tr>
<td>s09</td>
<td>125</td>
<td>0</td>
<td>80</td>
<td>4.44</td>
</tr>
<tr>
<td>s10</td>
<td>63</td>
<td>0</td>
<td>0</td>
<td>4.7</td>
</tr>
</tbody>
</table>

5.2.2 Results

Each stimulus was rated ten times, but the first two ratings were, as well as in the previous experiment, not taken into account for the final processing of the results. The intrasubject reliability of the obtained roughness ratings estimated as Cronbach’s alpha was higher than 0.75 with 5% level of significance for all the listeners – the listeners were self-consistent. The intersubject reliability (Cronbach’s alpha) was higher than 0.83 with 5% level of significance which means a good agreement between the ratings from the individual listeners.

Table 5.1 shows the jitter and shimmer calculated by Eq. (5.2) and (5.3) from the generated unit impulses used to synthesize the vowels. The table also shows the subjective roughness (mean values across the listeners), $R_{subj}$, of the vowels. The same data are shown in Fig. 5.2.
5.3 Roughness of real vowels

The same method as in the previous experiment was used to rate the roughness of real pathological voice samples – sustained vowels /a/.

5.3.1 Method

**Stimuli:** 11 real pathological voice samples of a sustained vowel /a/ were used as stimuli. The vowels were extracted from the stimuli recorded from 11 different subjects during the scale singing. The subjects had a pathology affecting their larynx. The stimuli differed in the pitch and in the amount of roughness. The duration of the stimuli was 300 ms and they were ramped on and off with 30-ms raised-cosine ramps. The level of the stimuli was 75 dB SPL.

**Listeners:** Six experienced listeners – men aged between 25 and 36 years, including the author – participated in the experiment. The listeners had normal hearing: pure-tone thresholds below 20 dB hearing level (HL) for frequencies between 250 Hz and 8 kHz.

**Procedure and equipment:** Roughness was rated on a discrete 5-point scale from 1 to 5 in steps of 1, where 1 was for the lowest and 5 for the highest roughness. The same method was used by Patel et al. (2012) estimating the roughness of the same
5.4 Summary

The Chapter described the listening tests conducted by the author within the framework of the thesis. The tests were conducted in order to obtain the roughness ratings for sinusoidally amplitude-modulated (SAM) complex tones, synthetic and real vowels /a/.
The rating method was used in the experiments – listeners rated the roughness on a given discrete scale.
Chapter 6

Prediction of roughness

The roughness model described in Chapter 3 was used to predict roughness of various types of acoustic stimuli. This chapter shows the predicted roughness and compares it with the results of listening tests conducted within the framework of this thesis or reproduced from the literature (Terhardt, 1968, 1974; Kemp, 1982; Aures, 1984; Pressnitzer & McAdams, 1999; Vassilakis, 2005; Vogel, 1975; Miśkiewicz et al., 2006; Fastl & Zwicker, 2007).

6.1 Roughness of sinusoidally amplitude-modulated tones

A sinusoidally amplitude-modulated (SAM) tone is given by

\[ p(t) = A [1 + m \cdot \cos(2\pi f_m t)] \cos(2\pi f_c t), \]

(6.1)

where \( A \) is the amplitude, \( m \) is the modulation index, \( f_m \) is the modulation frequency and \( f_c \) is the tone frequency (carrier frequency). SAM tones have been used in a number of listening tests investigating the dependence of roughness on parameters of SAM tones – modulation and tone frequency, modulation index and level (Fastl & Zwicker, 2007).
6.1.1 Dependence on the modulation frequency

Fig. 6.1 shows the roughness of SAM tones plotted as a function of the modulation frequency: each panel shows data for a SAM tone of a specific frequency given in the upper left corner. The level of the SAM tones was 60 dB SPL. Dashed lines in each panel of Fig. 6.1 show the results of listening tests conducted by AURES (1984) and reproduced from FASTL & ZWICKER (2007). Circles connected by solid lines show the predicted roughness. The level of SAM tones was 60 dB SPL. Its frequency is given in the upper left corner of each panel.

The subjectively estimated roughness of SAM tones was used to design the roughness model. In other words, parameters of the roughness model were set in order to
quantitatively fit the subjective data showing the dependence of roughness of SAM tones on the modulation frequency (see Section 3.2). However, for the SAM tones with a frequency of 125 Hz, 500 Hz, 4 kHz and 8 kHz, the discrepancies between the data are for some of the modulation frequencies larger than the just noticeable roughness difference of 17% (Fastl & Zwicker, 2007).

A very good agreement between the subjective and predicted roughness of SAM tones showed the Daniel and Weber roughness model described by Daniel & Weber (1997). For the SI roughness model, the predicted roughness shown as a function of the modulation frequency also exhibits a bandpass characteristic. However, the data were not directly compared with subjective roughness (Leman, 2000).

6.1.2 Dependence on the modulation index

Results of the listening tests showed that the dependence of roughness on the modulation index, $m$, is given by a power-law

$$R \sim m^p,$$

(6.2)

where the exponent, $p$, varies among different perceptual studies: Terhardt (1968) estimated $p=2$, Vogel (1975) $p=1.5$ and Fastl & Zwicker (2007) $p=1.6$. Fig. 6.2 shows the dependence of roughness of a 1 kHz-SAM tone with a level of 70 dB SPL and a modulation frequency of 70 Hz on the modulation index. Dashed, dash-dot and dotted lines in Fig. 6.2 show the roughness given by the relation $R = 1.36 \cdot m^p$, where $p$ was set to 2, 1.5 and 1.6, respectively. This relation was used by Daniel & Weber (1997). It gives the roughness of 1.36 aspers for $m=1$ which agrees with the subjectively estimated roughness of 100% SAM tone with a frequency of 1 kHz, a level of 70 dB SPL and a modulation frequency of 70 Hz (Terhardt, 1968). Circles connected by the solid line show the predicted roughness. The best agreement between the model predictions and the power-law relations is for the values of $m$ between 0 and 0.8.

The Daniel and Weber roughness model predicted the dependence of roughness on the modulation index in agreement with the subjective data (Daniel & Weber, 1997). Leman (2000) did not show the dependence of the predicted (by the SI roughness model) roughness of SAM tones on the modulation index.
6.1.3 Dependence on the level

The dependence of roughness of SAM tones on the level was measured by Terhardt (1968, 1974) using listening tests. Both studies used the same method. Subjects were presented with a pair of stimuli: the first stimulus with a level of 40 or 60 dB SPL and a modulation index, $m$, of 1; the second stimulus with a level of 80 dB SPL and a modulation index set randomly to a value between 0.2 and 1. The subject’s task was to mark a stimulus with more roughness. The results were then shown as the values of the modulation index of an 80-dB SAM tone which was perceived with the same roughness as 40 and 60-dB SAM tones. Fastl & Zwicker (2007) reproduced the results of Terhardt (1968) and showed them as the relative roughness given by the relation $R_r = 100 \cdot m^{1.6} \%$, where $m$ is the modulation index of an 80-dB SAM tone estimated by Terhardt (1968).

Fig. 6.3 shows the level dependence of roughness of a 100% SAM tone with a frequency of 1 kHz and a modulation frequency of 70 Hz. Squares connected by dashed lines and crosses connected by dash-dot lines show the data reproduced from Terhardt (1968) and Terhardt (1974), respectively. Both sets of the data were measured binaurally. The SAM tone with higher level (80 dB SPL) was placed after the SAM tone with lower level (40 or 60 dB SPL). Plus signs connected by dotted lines show the data measured by Terhardt (1974). The data were measured monaurally. The SAM tone with
6.1 Roughness of sinusoidally amplitude-modulated tones

Figure 6.3: Dependence of roughness of a 100% SAM tone with a frequency of 1 kHz on the level. Squares connected by dashed lines, crosses connected by dash-dot lines, plus signs connected by dotted lines and triangles show the subjective data reproduced from Terhardt (1968, 1974). Circles connected by solid lines show the predicted roughness. The data are shown as the relative roughness to the roughness of a SAM tone with a level of 80 dB SPL.

higher level was placed randomly in one of the two intervals. Triangles show the data measured by Terhardt (1974). The data were measured monaurally. The SAM tone with higher level was placed before the SAM tone with lower level. All of the subjective data were in the mentioned studies shown as the values of the modulation index of an 80-dB SAM tone. Fig. 6.3 shows the data as the relative roughness calculated using the aforementioned relation given by Fastl & Zwicker (2007) – \( R_r = 100 \cdot m^{1.6} \).

The predicted roughness is shown in Fig. 6.3 as open circles connected by solid lines. The data are shown as the relative roughness to the predicted roughness of the 80-dB SAM tone. The predicted roughness increases approximately three times for the 40-dB level increment which agrees with the subjective data (squares and crosses in Fig. 6.3). However, the highest increase of the predicted roughness is for the stimuli with levels between 40 and 60 dB SPL, which is not the case for the subjective data shown as squares and crosses.

The Daniel and Weber model predicted the dependence of roughness on the level of SAM tones in agreement with the data measured by Terhardt (1968). The predicted roughness showed approximately threefold increase of the roughness when the SAM tone level was increased from 40 to 80 dB SPL (Daniel & Weber, 1997). Leman (2000) did not show the level dependence of roughness predicted by the SI roughness
6.2 Roughness of two tone stimuli

This Section shows the predicted and subjective roughness of two tone stimuli (dyads). The dyads were composed of pure tones and harmonic complex tones.

6.2.1 Pure tone dyads

Pure-tone dyads are the stimuli composed of two added pure tones as is given by

\[ p(t) = A_1 \cos(2\pi f_1 t) + A_2 \cos(2\pi f_2 t), \quad (6.3) \]

where \( A_1 \) and \( A_2 \) are the amplitudes, and \( f_1 \) and \( f_2 \) are the frequencies of the pure tones.

Miśkiewicz et al. (2006) conducted listening tests to measure the roughness of pure tone dyads: circles connected by dashed lines in Fig. 6.4 show the results of the listening tests. Miśkiewicz et al. (2006) measured the roughness by the method of magnitude estimation. The listeners assigned a number to the perceived stimulus according to its roughness. Each panel in Fig. 6.4 shows the roughness of pure tone dyads with a specific center frequency (given in the upper left corner), abscissa shows the beat rate which equals the frequency difference between the tones. The roughness was measured using pure tone dyads with a center frequency of 0.125, 0.25, 0.5, 1, 2, and 4 kHz and a level of 67, 56, 49, 46, 50, 48, and 43 dB SPL, respectively.

Squares connected by solid lines in Fig. 6.4 show the predicted roughness. The data were scaled to give the maximal predicted roughness of 1 for values in the respective panels. The predicted roughness, as well as the subjective roughness, exhibits a bandpass characteristic with maximum which shifts to higher frequencies as the dyad center frequency increases. However, the predicted and the subjective roughness differs especially for higher beat rates. The best agreement between the predicted and the subjective data was reached for the dyad with a center frequency of 1 kHz.

6.2 Roughness of two tone stimuli

Figure 6.4: Roughness of two tone stimuli composed of pure tones as a function of the frequency difference. Circles connected by dashed lines show the subjective data reproduced from Miśkiewicz et al. (2006). Squares connected by solid lines show the predicted roughness. The center frequency of the pure tone dyads is given in the upper left corner of each panel, the level of the stimuli was 67, 56, 49, 46, 50, 48, and 43 dB SPL, respectively for increasing values of the center frequencies.

model and the SI roughness model, respectively.

6.2.2 Dyads of harmonic complex tones – intervals of the chromatic scale

Vassilakis (2005) conducted listening tests to measure the roughness of dyads composed of two harmonic complexes with fundamental frequencies set to create the intervals of
the chromatic scale. The dyads were given by

$$p(t) = \sum_{n=1}^{N} \frac{A_n}{n} \cos(2\pi n f_{0_1} t) + \sum_{n=1}^{N} \frac{A_n}{n} \cos(2\pi n f_{0_2} t),$$ (6.4)

where $A$ is the amplitude of the first spectral component in each harmonic complexes; $f_{0_1}$ and $f_{0_2}$ are the fundamental frequencies of the first and the second harmonic complexes, respectively; and $N$ is the number of harmonics which was set to 6. The fundamental frequency of the lower harmonic complexes, $f_{0_1}$, was set to middle C (C4, fundamental frequency 256 Hz, equal temperament). The level of the dyads was 75 dB SPL.

Ten listeners rated the roughness of the dyads on a continuous scale ranging from 0 (not rough) to 42 (rough) (Vassilakis, 2005). Fig. 6.5 (circles connected by dashed lines) shows the mean values and the standard deviations of the roughness ratings calculated across responses from ten listeners. The abscissa shows a frequency of the higher tone in the dyads. The predicted roughness of the dyads is shown as squares connected by solid lines. The predicted data were normalized by its maximal value and then scaled by the maximal value of the subjective roughness in order to visualize the predicted and the subjective data in the same graph. The predicted data agree with the subjective data: Spearman’s correlation coefficient $r = 0.92, p = 0$; Pearson’s correlation coefficient $r = 0.94, p = 1.5 \cdot 10^{-6}$.
Vencovský (2014c) processed the dyads composed of harmonic complex tones by the Daniel and Weber roughness model (Daniel & Weber, 1997) and the SI roughness model (Leman, 2000). The Daniel and Weber roughness model was implemented in the PsySound3 sound analyses software (PsySound3, 2008) and the SI roughness model in the IPEM toolbox (IPEM, 2003). The roughness predicted using the Daniel and Weber model did not agree well with the subjective data: Spearman’s correlation coefficient \( r = 0.224, p = 0.46 \); Pearson’s correlation coefficient \( r = 0.649, p = 0.016 \). The roughness predicted using the SI roughness model gave better predictions than the Daniel and Weber roughness model. However the agreement was worse than for the presented roughness model: Spearman’s correlation coefficient: \( r = 0.852, p = 3.4 \cdot 10^{-5} \); Pearson’s correlation coefficient: \( r = 0.846, p = 2.7 \cdot 10^{-4} \).

### 6.3 Roughness of stimuli with envelopes that are not sinusoidal

Mathes & Miller (1947) showed that the stimuli with equal amplitude spectrum and different phase spectrum can have different roughness. This phenomenon was then later studied by Pressnitzer & McAdams (1999) with stimuli whose time envelopes were not sinusoidal – pseudo amplitude-modulated (pAM) tones and stimuli with asymmetrical temporal envelopes. Pressnitzer & McAdams (1999) conducted listening tests to measure the roughness of these stimuli and then analyzed the stimuli of different roughness by a time-domain model of cochlear frequency selectivity. They showed that the stimuli of different roughness may have equal root mean square (RMS) values but different shape of the signal envelope after cochlear filtration. Therefore they advised that the shape of the envelope should be taken into account when the roughness is predicted. The roughness model described in this thesis allows to take into account the shape of the envelope after auditory filtering.

#### 6.3.1 Pseudo amplitude-modulated tones

A 100% SAM tone modulated with modulation frequency \( f_m \) is composed of three spectral components: the central component with frequency \( f_c \) (frequency of the modulated tone) and amplitude \( A \); and two side components with frequencies \( f_c - f_m \) and \( f_c + f_m \), and amplitudes equal to \( A/2 \). Setting the starting phases of the side
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components to zero and adjusting the starting phase of the central component, \( \phi \), creates so called pseudo amplitude-modulated (pAM) tones. The pAM tones are thus given by

\[
p(t) = A \cos(2\pi f_c t + \phi) + \frac{A}{2} \cos[2\pi (f_c \pm f_m) t].
\] (6.5)

If \( \phi \) is nonzero, the time waveform envelope of the pAM tone is not sinusoidal. If \( \phi \) of two pAM tones is opposite (e.g. \(-\pi/6\) and \(\pi/6\)), the pAM tones have the same waveform envelope but different temporal fine structure (Pressnitzer & McAdams, 1999).

Pressnitzer & McAdams (1999) conducted listening tests to estimate the roughness of pAM tones. They presented the listeners with a pair of stimuli and asked them to judge which stimulus has more roughness. Pressnitzer & McAdams (1999) then transformed the judgments into a linear interval scale of the roughness by means of the Bradley-Terry-Luce (BTL) method (David, 1988). The standard deviations of the roughness data were estimated by the bootstrap technique (Pressnitzer & McAdams, 1999). Fig. 6.6 (the panels with gray lines) shows the results of the listening test. Each panel shows roughness of a pAM tone with frequency \( f_c \) and modulation frequency \( f_m \) given in the upper right corner. The roughness is shown as a function of the starting phase absolute value, \(|\phi|\): circles connected by solid lines show the roughness of pAM tones with negative values of \( \phi \); and crosses connected by dashed lines show the roughness of pAM tones with positive values of \( \phi \).

The predicted roughness is shown in Fig. 6.6 as black lines and symbols: the panels show the roughness of pAM tones with the same parameters as had the pAM tones used to get the subjective data plotted in the panels above them. The predicted roughness was, in order to better visualize the data, normalized by the maximal value of the data for each panel such that the individual data are not higher than 1. Since the subjective roughness data are on an interval scale and the predicted roughness data on a ratio scale, the subjective and predicted roughness cannot be compared neither quantitatively nor qualitatively. Instead of that, the data can be compared as ranking scale data. In other words, only the agreement in ranking of the data is important. The roughness model is sensitive to the phase changes between the spectral components of the pAM tones. The predicted data show the same tendency as the subjective data – decrease of the roughness difference for positive and negative value of \( \phi \) at frequencies \( f_c \) above 1 kHz. However, there are also discrepancies between the subjective and predicted data: the most obvious are at \( f_c \) of 125 Hz and 500 Hz, where the roughness model predicted higher roughness for \( \phi = -\pi/6 \) than for \( \phi = +\pi/3 \).
Figure 6.6: Subjective and predicted roughness of pAM tones as a function of the starting phase absolute value, $|\phi|$, (dashed and solid lines show the data for negative and positive values of $\phi$, respectively). The subjective data plotted as gray lines and markers were reproduced from Pressnitzer & McAdams (1999). The predicted roughness is plotted as black lines and markers. The predicted data shown in each panel were normalized by its maximal value. The frequency and the modulation frequency of each pAM tone is shown in the upper right corner of the panels showing the subjective data. The predicted data shown in the panels were obtained for the pAM tones of the same parameters as had the pAM tones used to measure the subjective data in the panels placed above them.
The roughness model is sensitive to the phase of the spectral components mainly because of the algorithms used in the central stage (see Chapter 3). The rising parts of the envelope of the tones with the positive \( \phi \) values processed by the peripheral stage of the roughness model are shorter than in the case of the negative \( \phi \) values. The central stage thus estimates higher value of \( F_{\text{sat}} \) parameter (see Eq. (3.20) in Chapter 3) and, in turn, predicts more roughness. The similar observation was done by Pressnitzer & McAdams (1999) after they processed the pAM tones by a model of cochlear frequency selectivity.

The Daniel and Weber roughness model and SI roughness model cannot account for the effect of the sign of \( \phi \) on the roughness of pAM tones (Kohlrausch et al., 2005; Leman, 2000).

### 6.3.2 Sawtooth and reversed stimuli

Pressnitzer & McAdams (1999) showed the effect of the shape of the waveform envelope on the perceived roughness of so called “sawtooth” and “reversed” stimuli (also called “ramped” and “damped”, respectively). The “sawtooth” stimuli are amplitude-modulated tones given by

\[
p_{st}(t) = \left( 1 + m \frac{E_{st}(t)}{\max\{E_{st}(t)\}} \right) \cos \left( 2\pi f_c t - \frac{\pi}{2} \right),
\]

where \( f_c \) is the frequency of the stimuli, \( m \) is the modulation index and \( E_{st}(t) \) is the modulation signal which is a harmonic complex tone given by

\[
E_{st}(t) = \sum_{n=1}^{N} \frac{1}{n} \cos \left( 2\pi n f_m t - \frac{\pi}{2} \right),
\]

where \( f_m \) is the modulation frequency and \( N \) is the number of harmonics. The value of \( N \) is set to fulfill the condition \( N \cdot f_m \leq 0.5B(f_c) \), where \( B(f_c) \) is the psychophysically estimated equivalent rectangular bandwidth (ERB) of the cochlear filter with a characteristic frequency equal to \( f_c \) given by Eq. (3.4). The equation was taken from Moore & Glasberg (1996). The condition ensures that the spectral components of the harmonic complex tone \( E_{st} \) are within a range of one critical band. The “reversed” stimuli are time reversals of the “sawtooth” stimuli and can be created by inverting a sign of the phase shift in the argument of the cosine functions in Eq. (6.6) and Eq. (6.7) to \(+\pi/2\).
Fig. 6.7 shows the roughness of the “sawtooth” (crosses connected by dashed lines) and “reversed” (circles connected by solid lines) stimuli as a function of the modulation index, \( m \). The subjective data reproduced from Pressnitzer & McAdams (1999) are shown as gray lines and markers in the top panels. The data were obtained by means the method of pair wise comparisons and the BTL method – the same method as for the pAM tones (Pressnitzer & McAdams, 1999). The panels in the bottom row show the normalized predicted roughness. The predicted roughness data were normalized such that the plotted data in each panel are not higher than 1. The subjective and predicted roughness data in the left panels of Fig. 6.7 show the roughness of the stimuli with \( f_m = 70 \) Hz, \( f_c = 2.5 \) kHz and \( N = 2 \) (the left panels); and \( f_c = 5 \) kHz, \( f_m = 70 \) Hz and \( N = 4 \) (right panels). The level of the stimuli was 60 dB SPL.
The results show that the roughness model can account for the effect of the shape of the waveform envelope. However, the “sawtooth” stimulus with frequency $f_c = 5$ kHz and $m = 0.8$ was perceived to be less rough than the “reversed” stimulus with $m = 0.4$. The same discrepancy is between the subjective and predicted data for the stimuli with $f_c = 2.5$ kHz where the “sawtooth” stimulus with $m = 0.8$ was perceived to be less rough than the “reversed” stimulus with $m = 0.6$.

The Daniel and Weber roughness model (Daniel & Weber, 1997) and the SI roughness model (Leman, 2000) cannot account for the effect of the shape of the waveform envelope on roughness (Kohlrausch et al., 2005; Leman, 2000).

### 6.4 Roughness of frequency-modulated tones

Sinusoidally frequency-modulated (SFM) tones are given by

$$p(t) = A \cdot \sin \left[ 2\pi f_c t - \frac{\Delta f}{f_m} \cos(2\pi f_m t) \right], \quad (6.8)$$

where $A$ is the amplitude, $f_c$ is the tone frequency, $\Delta f$ is the frequency deviation and $f_m$ is the modulation frequency. Kemp (1982) conducted listening tests to estimate the roughness of SFM tones: he measured the dependence of roughness of SFM tones on the modulation frequency, $f_m$, and on the frequency deviation, $\Delta f$. The roughness was measured by the method of magnitude estimation. A pair of stimuli, a standard and a comparison – stimulus under test – was presented to a listener. The listener was given a number reflecting the roughness of the standard and was asked to assign a number reflecting the roughness of the comparison relative to the roughness of the standard (Kemp, 1982).

#### 6.4.1 Dependence on the modulation frequency

Fig. 6.8 shows the roughness of SFM tones as a function of the modulation frequency, $f_m$. Circles connected by dashed lines show the medians and quartiles of the listening test results reproduced from Fig. 1 in Kemp (1982). Kemp (1982) measured the roughness by the method of magnitude estimation with a SFM tone at a frequency of 1.6 kHz, a modulation frequency of 70 Hz, a frequency deviation of 800 Hz and a level of 60 dB SPL used as a standard. Squares connected by solid lines show the predicted
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Figure 6.8: Dependence of roughness of SFM tones on the modulation frequency, $f_m$. Crosses connected by dashed lines show medians and quartiles of the subjective data reproduced from Kemp (1982). Circles connected by solid lines show the roughness predicted by the roughness model. The frequency of the SFM tones was 1.6 kHz, the modulation index, $\Delta f$, was 800 Hz and its level was 60 dB SPL. The data are shown as the relative roughness to the roughness of the SFM tone with a modulation frequency of 70 Hz.

The dependence of roughness of the SFM tones on the modulation frequency exhibits a bandpass characteristic. This is similar to the dependence of roughness of SAM tones and SAM noise stimuli on the modulation frequency (Fastl & Zwicker, 2007). The comparable bandpass characteristic shows also the predicted roughness: the subjective and predicted data agree within a range of quartiles.

The Daniel and Weber roughness model predicted the dependence of roughness on the modulation frequency for SFM tones in agreement with the subjective data (Daniel & Weber, 1997). Leman (2000) did not show the SI roughness model performance using SFM tones.
6.4.2 Dependence on the frequency deviation

Fig. 6.9 shows the dependence of roughness of SFM tones on the frequency deviation (modulation index), \( \Delta f \). Circles connected by dashed lines show medians and quartiles of the subjective data reproduced from Kemp (1982). Kemp (1982) used the method of magnitude estimation with a 100% SAM tone at a frequency of 1.6 kHz, a modulation frequency of 70 Hz and a level of 60 dB SPL used as a standard. The predicted roughness of the SFM tones is shown in Fig. 6.9 as squares connected by solid lines. Both, subjective and predicted, data show the relative roughness to the roughness of a SFM tone with a frequency deviation, \( \Delta f \), of 800 Hz. The SFM tones had a frequency, \( f_c \), of 1.6 kHz, a level of 60 dB SPL and a modulation frequency, \( f_m \), of 70 Hz.

The subjective roughness of SFM tones increases as the frequency deviation, \( \Delta f \), increases. The similar increase shows the predicted roughness. However, qualitative agreement between the predicted and the subjective data is only for the frequency deviations up to 800 Hz. The predicted roughness for \( \Delta f > 800 \) Hz decreases as \( \Delta f \) increases. For the highest values of \( \Delta f \), the predicted roughness is out of the range of
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quartiles of the subjective roughness.


6.5 Roughness of unmodulated bandpass noise

Aures (1985) conducted listening tests to estimate the roughness of unmodulated bandpass noise stimuli of various bandwidths and center frequencies. He used the method of adjustment. The listener’s task was to adjust the modulation index of a SAM tone with a frequency of 1 kHz, a level of 70 dB SPL and a modulation frequency of 70 Hz in order to set the perceived roughness of the SAM tone to be equal to the perceived roughness of unmodulated bandpass noise (stimuli under test). The level of the unmodulated bandpass noise was 70 dB SPL. Aures (1985) (Fig. 6) expressed the obtained data – the values of the modulation index of the 1-kHz SAM tone – as a function of the bandwidth of unmodulated bandpass noise. Daniel & Weber (1997) transformed these data to aspers by the relation \( R = 1.36 \cdot m^{1.6} \), where \( m \) is the measured modulation index (reproduced from Aures (1985)) of the 1-kHz SAM tone.

Fig. 6.10 shows the roughness of unmodulated bandpass noise stimuli. Circles connected by dashed lines show the medians and quartiles of the subjective roughness reproduced from Daniel & Weber (1997). Squares connected by solid lines show the medians and quartiles of the predicted roughness. The data were predicted from ten realizations of each stimulus. Each panel shows the roughness of unmodulated bandpass noise of a specific center frequency (given in the upper part of each panel) – of 0.25, 1 and 4 kHz. The level of the unmodulated bandpass noises was 60 dB SPL and the bandwidth is shown in the abscissa of the graphs. A good agreement between the subjective and predicted data was reached only for the 4-kHz bandpass noise (see the bottom panel of Fig. 6.10). Since a lot of natural sounds contain noise, this issue should be studied in the future research.

The Daniel and Weber roughness model predicted the roughness of the unmodulated bandpass noise in a good agreement with the subjective data (Daniel & Weber, 1997). Leman (2000) did not show the SI roughness model performance for these stimuli.
6.6 Roughness of sinusoidally amplitude-modulated harmonic complexes

The author of this thesis conducted listening tests to measure the roughness of sinusoidally amplitude-modulated (SAM) complex tones (see Section 5.1 in Chapter 5). The SAM complexes described in Section 5.1 are in this Section processed by the roughness model and the predicted roughness is compared with the listening test results shown in Fig. 5.1, Section 5.1.

Fig. 6.11 shows the mean values and standard deviations of the roughness ratings across all listeners – the same data as in Fig. 5.1. The data are plotted as a function of the predicted roughness in aspers. The predicted roughness data are in a good agreement with the subjective roughness data: Spearman’s correlation coefficient
Figure 6.11: Mean values of the subjective ratings of the roughness of sinusoidally amplitude-modulated (SAM) harmonic complex tones as a function of the predicted roughness in aspers. The subjective roughness ratings were obtained by the listening test described in Section 5.1, Chapter 5.

\[ r = 0.98, p = 2.45 \cdot 10^{-18}; \text{ and Pearson’s correlation coefficient } r = 0.95, p = 2.1 \cdot 10^{-13}. \]

Vencovský (2014c) processed the SAM complex tones by the Daniel and Weber roughness model (Daniel & Weber, 1997) and the SI roughness model (Leman, 2000). The Daniel and Weber roughness model was implemented in the PsySound3 sound analyses software (PsySound3, 2008) and the SI roughness model in the IPEM toolbox (IPEM, 2003). Both models process acoustic stimuli and predict the roughness of signals in short time frames. Medians over the time frames were calculated and taken as the resulting roughness of each stimulus (Vencovský, 2014c). The roughness predicted by both roughness models did agree very well with the subjective data. For the Daniel and Weber roughness model: Spearman’s correlation coefficient \( r = 0.961, p = 2.3 \cdot 10^{-14}; \) Pearson’s correlation coefficient \( r = 0.863, p = 2.8 \cdot 10^{-14}. \) For the SI roughness model: Spearman’s correlation coefficient: \( r = 0.977, p = 6.2 \cdot 10^{-18}; \) Pearson’s correlation coefficient: \( r = 0.956, p = 9.4 \cdot 10^{-14}. \)

### 6.7 Roughness of synthetic vowels

Section 5.2 in Chapter 5 describes a listening test and its results which represent the roughness of synthetic vowels /a/ generated by the Klatt synthesizer (KLATT, 1980). The subjective roughness of the synthetic vowels /a/ is in this Section compared with
Prediction of roughness

Table 6.1 shows the jitter (Jitt) and shimmer (Shim) calculated from the generated unit impulses used to synthesize the vowels (see Section 5.2); the subjective roughness, $R_{\text{subj}}$, (calculated as the mean values across the listeners ratings); and the predicted roughness, $R_{\text{pred}}$, of the vowels. The predicted roughness is shown in aspers. The mean values of the subjective ratings across the listeners together with the standard deviations are shown in Fig. 6.12. The data are plotted as a function of the predicted roughness in aspers. The predicted roughness is in a good agreement with the subjective data: Spearman’s correlation coefficient $r = 0.94$, $p = 4.5 \cdot 10^{-5}$; and Pearson’s correlation coefficient $r = 0.65$, $p = 0.04$.

The author processed the synthetic vowels by the Daniel and Weber roughness model (Daniel & Weber, 1997) and the SI roughness model (Leman, 2000). The Daniel and Weber roughness model was implemented in the PsySound3 sound analyses software (PsySound3, 2008) and the SI roughness model in the IPEM toolbox (IPEM, 2003). The stimuli were processed in the same way as is given above in Section 6.6. The agreement between the predicted and subjective data was worse than for the roughness model described in the thesis. For the Daniel and Weber roughness model: Spearman’s correlation coefficient $r = 0.63$, $p = 0.051$; Pearson’s correlation coefficient $r = 0.594$, $p = 0.07$. For the SI roughness model: Spearman’s correlation coefficient: $r = 0.839$, $p = 2.4 \cdot 10^{-3}$; Pearson’s correlation coefficient: $r = 0.754$, $p = 0.01$. 

Figure 6.12: Mean values and standard deviations of the subjective ratings of roughness of synthetic vowels /a/ plotted as a function of the predicted roughness. The subjective roughness ratings were obtained by the listening test described in Section 5.2, Chapter 5.
### 6.8 Roughness of real vowels

Section 5.3 in Chapter 5 describes a listening test and its results – the roughness of real vowels /a/ recorded during scale signing from subjects with pathology on their larynx. The subjective roughness of real vowels /a/ is compared with the predictions of the roughness model. Details about the stimuli (real vowels /a/) are given in Section 5.3.

Fig. 6.13 shows the mean values and standard deviations from the mean of the subjective roughness ratings, $R_{\text{subj}}$, as a function of the predicted roughness, $R_{\text{pred}}$, in aspers. The agreement between the subjective and the predicted data is poor: Spearman’s correlation coefficient $r = 0.63$, $p = 0.03$; and Pearson’s correlation coefficient $r = 0.52$, $p = 0.08$.

One possible explanation for the poor performance of the roughness model could be that the voice samples were not only rough but also breathy. Speech synthesizers, for example (KLATT, 1980), simulates breathiness by addition of the noise to the generated glottal signal. Section 6.5 showed that the roughness model performs poor for the unmodulated bandpass noise stimuli. Hence, a listening test which gave the ratings of breathiness of the real vowels was conducted.

The listening test was conducted with four normal hearing (pure tone thresholds within...
a range of 15 dB HL between 0.25 and 8 kHz) experienced listeners aged between 26 and 37 years – men, including the author. The procedure and equipment was same as for the roughness listening test (see Section 5.3). The listeners were asked to rate breathiness on a 5-point discrete scale: 1 for the lowest breathiness, 5 for the highest breathiness. Each stimulus was rated ten times giving 110 ratings per the test. The stimuli were presented in random order. Intrasubject reliability was estimated by Cronbach’s alpha. It was for all the listeners higher than 0.807 with 5% level of significance. Intersubject reliability estimated as Cronbach’s alpha was 0.854 with 5% level of significance. The breathiness data are, together with the subjective and predicted roughness data, summarized in Table 6.2.

Fig. 6.14 shows the subjective roughness ratings as a function of the predicted roughness ratings (same as in Fig. 6.13) – only the stimuli with breathiness below 3 were taken into account. This improved the model performance: Spearman’s correlation coefficient $r = 0.79, p = 0.48$; and Pearson’s correlation coefficient $r = 0.67, p = 0.1$. Breathiness of the stimuli $s_{09}$ and $s_{11}$ was 2.44 and 2.59, respectively. It is very close to the chosen threshold of 3. Excluding these two stimuli would further improve the agreement between the predicted and the subjective roughness of the real vowels.

These results support the previous observations about the poor performance of the roughness model for noise stimuli. The central stage of the model calculates cross-correlation coefficients between the signals in the individual channels of the central stage. This was inspired by the Daniel and Weber roughness model where it helped to
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Table 6.2: Subjective and predicted roughness of real vowels /a/

<table>
<thead>
<tr>
<th>stimuli</th>
<th>R_{subj}</th>
<th>R_{pred. (asper)}</th>
<th>subj. breathiness</th>
</tr>
</thead>
<tbody>
<tr>
<td>s_{01}</td>
<td>1.10</td>
<td>0.18</td>
<td>1.19</td>
</tr>
<tr>
<td>s_{02}</td>
<td>1.21</td>
<td>0.19</td>
<td>1.06</td>
</tr>
<tr>
<td>s_{03}</td>
<td>1.50</td>
<td>0.18</td>
<td>3.31</td>
</tr>
<tr>
<td>s_{04}</td>
<td>1.69</td>
<td>0.26</td>
<td>1.91</td>
</tr>
<tr>
<td>s_{05}</td>
<td>1.83</td>
<td>0.30</td>
<td>2.15</td>
</tr>
<tr>
<td>s_{06}</td>
<td>2.25</td>
<td>0.37</td>
<td>1.50</td>
</tr>
<tr>
<td>s_{07}</td>
<td>2.58</td>
<td>0.21</td>
<td>3.41</td>
</tr>
<tr>
<td>s_{08}</td>
<td>3.17</td>
<td>0.29</td>
<td>4.28</td>
</tr>
<tr>
<td>s_{09}</td>
<td>3.69</td>
<td>0.25</td>
<td>2.44</td>
</tr>
<tr>
<td>s_{10}</td>
<td>4.29</td>
<td>0.21</td>
<td>4</td>
</tr>
<tr>
<td>s_{11}</td>
<td>4.56</td>
<td>0.39</td>
<td>2.59</td>
</tr>
<tr>
<td>s_{12}</td>
<td>4.63</td>
<td>0.33</td>
<td>4.15</td>
</tr>
</tbody>
</table>

improve the model performance for unmodulated noise stimuli (Daniel & Weber, 1997). Another possible explanation for the poor model performance could be in the used method of the roughness listening test – rating listening test (see Section 5.3). Patel et al. (2012) described a different method to measure the roughness of voice stimuli, the method of adjustment. They compared the roughness ratings obtained by the method of adjustment and by the rating method and found differences. This may also contribute to the differences between the model predictions and the subjective data.

Vencovský (2014c) processed the real vowels /a/ by the Daniel and Weber roughness model (Daniel & Weber, 1997) and the SI roughness model (Leman, 2000). The Daniel and Weber roughness model was implemented in the PsySound3 sound analyses software (PsySound3, 2008) and the SI roughness model in the IPEM toolbox (IPEM, 2003). The roughness predicted using the Daniel and Weber roughness model did not agree well with the subjective data for all 11 vowels: Spearman’s correlation coefficient $r = -0.077, p = 817$, Pearson’s correlation coefficient $r = 0.114, p = 0.725$. The roughness predicted using the SI roughness model quite agreed with the subjective data for all 11 stimuli: Spearman’s correlation coefficient: $r = 0.727, p = 4.9 \cdot 10^{-3}$, Pearson’s correlation coefficient: $r = 0.680, p = 0.011$. 
6.9 Summary

The roughness model described in Chapter 3 was used to predict the roughness of sinusoidally amplitude-modulated (SAM) tones; two tone stimuli (dyads) composed of pure-tones and harmonic complex tones; stimuli with envelopes that are not sinusoidal – pseudo amplitude-modulated (pAM) tones and stimuli with asymmetrical temporal envelopes; sinusoidally frequency-modulated (SFM) tones; unmodulated broadband noise; SAM complex tones; synthetic vowels; and real vowels. Results of listening tests conducted to measure the roughness of these stimuli were reproduced from the literature (Terhardt, 1968, 1974; Vogel, 1975; Kemp, 1982; Aures, 1985; Pressnitzer & McAdams, 1999; Vassilakis, 2005; Miśkiewicz et al., 2006; Fastl & Zwicker, 2007) or obtained by means of the listening tests conducted within the framework of the thesis – for SAM complexes, synthetic and real vowels (see Chapter 5).

The predicted roughness agreed with the subjective data for most of the used stimuli. A very good agreement was shown between the predicted and subjective roughness data showing: the dependence of roughness of SAM tones and SFM tones on the modulation frequency (see Fig. 6.1 and Fig.6.8, respectively); the dependence of roughness of SAM tones on the modulation index (see Fig. 6.2); the dependence of roughness of dyads (composed of harmonic complex tones) on the frequency difference between the tones (see Fig. 6.5); the dependence of roughness of pAM tones on the relative phase between

Figure 6.14: Mean values and standard deviations of the subjective ratings of roughness of real vowels /a/ (chosen subset of the stimuli with lowest breathiness) as a function of the predicted roughness. The predicted roughness is shown as the relative roughness to the roughness of 100% SAM tone with a frequency of 1 kHz, a level of 60 dB SPL and a modulation frequency of 70 Hz.
the spectral components (see Fig. 6.6); roughness of SAM harmonic complex tones (see Fig. 6.11); and roughness of synthetic vowels /a/ (see Fig. 6.12). The advantage of the described roughness model in comparison with the roughness models known to the author is that it accounts for the roughness of stimuli with envelopes that are not sinusoidal – pAM tones and stimuli with asymmetrical temporal envelopes (see Section 6.3). Beside this, the roughness model was shown to perform better than the Daniel and Weber roughness model (DANIEL & WEBER, 1997) and the SI roughness model (LEMAN, 2000) for two harmonic complex tones (see Section 6.2.2 and also VENCOVSKÝ (2014c)) and synthetic vowels /a/ (see Section 6.7).

The roughness model performed poor for unmodulated bandpass noise stimuli (see Section 6.5) and for real vowels /a/ (see Section 6.8). Section 6.8 showed that the additional listening test revealed that some of the real voice samples are breathy. If only the stimuli rated on the lower half of the breathiness scale are used, the roughness model performs better (see Fig. 6.14). Speech synthesizers (e.g. KLATT (1980)) add noise to the glottal signal in order to simulate breathiness. This together with the poor model performance for unmodulated bandpass noise stimuli indicates that the roughness model performs poor for stimuli with added noise. The central stage of the roughness model calculates crosscorrelation coefficients between the signals in the individual channels (see Section 3.2). This was inspired by the Daniel and Weber roughness model which performed very well for unmodulated bandpass noise stimuli (DANIEL & WEBER, 1997). However, the Daniel and Weber roughness model performed poor for the real vowels /a/ – see Section 6.8 and VENCOVSKÝ (2014c). It is also possible that the rating listening test used to measure the roughness of the real vowels (see Section 5.3) is not suitable for this type of stimuli. PATEL et al. (2012) used the rating listening test and the method of adjustment to measure the roughness of real vowels. The results obtained using both methods were different.
Chapter 7

Conclusion

7.1 General discussion

This thesis described a new roughness model. The roughness model was used to predict roughness of a large number of various types of acoustic stimuli. The predicted roughness was compared with results of listening tests (reproduced from the literature or conducted within the framework of the thesis).

The designed roughness model (Chapter 3) is composed of two successive stages: a peripheral stage and a central stage. The peripheral stage simulates the function of the peripheral ear: outer-/middle-ear, cochlear mechanics, inner hair cells and auditory nerve synapse. The algorithms simulating the function of the individual parts of the peripheral ear were adapted from the literature and composed into one model. The central stage predicts roughness from the stimuli processed by the peripheral stage. It employs algorithms designed within the framework of this thesis.

The peripheral stage of the roughness model simulates the limited frequency resolution of the peripheral ear. This is important for the prediction of roughness. The limited frequency resolution of the peripheral stage is accounted for by a model of the basilar membrane (BM) response and cochlear hydrodynamics designed by Mammano & Nobili (1993); Nobili & Mammano (1996) and Nobili et al. (2003). Specifically, the model variant with realistic parameters and dimensions of the human cochlea was used (Nobili et al., 2003). The model is in this thesis called the Nobili et al. cochlear model.
The Nobili et al. cochlear model is a physical model which can simulate otoacoustic emissions (Nobili et al., 2003). This thesis verified the ability of the Nobili et al. cochlear model to account for physiological and psychophysical data (Chapter 4). This thesis showed that the cochlear model is, in agreement with the experimental data observed in the mammalian cochlea, active, isointensity responses of the model are level dependent, input/output (I/O) function of the responses are compressively nonlinear and impulse responses are level near-invariant. Moreover, the cochlear model was verified also using the subjective data from masking experiments with pure tone and harmonic complex tone maskers. The masking data for harmonic complex maskers showing the frequency selectivity of the human hearing system were used to adjust the parameters affecting the frequency selectivity of the cochlear model. The model qualitatively accounted for the phenomena observed with pure tone and harmonic complex maskers: the upward spread of masking observed with pure tone maskers; the phase effects observed with harmonic complex (Schroeder phase) maskers; and the level effects observed with Schroeder phase maskers. These physiological and psychophysical phenomena were chosen since it is not accounted for by many cochlear models. It thus places a strong constraint on cochlear models (Shera, 2001; Oxenham & Dau, 2001a).

The Nobili et al. cochlear model thus could potentially serve as a front end in other applications, for example, assessment of sound quality, speech recognition, etc. Since it is a physical model accounting for otoacoustic emissions (Nobili et al., 2003) and, as was shown in the thesis, for other physiological and psychophysical phenomena, the model could be used also to study how the cochlear mechanics affects perception (Epp et al., 2010).

The roughness model was used in this thesis to predict roughness of: sinusoidally amplitude-modulated (SAM) tones, two tone stimuli (dyads) composed of pure tones and harmonic complex tones, pseudo amplitude-modulated (pAM) tones, stimuli with asymmetrical temporal envelopes, sinusoidally frequency-modulated (SFM) tones, unmodulated bandpass noise stimuli, SAM harmonic complex tones, synthetic and real vowels /a/. The predicted roughness was compared with results of listening tests. The results were reproduced from the literature or measured within the framework of this thesis – for SAM complexes, synthetic and real vowels /a/.

The predicted roughness agreed with the subjective data for most of the used stimuli. The model covered the effect of phase of the spectral components and the shape of the temporal envelope on roughness which is its main advantage in comparison with the
roughness models known to the author of this thesis. The roughness model covered the roughness of theses stimuli because the statistics used in the central stage allows to take into account the shape of the signal envelope after it is processed by the peripheral stage. The largest discrepancies between the model predictions and the subjective data were for the unmodulated bandpass noise stimuli and for real vowels. These stimuli contained noise which worsened the model performance. This disadvantage of the roughness model should be fixed in the future work.

7.2 Overview of results

- The thesis describes a new roughness model designed within the framework of the thesis. The roughness model is composed of two successive stages: a peripheral and a central stage. The peripheral stage simulates the function of peripheral ear – algorithms simulating individual parts of the peripheral ear were adapted from the literature and composed into one model. The central stage was designed by the author. It predicts roughness from the output signal of the peripheral stage.

- The peripheral stage of the roughness model contains a physical model of the basilar membrane (BM) response and cochlear hydrodynamics (the Nobili et al. cochlear model). The thesis shows that the responses of the Nobili et al. cochlear model agree with similar responses measured in live mammalian cochlea – isointensity responses are level dependent, input/output (I/O) functions are compressively nonlinear and impulse responses are level near-invariant. The model was verified also using psychophysical masking thresholds for pure tone and harmonic complex maskers. The Nobili et al. cochlear model predicted the upward spread of masking thresholds observed during tone on tone masking. It also qualitatively predicted the phase effects in masking experiments with Schroeder phase maskers. These phenomena are not accounted for by many cochlear models (Shera, 2001; Oxenham & Dau, 2001a). These results thus show that the Nobili et al. cochlear model could be applicable as a front end in the roughness model and also in other possible applications.

- The thesis shows the results of roughness listening tests conducted with sinusoidally amplitude-modulated (SAM) harmonic complexes, synthetic vowels /a/, and samples of real vowels /a/. The tests were conducted within the framework of the thesis.
The described roughness model was used to predict the roughness of a large number of various stimuli: sinusoidally amplitude-modulated (SAM) tones; two tone stimuli (dyads) composed of pure tones and harmonic complex tones; stimuli with envelopes that are not sinusoidal – pseudo amplitude-modulated (pAM) tones and stimuli with asymmetrical temporal envelopes; sinusoidally frequency-modulated (SFM) tones; unmodulated bandpass noise stimuli; SAM harmonic complexes; and synthetic and real vowels /a/.

The predicted roughness agreed with the results of the listening tests conducted within the framework of the thesis or reproduced from the literature. Since the central stage contains a new algorithm which takes into account the shape of the signal envelope at the output of the peripheral stage, the roughness model also predicted the effect of phase of the spectral components and the shape of the temporal envelope on roughness. These effects are not well covered by the roughness models known to the author. The worst agreement between the predicted and subjective roughness was for unmodulated bandpass noise and real vowels /a/. These stimuli contained noise.

### 7.3 Future work

Since the worst agreement between the results of listening tests and predictions of the roughness model was in case of unmodulated bandpass noise stimuli and real voice samples, it should be focused on these stimuli in the future work.

Roughness of real vowels should be measured again using the method of adjustment as was described by Patel et al. (2012). This method used to measure the roughness of pathological voice samples (vowels) led to slightly different results than the rating method (Patel et al., 2012).

Kreiman et al. (1994) showed that it is difficult for listeners to rate roughness of stimuli if they differ also in other perceptual quantities. For example, voice stimuli may differ in roughness and also in breathiness (Kreiman et al., 1994), and violin tones played on the same string may differ in more than one unidimensional perceptual quantity (Otčenášek & Otčenášek, 2014). This raises a question whether it is possible to construct a roughness model which would account for roughness of all types of acoustic stimuli. This issue requires future research.
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Appendix A

Parameters of the IHC/AN model

Table A.1: Parameters of the IHC/AN model: IHC membrane potential.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_c$, cilia/BM time constant</td>
<td>1.3E-4</td>
</tr>
<tr>
<td>$C_{\text{cilia}}$, cilia/BM coupling gain</td>
<td>0.03</td>
</tr>
<tr>
<td>$s_0$, displacement sensitivity</td>
<td>30E-9</td>
</tr>
<tr>
<td>$u_0$, displacement offset</td>
<td>5E-9</td>
</tr>
<tr>
<td>$s_1$, displacement sensitivity</td>
<td>1E-9</td>
</tr>
<tr>
<td>$u_1$, displacement offset</td>
<td>1E-9</td>
</tr>
<tr>
<td>$G_{\text{max}}^\text{cilia}$, max. mechanical conduct.</td>
<td>6E-9</td>
</tr>
<tr>
<td>$G_0$, resting conductance</td>
<td>8E-10</td>
</tr>
<tr>
<td>$E_t$, endocochlear potential</td>
<td>0.1</td>
</tr>
<tr>
<td>$E_k$, potassium reversal potential</td>
<td>-0.08</td>
</tr>
<tr>
<td>$R_p/(R_p + R_t)$, resting conductance</td>
<td>2E-8</td>
</tr>
<tr>
<td>$C_m$, total capacitance</td>
<td>4E-12</td>
</tr>
</tbody>
</table>

Table A.2: Parameters of the IHC/AN model: Presynaptic calcium level.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{Ca}$, reversal potential</td>
<td>0.066</td>
</tr>
<tr>
<td>$\beta_{Ca}$</td>
<td>400</td>
</tr>
<tr>
<td>$\gamma_{Ca}$</td>
<td>130</td>
</tr>
<tr>
<td>$\tau_m$, calcium current time constant</td>
<td>5E-5</td>
</tr>
<tr>
<td>$\tau_{Ca}$, calcium clearance time constant</td>
<td>4E-5</td>
</tr>
<tr>
<td>$z$, converts from $[Ca^{2+}]^3$ to probability</td>
<td>2E42</td>
</tr>
<tr>
<td>$G_{\text{max}}^\text{cilia}$, maximum Ca$^{2+}$ conductance</td>
<td>1.4E-8</td>
</tr>
</tbody>
</table>
Table A.3: Parameters of the IHC/AN model: IHC transmitter release parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$, replenishment rate (s$^{-1}$)</td>
<td>6</td>
</tr>
<tr>
<td>$l$, loss rate (s$^{-1}$)</td>
<td>250</td>
</tr>
<tr>
<td>$x$, reprocessing rate (s$^{-1}$)</td>
<td>60</td>
</tr>
<tr>
<td>$r$, recovery rate (s$^{-1}$)</td>
<td>500</td>
</tr>
<tr>
<td>$M$, maximum free transmitter quanta</td>
<td>12</td>
</tr>
</tbody>
</table>