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Abstract

Navigation systems providing the attitude, position and velocity of an object play a key role in a wide range of applications. Their accuracy depends on the choice of sensors. The most precise sensors are ring laser gyroscopes, fiber optic gyroscopes and servo and Quartz accelerometers for angular rate/acceleration measurements. These navigation grade sensors would be convenient for all applications; however, their price can be too high. A cheaper alternative can be Micro-Electro-Mechanical-Systems (MEMS). The technological progress in the precision of MEMS has enabled their use in cost-effective applications, such as in unmanned aerial vehicles (UAVs) or small aircrafts. Despite the MEMS-based inertial sensors carrying a lot of advantages, their performance has many weaknesses such as low resolution, noisy output, worse bias stability, etc. For these reasons, as a standalone system they are not able to provide a navigation solution and thus they need to be fused with other aiding sources via adaptive data processing approaches. GNSS, a magnetometer, a pressure-based altimeter, an electrolytic tilt sensor (ETS), and so on can be employed as possible aiding sources.

A main aim of the doctoral thesis is an improvement of overall accuracy of the developed low-cost inertial navigation system (INS) by means such as usage of alternative sensors, estimation of sensor errors and usage of adaptive attitude estimation approaches. The INS utilizes data from the MEMS-based inertial sensors (accelerometers and gyroscopes), magnetometer and an ETS. The intention is paid just to attitude, thus the objectives are focused on a design and development of algorithms for attitude evaluation excluding GPS. The final low-cost INS realization is primarily developed for usage on UAVs or small aircrafts.

The first part is focused on inertial sensors and magnetometer calibration. It covers design of the sensor error models (SEMs) which contain scale factors, non-orthogonality angles, offsets and measuring framework misalignments. The parameters of the SEMs are identified by proposed calibration procedures and algorithms and, in the end, the sensor errors compensations are applied and evaluated.

The second part provides the overview of different ETSs, their principle of operation, parameters and performed analyses which are focused on correction of triaxial accelerometer data. Based on several performed analyses, the most convenient ETS is chosen for use in the INS realization.

The last part deals with adaptive data processing approaches for attitude estimation. The algorithm for attitude estimation preprocesses data from accelerometer, magnetometer and ETS data via Gauss-Newton method and the resultant quaternion is fused with gyroscope data via extended Kalman filter which provides as estimates three angular rates, four components of quaternion and three gyroscope biases. The proposed algorithms are evaluated using real flight data and the final accuracy of attitude estimation as well as accuracy analyses are presented.
Abstrakt

Navigační systémy poskytující polohové úhly, pozici a rychlost navigovaného objektu jsou v současné době využívány v širokém spektru uživatelských aplikací. Přesnost těchto systémů závisí především na přesnosti použitých senzorů. Mezi nejpřesnější patří laserové gyroskopy, gyroskopy s optickým vlákmem, servo a quartz akcelerometry měřící úhlové rychlosti/zrychlení. Tyto velmi přesné senzory by bylo vhodné využít pro všechny požadované aplikace, kdyby jejich cena nebyla příliš vysoká. Levnější alternativou mohou být senzory vyrobené MEMS technologií, které vzhledem ke zvýšující se přesnosti mohou být využity např. na bezpilotních prostředcích, malých letadlech, atd. Ačkoliv mají MEMS inerciální senzory mnoho výhod, mají rovněž i své slabé stránky jako nízké rozlišení, vysoký šum výstupních dat, nízká stabilita, atd. Z těchto důvodů nejsou schopny MEMS senzory poskytovat navigační úlohu nezávisle a tudíž potřebují být integrovány s doplňkovými zdroji informací jako např. GNSS, magnetometr, barometrický výškoměr, elektrolytická libela, atd.

Hlavním cílem této disertační práce je zvýšení přesnosti inerciálního navigačního systému (INS), který využívá levné senzory, a to pomocí alternativních senzorů, kalibrací použitých senzorů a využitím adaptivních algoritmů pro odhad polohových úhlů. INS využívá data z tříosého akcelerometru, gyroskopu, magnetometru a elektrolytické libely, která jsou pomocí vhodných algoritmů použita pro odhad polohových úhlů bez nutnosti využití GPS.

První část disertační práce je zaměřena na kalibraci tříosých akcelerometrů, gyroskopů a magnetometrů, což zahrnuje návrh deterministických chybových modelů (obsahují převodní konstanty, úhly neortogonalit, ofsety a koeficientů matice zarovnání), návrh a realizaci algoritmů a kalibrací postupů.

Ve druhé části je uveden přehled elektrolytických libel včetně jejich nejvýznamnějších parametrů, princip jejich činnosti a experimentální ověření jejich parametrů. Na základě provedených analýz byl vybrán nejvhodnější senzor pro využití v inerciálním navigačním systému.

Poslední část disertační práce je zaměřena na adaptivní metody určení polohových úhlů. Výsledný algoritmus je založen na kombinaci Gauss-Newtonovy metody a algoritmu rozšířeného Kalmanova filtru. Gauss-Newtonova metoda je využita pro odhad kvaternionu na základě dat z akcelerometru, magnetometru a elektrolytické libely. Tento kvaternion je následně integrován s daty ze tříosého gyroskopu pomocí algoritmu rozšířeného Kalmanova filtru. Výstupními odhady je trojice úhlových rychlostí a jejich biasy a čtveřice komponent kvaternionu reprezentujícího orientaci navigovaného objektu. Navržené algoritmy a přesnost určení polohových úhlů byly ověřeny na základě reálných dat získaných na bezpilotním prostředku.
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### List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>Accelerometer</td>
</tr>
<tr>
<td>AHRS</td>
<td>Attitude and Heading Reference System</td>
</tr>
<tr>
<td>CF</td>
<td>Complementary Filter</td>
</tr>
<tr>
<td>CTU</td>
<td>Czech Technical University</td>
</tr>
<tr>
<td>EGF</td>
<td>Earth Gravity Field</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>EMF</td>
<td>Earth Magnetic Field</td>
</tr>
<tr>
<td>ETS</td>
<td>Electrolytic Tilt Sensor</td>
</tr>
<tr>
<td>FEE</td>
<td>Faculty of Electrical Engineering</td>
</tr>
<tr>
<td>FOG</td>
<td>Fiber Optic Gyroscope</td>
</tr>
<tr>
<td>FQA</td>
<td>Factored Quaternion Algorithm</td>
</tr>
<tr>
<td>GNM</td>
<td>Gauss-Newton Method</td>
</tr>
<tr>
<td>GNSS</td>
<td>Global Navigation Satellite System</td>
</tr>
<tr>
<td>IMU</td>
<td>Inertial Measurement Unit</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
</tr>
<tr>
<td>KF</td>
<td>Kalman Filter</td>
</tr>
<tr>
<td>RLG</td>
<td>Ring Laser Gyroscope</td>
</tr>
<tr>
<td>UKF</td>
<td>Unscented Kalman Filter</td>
</tr>
</tbody>
</table>
1. Introduction

Navigation systems which provide information on attitude, position and velocity of object are nowadays used in a wide range of civil and military applications, such as in unmanned aerial vehicles (UAVs), aircrafts, indoor and outdoor personal navigation, human motion tracking, attitude control systems, in mobile phones, terrestrial vehicles, biomedical systems and so on [1] - [5]. The accuracy of the navigation solution depends strongly on the inertial sensors employed: accelerometers and gyroscopes (the term gyroscope is also used for angular rate sensor in the thesis) and on the algorithms utilized for data processing.

The most precise sensors are ring laser gyroscopes (RLGs), fiber optic gyroscopes (FOGs) and servo and Quartz accelerometers (ACCs) which belong to the navigation grade category. Nowadays, these sensors are mainly used on transport airplanes, helicopters, etc. Their main disadvantage is that they are too expensive, thereby limiting their usage. In applications where it is not possible to use these sensors, because their price is comparable to price of navigated object, the alternative Micro-Electro-Mechanical-Systems (MEMS) can be used. The technological progress in precision of MEMS has enabled their usage in cost-effective applications, such as in UAVs or small aircrafts [5], [6]. They provide low power consumption, light weight, small size and low price. On the other hand they have some weaknesses, such as low resolution, a high level of noise, worse bias stability, etc., limiting their usage in navigation systems. Due to the aforementioned weaknesses, MEMS-based inertial sensors are not able to provide a standalone navigation solution, so they need to be combined with other sources such as GNSS, a magnetometer, a pressure-based altimeter, an ultrasonic sensor for distance measurement, a visual odometer, electrolytic tilt sensor (ETS), etc. The fusion of inertial sensors and aiding sources is currently done via adaptive data processing algorithms which increase the overall accuracy, reliability and robustness of navigation solution.

This doctoral thesis deals with improvement of overall accuracy of the developed inertial navigation system (INS) by means such as usage of alternative sensors, estimation of sensor errors and usage of adaptive attitude estimation approaches. The INS consists of low-cost inertial measurement unit (IMU) which is aided by a triaxial magnetometer and a biaxial electrolytic tilt sensor. The data fusion is performed via the Gauss-Newton method (GNM) and extended Kalman filter (EKF) in quaternion domain.

The doctoral thesis is organized as follows. In chapter 2, the objectives of the doctoral thesis are defined, and the current state of the art is described in chapter 3. Results, in the form of the six most significant journal and conference papers of the author, are related to the thesis and presented in chapter 4. They describe the calibration procedures of accelerometers, gyroscopes and magnetometers, an overview of electrolytic tilt sensors utilization in navigation systems, the correction of accelerometer data by ETS’s data and attitude estimation approach which uses the Gauss-Newton method and extended Kalman filter. The additional unpublished results are presented in chapter 5; and the author’s contribution, fulfillment of thesis objectives and future work are concluded in chapter 6. The author’s publications are listed in Appendix A.
2. Aims of the Doctoral Thesis

A main aim of the thesis is improvement of overall attitude estimation accuracy of inertial navigation system (INS) developed primarily for use on UAVs or small aircrafts. Considering the application of INS, it consists of a MEMS-based, low-cost IMU which is not possible to use as a standalone solution, requiring that it is assisted to function properly. As convenient aiding sensors, the triaxial magnetometer and biaxial electrolytic tilt sensor are chosen for fusion with inertial sensors. The intention is paid just to attitude, therefore the objectives are focused on a design and development of adaptive data processing approaches for attitude evaluation in situations when GPS signal is not available.

The partial objectives of the thesis which lead to improvement of INS overall accuracy are as follows:

- **Calibration of inertial sensors and magnetometer used in inertial navigation system**
  The main aim of this part is definition of deterministic sensor error models (SEMs) and estimation of their parameters. To estimate them, the calibration procedures and algorithms are proposed, realized and the influence of applied compensations is analyzed for both types of inertial sensors and magnetometer.

- **Usage of electrolytic tilt sensor in navigation systems**
  This part of the thesis is focused on usage of ETS in navigation systems to improve the final accuracy of attitude estimation. The ETS is finally used for correction of triaxial accelerometer initial bias error under static conditions and for corrections of acceleration under low-dynamic conditions.

- **Evaluation of adaptive data processing approaches for attitude estimation**
  This part deals with the implementation of adaptive data processing approaches for attitude estimation. To aid data from triaxial accelerometer, triaxial magnetometer and biaxial electrolytic tilt sensor, the Gauss-Newton method (GNM) is implemented and the resultant product of GNM is then fused with gyroscope data via extended Kalman filter.

The design and realization of INS using the aforementioned sensors include hardware as well as software realization. The developed algorithms are firstly evaluated using simulations and finally the attitude estimation accuracy is evaluated and confirmed using real flight data measured on UAV.
3. Current State of the Art

Inertial navigation systems provide information on orientation, position and velocity of navigated object. The core of INS is based on an Inertial Measurement Unit (IMU) containing accelerometers and gyroscopes. Thus, the accuracy of the navigation solution depends on the precision of the sensors, their performance and the algorithms utilized for data processing. The most precise sensors, and also most expensive, are RLGs, FOGs, servo and Quartz ACCs. Unfortunately, their usage is limited because often their price is comparable to or higher than that of object navigated. Due to this reason, the MEMS based IMUs are used nowadays as an alternative. They have many advantages allowing them to be used in a wide range of applications. On the other hand, their usage is limited due to used technology imperfections such as misalignments, temperature dependency, etc., and weaknesses such as low resolution and so on. These imperfections need to be compensated for, corrected, and adaptively processed for proper function of an INS.

Since low-cost MEMS inertial sensors are employed, there are some limitations in comparison with precise sensors such as RLGs, servo ACCs, etc. To achieve the accuracy for the desired application, the MEMS accelerometers and gyroscopes cannot be used as a standalone solution for attitude and position estimation. They need to be combined with other sources such as GNSS, a magnetometer, a pressure-based altimeter, an electrolytic tilt sensor (ETSs), etc.

Accordingly, this doctoral thesis aims at dealing with improving the overall accuracy of the proposed INS and with the state of the art overview through three main areas of research:

- calibration of triaxial accelerometers, gyroscopes, and magnetometers,
- usage of electrolytic tilt sensors in navigation systems,
- algorithms and methods for attitude estimation.

3.1. Inertial Sensors and Magnetometer Calibration

Over the past decades, the MEMS inertial sensors and magnetometers have been widely used due to their small size, light weight, low power consumption and low price [7]. On the other hand, they have imperfections caused by manufacturing technology which need to be compensated for their proper function [8]. Although the manufacturers perform the sensor calibration, it is not good enough, and therefore, individual sensors must be calibrated [3], [9]. The calibration process means to identify the parameters of the deterministic sensor errors such as scale factors, non-orthogonality angles, offsets, and measuring framework misalignments [1], [3], [10], [11]. These errors are further applied to be called sensor error model (SEM). For identifying SEMs’ parameters, a wide range of calibration approaches are well known, but their usage is often limited by a precise and thus very expensive positioning platform [11] - [16]. The current research aims to design and realize calibration approaches that save process time, overall workload, and costs [3].

In case of accelerometer calibration, the Earth Gravity Field (EGF) is commonly and with advantage used as a reference [12], [17]. Further, several calibration procedures and algorithms with different workloads and using different SEMs are known. One example of a simple calibration process is based on measuring six static positions used only for scale factor and offset determination [12], [17]:
but, the calibration accuracy strongly depends on the alignment accuracy [9]. The precise alignment for calibration purposes can be done, for example, by a 3D optical tracking system [10], robotic arm [12] or a 3D positioning platform [18]. Using these platforms, the SEMs with more parameters than the scale factors and offsets can be estimated by several estimation techniques such as a nonlinear least square algorithm [12], fminunc Matlab function, Newton method [19], a linearized and modified ellipsoid fitting algorithm [20], Quasi-Newton factorization algorithm [21] and so on.

When magnetometers are calibrated, it is possible to use similar SEMs and algorithms for parameter determination as to those in the case with accelerometers. Similarly to EGF, the Earth Magnetic Field (EMF) is in most calibration approaches utilized as a reference but the close attention should be paid to data measurement procedure which supposes the homogenous and non-disturbed EMF [11], [18]. Due to this reason, it is hard to perform calibration under laboratory conditions using EMF [22]. To calibrate magnetometers, for example in laboratory environment, it is possible to use another approach without using EMF, such as system which uses 3D Helmholtz coils [23]. The principle of this is a system in which the sensor is stationary and the magnetic field generated by the 3D Helmholtz coils is rotated around the sensor.

In the case of gyroscope calibration, it is possible to use the Earth’s rotation as a reference value [24]. It can be employed in cases of RLGs, FOGs, and precise MEMS gyroscopes, when the sensors are able to resolve the Earth’s angular rate. In the case of low-cost MEMS gyroscopes calibration, the Earth rotation is mostly under their resolution and thus the calibration cannot be performed in this way. This leads to using devices such as single-axis turntable [14], [15], [19] a bike wheel as a turntable [25], or a dual-axis rotational gimbal motion system [26]. For estimation of SEMs’ parameters, the different algorithms can be applied. The algorithm for automatic real-time offset calibration is proposed in [15], the other possible algorithm is based on non-linear least squares method [14], Newton’s method [19] or Gauss-Newton iterative algorithm [26].

In this doctoral thesis, the SEMs are defined for inertial sensors and the magnetometer; and the calibration procedures are proposed for all sensors. In terms of accelerometers and magnetometers, the iterative algorithm such as Levenberg-Marquardt is proposed, implemented, and evaluated. For gyroscope calibration, the procedure which requires only a simple manually-driven platform is implemented according to [1]. For estimation of parameters, the Cholesky decomposition and LU factorization are used. All applied compensations are successfully evaluated by several analyses. The calibration approaches are presented in chapter 4 in selected papers [3], [27], [28].

### 3.2. Usage of Electrolytic Tilt Sensor for Attitude Determination

Using tilt sensors is one of possible ways to determine the pitch and roll angles (orientation or inclination angles). Based on principle of tilt measurements the several types of tilt sensors such as MEMS accelerometer (MEMS ACC) based tilt sensor, electrolytic tilt sensor, optical tilt sensor, or magnetorezistive tilt sensor exist [29]. As the most sufficient sensors for aerial applications, the MEMS ACC-based tilt sensors and electrolytic tilt sensors can be used.

The principle of these sensors is the determination of an object’s tilt angles with respect to gravity. In the case of MEMS ACC-based tilt sensors, the core of the sensor consists of a proof of mass which is
connected by flexible beams to the fixed sensor part. The proof of mass as well as the fixed part contains electrodes—sensing fingers forming differential capacitors. If the sensor is tilted, the mass changes its position respecting the applied acceleration, thus the position of flexible electrodes is also changed causing the change of capacitance which leads to tilt angle observability [30].

In the case of an electrolytic tilt sensor, the body of the sensor is formed by three electrodes for single axis sensor and five electrodes for dual-axis sensor and fluid electrolyte. When the sensor is tilted, the fluid inside the sensor covers more or less the outer electrodes. This causes the conductive path to present a ratio between the electrodes. Electrically, the ETS provides an output voltage which is proportional to the tilt angles and thus it can be compared to a potentiometer with the wiper forming the common electrode [31], [32].

Focusing on ETSs, they are designed to measure angles along two axes [32], [33] in a wide range of applications that include, but not limited to, aircraft avionics, machine tool leveling, geophysical monitoring, construction lasers, constructions equipment, systems for platform and camera stabilization, as magnetometer correction in compasses [34], geophysical tilt meters, industrial application, etc. [31] - [37]. The performance of an ETS is based on several properties, including the low noise of the sensor, excellent repeatability, stability, environmental durability, and accuracy when operating at low frequencies [38], [39]. According to [35], [36], [39] they can be used under conditions of extreme temperature, humidity, dynamics conditions, and shock with very good linearity and high resolution. On the other hand, the main disadvantage of ETSs is that they can be significantly influenced by cross-coupling errors and long-term electrolyte stability [40]. Thus, for the best performance, the sensors should be calibrated before they are used [41].

Compared to electrolytic tilt sensors, MEMS-based sensors generally are smaller in size and lower in cost, making them attractive components for use in manufacturing. On the other hand, most MEMS-based sensors require stable voltage power supplies which increase their manufacturing costs. Properly designed ETSs have an advantage of ratiometric measurements not affected by the variations of power supply. While the performance of MEMSs has improved, they still cannot compete with ETSs in high-repeatability applications. The high-end ETSs typically provide a sub-arc-second repeatability; even low-cost products can provide the five-arc-second repeatability [39]. The other advantage is that ETSs do not have any moving parts to wear out; they can have long lifetimes and can handle vibration and shock [32].

Nowadays, ETSs are employed in applications where static or quasi-static conditions are ensured or under slow movements [42], [43] such as in low-cost head gesture recognition system [44], in fusion with gyroscopes for attitude estimation [45] or in the six-wheel robotic platform [42].

Innovations in ETSs development increase their performance and durability. For example, novel thick film-based glass ETSs are able to measure with sub-arc second repeatability at significantly lower cost, ceramic sensors are able operate in high temperatures, and so on. With recent and emerging innovations, ETSs continue to be a proven, reliable, and cost-effective technology [39], [46].

In this doctoral thesis, the biaxial ETS is employed to increase the overall accuracy of attitude estimation. The five ETSs with different parameters are analyzed and the most suitable sensor is chosen. It is used for determining the triaxial accelerometer initial bias error under static conditions and, during
the flight, accelerometer data corrections are used under low dynamics. The suitability of ETS usage is confirmed according performance analyses in chapter 4 and in papers [47], [48], [49].

3.3. Algorithms and Methods for Attitude Estimation

As stated earlier, for obtaining the navigation solution the IMU contains accelerometers and gyroscopes that measure acceleration/angular rate in 3-dimensional coordinate system. When precise sensors such as RLG and servo accelerometers are employed, it can be possible to use INS as a standalone system. However, for MEMS-based sensors, other sources of information must be added.

If only the attitude (roll, pitch, yaw angles) is required, the accelerometer, gyroscope and magnetometer are used for data processing and they form a so-called Attitude and Reference Heading System (AHRS). If the algorithm of attitude determination is extended to incorporate position and velocity estimation, an Inertial Navigation System (INS) is created. The following state of the art overview is focused on the INS part of attitude estimation using low-cost sensors.

The most commonly used attitude representation approaches employed in navigation systems are Euler angles (roll, pitch, and yaw) [49], [50], [51], and quaternions [52], [53]. The overview describing the attitude representation approaches and their transformations are presented in [54].

The simplest attitude determination approach is based on gyroscope-only data by numerical integration of angular rates [50]. Since the gyroscope data is burdened with imperfections, the attitude estimation is limited to a short time; thus, for longer periods, the use of additional aiding sources takes place. To aid attitude determination, sensors or systems such as accelerometers and magnetometers, GPS, or cameras are commonly used to limit unbounded error caused by the integration of noises included in measured angular rates [55] - [58].

To fuse inertial sensors and aiding sources data for obtaining the attitude, several estimation techniques can be applied. An efficient and cost effective way of attitude estimation is done via a complementary filter [56], [59], [60]. It combines the long-term stability of roll, pitch and yaw angle estimates based on accelerometer and magnetometer data with short-term stability of integrated angular rates.

The other commonly used estimation technique for aided attitude estimation and for suppression of measurement noise is a Kalman Filter (KF) [61], [62]. Though originally designed for linear systems, it has been modified for nonlinear solutions and is known as an Extended Kalman Filter (EKF). There are two possible implementations of EKF: total state (direct) and error state (indirect) which are described in [50], [63]. The tutorial summarizing the implementation and description of linearized and extended KFs with navigation solution examples is published in [64]. An alternative to EKF can be, for example, an Unscented Kalman Filter (UKF). The difference between these approaches lies in that the EKF linearizes the model through the Jacobians or Hessians, while the UKF computes the estimates of the state vector through a nonlinear model directly, and thus, the estimation is more accurate than in the case of EKF [53], [65].

Another kind of estimation technique method relies on estimation techniques coming from the artificial intelligence research community. For example, the attitude estimation approach which relies on a digital neural network is presented in [66], the INS/GPS data fusion via the Monte Carlo method is...
evaluated in [67]. Although many different approaches for attitude estimation exist, the EKF is still the standard and commonly-used estimation technique [50].

A different approach for attitude estimation utilizes a combination of EKF and other optimization algorithms which preprocesses the data from accelerometers and magnetometers. There are several possible optimization algorithms such as the Gauss-Newton method (GNM) [68], [69], the gradient descent method [70], the Quest algorithm [71], and the Factored Quaternion Algorithm (FQA) [71]. The usage of these optimization algorithms reduces the state space model applied in EKF and thus simplifies the evaluation process and decreases the calculation load [71], [72]. Despite the better performance of FQA and Quest compared to GNM or similar approaches, for aircraft parameter estimation purposes, the GNM is still widely used [69], [73].

In this doctoral thesis the approach utilizing the combination of EKF with Gauss-Newton optimization algorithm in quaternion domain is employed. The GNM uses data from accelerometer, magnetometer, and also from an electrolytic tilt sensor. The resulting quaternion computed by GNM is then fused with gyroscope data via EKF. The performance analyses of EKF with GNM are presented in chapter 4 and in [49].
4. Published Results

This chapter deals with author’s results related to his doctoral thesis. It is written in the form of the reviewed journal and conference papers. This format is approved by a directive issued by the Dean of Faculty of Electrical Engineering (FEE) of Czech Technical University in Prague (CTU) called "Directive of the Dean for dissertation theses defense at CTU in Prague, FEE"\(^1\). In the following, the author’s six most important journal and conference papers relevant to the topic of the doctoral thesis are presented, with co-authorship at least 50%. The rest of author’s papers are listed in the Appendix A.

Considering chapter 2, there are described tasks which deal with the design and development of INS and with improving of its accuracy. In the INS, the low-cost MEMS based inertial sensors (accelerometers and gyroscopes), magnetometer, and biaxial electrolytic tilt sensor are employed. The intention is paid to algorithms for attitude estimation only, thus the GPS receiver is not used in this work. The final application is focused on INS usage for example on UAVs and small aircrafts in GPS denied applications.

First of all, the calibration process needs to be performed to eliminate the sensors’ deterministic errors. Although the most of sensors are calibrated by the manufacturer, the calibration is not good enough in most cases and the additional calibration can take a place. It means to find parameters of sensor error model as scale factors, non-orthogonality angles, offsets, etc. The overview on the triaxial accelerometer calibration, SEM parameters identification, sensor errors compensation and proposal of new calibration procedure is described in paper:

\[
\]

The slightly extended SEM is defined for triaxial gyroscope calibration. In comparison with accelerometer’s SEM, it contains also an alignment matrix. The SEM as well as the estimation of its parameters, calibration procedure and results after sensor error compensation are described in details in following paper. Additional unpublished results related to gyroscope calibration are mentioned in chapter 5.1.

\[
\]

In the case of the triaxial magnetometer, the slightly modified accelerometer calibration procedure is used for parameters estimation. The magnetometer calibration procedure, estimated SEMs’ parameters of accelerometer and magnetometer and analyses of the influence of SEMs’ compensation to yaw angle estimates are described in paper:

\[
\]

\(^1\) http://www.fel.cvut.cz/cz/vv/doktorandi/predpisy/SmobhDIS.pdf
Although the triaxial accelerometer is calibrated, its performance can be improved by other aiding sensors. For these purposes, the electrolytic tilt sensor is used and evaluated in this thesis. The overview about principle and parameters of ETSs and analyses of different ETSs from viscosity point of view under static and dynamic conditions are published in the following paper. The unpublished results and analyses of five ETSs are summarized in chapter 5.2.


To confirm that the electrolytic tilt sensor is useful for improvement of triaxial accelerometer performance, several characteristics under static conditions are measured and analyzed. The results presented in the following paper show that the usage of ETS can reduce the accelerometer initial bias error and thus it can improve the final accuracy of attitude determination. The procedure of initial bias error estimation is described in chapter 0.


Since the low-cost IMU is used as a part of INS, it is not possible to use it as a standalone system because the sensors’ imperfections causing the unbounded error in attitude estimation by numerical integration of measured angular rates. To reduce these errors, the adaptive algorithms (KF is commonly used) which fuse data from IMU and aiding sources are used for attitude estimation. The last provided paper


deals with design and realization of Extended Kalman Filter with Gauss-Newton minimization method. This approach is used for attitude estimation based on data from accelerometer, gyroscope, magnetometer and electrolytic tilt sensor and it is evaluated on real flight data obtained from sensors mounted on UAV Bellanca Super Decathlon XXL. The complete GNM and EKF algorithm, analyses of applied compensations and corrections on final accuracy of attitude estimation in GPS denied environment are presented. The results are also compared to results of other approaches for attitude estimation.
4.1. Analyses of Triaxial Accelerometer Calibration Algorithms

Analyses of Triaxial Accelerometer Calibration Algorithms

Martin Šipoš, Pavel Pačes, Member, IEEE, Jan Roháč, and Petr Nováček

Abstract—This paper proposes a calibration procedure in order to minimize the process time and cost. It relies on the suggestion of optimal positions, in which the calibration procedure takes place, and on position number optimization. Furthermore, this paper describes and compares three useful calibration algorithms applicable on triaxial accelerometer to determine its mathematical error model without a need to use an expensive and precise calibration means, which is commonly required. The sensor error model (SEM) of triaxial accelerometer consists of three scale-factor errors, three non-orthogonality angles, and three offsets. For purposes of calibration, two algorithms were tested: the Levenberg–Marquardt and the Thin-Shell algorithm. Both were then related to algorithm based on Matlab fictional function to analyze their efficiency and results. The proposed calibration procedure and applied algorithms were experimentally verified on accelerometers available on market. We performed various analyses of proposed procedure and proved its capability to estimate the parameters of SEM without a need of precise calibration means, with minimum number of iteration, both saving time, workload, and costs.

Index Terms—Accelerometers, calibration, error analysis, inertial navigation.

I. INTRODUCTION

O VER the last decades technological progress in the precision and reliability of Micro-Electro-Mechanical-Systems (MEMS) has enabled the usage of inertial sensors based on MEMS in a wide range of military and commercial applications, e.g., in Unmanned Aircraft Systems (UASs), indoor and personal navigation, human motion tracking, and attitude-control systems [11–15].

The Inertial Measurement Unit (IMU), which forms a basic part of Inertial Navigational System (INS), primarily contains only inertial sensors—accelerometers and angular rate sensors or gyroscopes to provide inertial data, and magnetometers. The major errors of electronically-gimbaled navigation systems with accelerometers and magnetometers are caused by sensor triplet deviations (mutual misalignment) [6], and therefore, a calibration has to take a place for their proper function. The calibration is necessary to be performed to estimate sensor errors like nonorthogonaliites (misalignment) and scale factor errors for their compensation. Factory based sensor calibration is an expensive and time-consuming process, which is typically done for specific high-grade IMUs. For low-cost inertial sensors, such as MEMs based ones, manufacturers perform only basic calibration [7] which is very often insufficient, because even small uncompensated imperfections can cause position deviation growth and also inaccuracy in tilt angle evaluation [8], [9].

There are already known different sensor error models (SEMs) [10] and calibration methods based on different principles, but they have limitations such as the necessity of precise position system or a platform providing precise alignment. This requirement increases manufacturing costs, and therefore, there is a need for investigating alternatives.

One example of a commonly used calibration procedure described by Titerton and Weston in ([11] p. 238) and by Won in [8] uses six static positions, in which the sensors’ axes are consecutively aligned up and down along the vertical axis of the local level frame. The calibration is capable to determine only offsets and scale factor errors, not nonorthogonaliities. The calibration accuracy strongly depends on the alignment precision [7]. To increase the precision of alignment an accurate reference system is usually used, as presented in [10], [11]. In the first case a 3-D optical tracking system and nonlinear least squares algorithm were applied, the other case used an fictional Matlab function as a minimizing algorithm and a robotic arm. In both cases the calibration is capable to estimate sensor’ axes misalignments, offsets, and electrical gains/scale factors, which define nine-parameter-error model. The same model for a triaxial accelerometer can be estimated by an iterative calibration procedure described by Petruš et al. in [12] using an automated nonmagnetic system, or the one described by Syed et al. in [7], in which offset and scale factor initial values are required for a modified multiposition method. Other method for an accelerometer calibration, presented by Skog and Händel in [13], is based on the cost function formulation and its minimization with respect to unknown model parameters using Newton’s method. The cost function can reach several local optima, and therefore, the initial starting values have to be determined. Automatic adaptive method of a 3-D field sensor based on a linearized version of an ellipsoid fitting problem has been published in [14]. It relies on a procedure that fits an ellipsoid to data using linear regression. Based on estimated ellipsoid parameters the unknown model parameters can be evaluated. An alternative to this method using modified ellipsoid-fitting procedure has
been described by Bonnet et al. in [15]. He proved that an ellipsoid fitting using either linear optimization (Merayo’s algorithm) or nonlinear optimization (Quasi-Newton factorization algorithm) is robust with data sets from static positions obtained within free rotations along a vertical axis in case of accelerometers and free rotations along East-West axis in case of magnetometers.

In Section II, the SEM of triaxial accelerometer is described. We present three algorithms for its calibration in Section III; the Levenberg–Marquardt algorithm, the Thin-Shell algorithm, and an algorithm based on Matlab fiminuc function. First two algorithms were related to third one, which was used as a reference, in order to have a means for the comparison of algorithms efficiency. In Section IV, we shortly present the most important parameters of calibrated sensors and used measurement setup. To compare a calibration effect on measured and evaluated data based on applied algorithms and SEMs we used a Rotational-Tilt Platform with precise positioning capability to provide precise tilt angles. The experiments, analyses, and result accuracy are provided in Section V.

II. SENSOR ERROR MODEL

For triaxial accelerometer calibration we considered the sensor error model (SEM), which consisted of nine unknown parameters—three scale factor corrections, three angles of nonorthogonality, and three offsets. The SEM can be defined as (1). Offset forms a stochastic part of biases and can be modeled as a random constant. The time variant part of the bias is drift, which changes based on environmental and other sensor conditions. The calibration process is supposed to be performed during short-time period; therefore, drift can be considered as zero

$$a_p = T^p_n S_F (a_m - b_o)$$

$$= \begin{pmatrix}
1 & 0 & 0 \\
\alpha_{px} & 1 & 0 \\
\alpha_{yx} & \alpha_{yy} & 1
\end{pmatrix}
\begin{pmatrix}
SF_{vx} & 0 & 0 \\
0 & SF_{vy} & 0 \\
0 & 0 & SF_{az}
\end{pmatrix}
\times
\begin{pmatrix}
\alpha_{mx} \\
\alpha_{my} \\
\alpha_{mz}
\end{pmatrix}
- \begin{pmatrix}
b_{ax} \\
b_{ay} \\
b_{az}
\end{pmatrix}$$

where $$a_p = [a_{px}, a_{py}, a_{pz}]^T$$ is the compensated vector of a measured acceleration defined in the orthogonal system (platform frame); $$T^p_n$$ denotes matrix providing transformation from nonorthogonal frame to orthogonal one with nondiagonal terms $$\alpha_{px}, \alpha_{yx}, \alpha_{yy}$$ that correspond to the axes misalignment (nonorthogonality angles) (Fig. 1); $$S_F$$ represents a scale factor matrix; $$b_o = [b_{ax}, b_{ay}, b_{az}]^T$$ is the vector of sensor offset; $$a_m = [a_{mx}, a_{my}, a_{mz}]^T$$ denotes the vector of measured accelerations. The SEM and its derivation are described in more detail in [13] and [16].

III. CALIBRATION ALGORITHMS

This section briefly describes the algorithms for triaxial accelerometer calibration—Levenberg–Marquardt (LM) algorithm, Thin-Shell (TS) algorithm, and algorithm based on Matlab fiminuc function. The fundamental principle of the proposed calibration procedure is based on the fact that the magnitude of measured acceleration should be equal to the gravity magnitude, which is ensured by static conditions (2). It corresponds to “scalar field calibration” used in [17]. The proposed procedure uses only general knowledge about the applied quantity, which is in contrast to the case when precise positioning system is available, and thus, the knowledge about precise tilt angle is also provided in all steps of iteration

$$g_x^2 + g_y^2 + g_z^2 = |g|^2$$

where $$g_i$$ denotes sensed acceleration in direction of $$i$$ axis and $$|g|$$ is the magnitude of gravity vector, ideally equal to $$1g$$.

To obtain the most accurate estimation without the need of having a precise positioning system, the sensor should be consecutively placed to positions in manner to cover the whole globe surface and the sensor should be influenced only by gravity. In practice, it is not possible to do so, because the number of measurements would be infinite. Therefore, in the proposed procedure, the number of positions is optimized and suggested their orientation, in which a high influence of all errors is expected. Only 36 positions are used, 3 times 12 positions along x, y, z axis. The positions along x axis are shown in Fig. 2. Precise knowledge of their orientations is not required, only 3 positions per quadrant are recommended.

A. Principle of Levenberg–Marquardt Algorithm

The Levenberg–Marquardt (LM) algorithm is one of the most efficient and popular algorithms. It has better convergence than the other ones for nonlinear minimization. The LM algorithm is widely utilized in software applications, neural networks, and curve-fitting problems [18]–[21]. The LM algorithm combines two algorithms: the Gradient Descent (GD) and the Gauss–Newton (GN) algorithm [22]. The LM algorithm can be described by (3)

$$S(\beta) = \sum_{i=1}^{m} [y_i - f(x_i, \beta)]^2 = \sum_{i=1}^{m} q_i(\beta)^2$$

where $$S(\beta)$$ denotes the sum of residuals $$q_i(\beta)^2$$; $$m$$ is the number of measurements; $$x_i$$ are measured data; $$y_i$$ are the reference values, and $$\beta$$ is a vector of parameters being estimated.
and forming the SEM defined in (1). The LM algorithm is iterative algorithm reducing $S(\beta)$ with respect to the parameters in vector $\beta$.

1) Gradient Descent Algorithm: The Gradient Descent (GD) algorithm is a minimization algorithm updating the estimated parameters in the direction opposite to the gradient of the cost function. The GD algorithm is highly convergent and can be used for problems with thousands of parameters forming the cost function. The $h_{GD}$ modifies the GD algorithm step to reduce $S(\beta)$ in the direction of steepest descent and is defined by (4) [22]

$$h_{GD} = \alpha J^T W (y_i - f(x_i, \beta))$$

where $\alpha$ is a parameter corresponding to the length of step in the steepest descent direction; $J$ is the Jacobian related to the vector $\beta$; $W$ is the weighting diagonal matrix [22].

2) Gauss–Newton Algorithm: A main advantage of Gauss–Newton (GN) algorithm is its rapid convergence; however, it depends on the initial conditions. The GN algorithm does not require the calculation of second-order derivatives [21]. The equation for GN algorithm reducing $S(\beta)$ is given by (5)

$$J^T W J h_{GN} = J^T W (y_i - f(x_i, \beta))$$

where $h_{GN}$ denotes the GN algorithm update of estimated parameter leading to a minimization of $S(\beta)$.

3) Levenberg–Marquardt Algorithm: As was mentioned, the Levenberg–Marquardt (LM) algorithm combines both the GD and GN algorithm. In the LM algorithm, the parameter $h_{LM}$ is adaptively weighted with respect to $h_{GD}$ and $h_{GN}$ to reach optimal progress in $S(\beta)$ minimization, and thus, the LM algorithm equation is given by (6)

$$[J^T W J + \lambda \text{diag}(J^T W J)] h_{LM} = J^T W (y_i - f(x_i, \beta))$$

where $\lambda$ is a damping parameter and $h_{LM}$ is the LM algorithm update. The parameter $\lambda$ has several characteristics [23].

- for all $\lambda > 0$, the coefficient matrix $[J^T W J + \lambda \text{diag}(J^T W J)]$ is positive definite, and this fact ensures that $h_{LM}$ is descent directional;
- for large values of $\lambda$ the iteration step (parameter modification) is in the steepest descent direction, which is good when the current stage is far from required solution;
- for small values of $\lambda$, the $h_{LM} \approx h_{GN}$ and it is good for final phases of iteration, when estimated parameters are close to required solution.

In other words, if the iteration step decreases the error, it implies that quadratic assumption $f(x_i)$ is working and $\lambda$ can be reduced (usually by a factor of 10) to decrease the influence of GD. On the other hand, if $S(\beta)$ increases, $\lambda$ is increased by the same factor increasing GD influence and the iteration step is repeated.

B. Thin-Shell Algorithm

The Thin-Shell (TS) algorithm is based on an estimation of Linear Minimum Mean Square Error, which is applied on SEM (1) of calibrated sensor. According to (1) nine parameters have to be estimated. The iteration is based on successive halving of intervals, in which the estimated parameter is searched for. The intervals are halved based on a standard deviation defined by (7) and i-conditions related to Fig. 3

$$\sigma = \sqrt{\frac{\sum_{i=1}^{m} (a_{xi} - a_{yi} + a_{zi} - |g|^2)^2}{m - 1}}$$

where $\sigma$ is the standard deviation; $m$ is the number of positions; $a_{xi}$, $a_{yi}$, $a_{zi}$ are estimations of compensated measured gravity vector components and $|g|$ is the magnitude of gravity vector corresponding to the reference value.

At the beginning of the algorithm, the minimal and maximal values of each parameter must be set (it defines the interval, in which the unknown parameter is searched for); the mean value is computed as an average of them. Each iteration cycle can be divided into three steps:

1) Min, max and mean values of the parameter being searched for ($k_{\min}$, $k_{\mean}$, and $k_{\max}$) are used for the estimation of compensated accelerations in all positions.

2) Three corresponding standard deviations ($\sigma_{\min}$, $\sigma_{\mean}$, and $\sigma_{\max}$) are then obtained based on (7). Other parameters are set to their mean values.

3) Based on $\sigma_{\min}$, $\sigma_{\mean}$, and $\sigma_{\max}$ the interval, in which estimated parameter should be, is halved according to Fig. 3 and following conditions:

- if ($\sigma_{\max} > \sigma_{\mean}$) and ($\sigma_{\max} > \sigma_{\min}$), the interval is reduced to a half around the mean value $k_{\mean}$;
- if ($\sigma_{\min} < \sigma_{\mean}$) and ($\sigma_{\max} < \sigma_{\max}$) the true value of the parameter should be in the interval ($k_{\min}$, $k_{\mean}$);
- for the following iteration cycle $k_{\max} = k_{\mean}$ is computed as a mean value of $k_{\min}$ and $k_{\max}$;
- if ($\sigma_{\max} < \sigma_{\mean}$) and ($\sigma_{\mean} < \sigma_{\min}$) the true value of the parameter should be in the interval ($k_{\max}$, $k_{\mean}$);
- for the following iteration cycle $k_{\min} = k_{\mean}$ and $k_{\mean}$ is computed as a mean value of new $k_{\min}$ and $k_{\max}$.

The steps described above are repeated until the computed standard deviation is less than the required value or required number of iteration cycles is reached. Consequently the rest of the parameters are estimated in the same manner. The final value of standard deviation defines the calibration algorithm accuracy.

This algorithm is described in more detail in [24].
C. Algorithm Based on finnunuc Matlab Function

To evaluate the efficiency of Levenberg–Marquardt (LM) and Thin-Shell (TS) algorithms with respect to minimum required number of iterations and reached accuracy Matlab functions finnunuc, lequnwhen, and finsearch were tested. Based on their performances the function finnunuc was chosen as a reference and a means for LM and TS algorithm evaluation. Function finnunuc is based on quasi-Newton minimization with numerical gradients [25]. Its description is not the subject of this paper and can be found [26].

IV. CALIBRATED SENSORS AND MEASUREMENT SETUP

In this section, we briefly present the systems used for the calibration and measurement setup (Fig. 4) which uses a simple platform enabling to measure accelerometer data in the static positions defined approximately as shown in Fig. 2. Furthermore, we used a Rotational-Tilt Platform (RoTiP), see Fig. 5(b), as a reference for analyses needed to verify the results of the proposed calibration procedure according to applied algorithms. The RoTiP parameters are shown in Table I. Although we evaluated five sensors in sum, such as AHIRS M3’s accelerometer (Innolabs [27]), ADIS16405’s accelerometer (Analog Devices [28]), CXLO2LF3 accelerometer (Crossbow [29]), 3DM-GX2’s accelerometer (MicroStrain [30]), and STEVAL-MIK062V2’s accelerometer (STMicroelectronics [31]), we present the results of analyses only from first three accelerometers of calibrated systems [see Fig. 5(a)]. The analyses of last two sensors were very similar.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Speed of Motion</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>±45 deg</td>
<td>±42 deg/s</td>
<td>0.00033 deg</td>
</tr>
<tr>
<td>Roll</td>
<td>±25 deg</td>
<td>±60 deg/s</td>
<td>0.00065 deg</td>
</tr>
<tr>
<td>Heading</td>
<td>0 to 360 deg</td>
<td>±310 deg/s</td>
<td>0.00074 deg</td>
</tr>
</tbody>
</table>

V. CALIBRATION ANALYSES

Three aforementioned algorithms were used to estimate SEMs of three triaxial accelerometers described in Section IV according to measured data in suggested positions. It helped to decrease the influence of manufacturing imperfection on the sensor precision. As said in [32] other problematic errors can show up with incorrect determination of sensor error parameters; therefore, for results, a comparison Root Mean Square Error (RMSE) defined by (8) was used

$$\text{RMSE}(p, g) = \sqrt{\frac{\sum_{i=1}^{n} (x_i - y_i)^2}{n}}$$

where $p = (x_1, \ldots, x_n)^T$ is $n$-dimensional vector; $n$—number of evaluated positions; $g$ is an ideal magnitude of the gravity vector equal to 1g; $g_{x1}, g_{y1}, g_{z1}$ are components of the estimated gravity vector.

For the calibration purposes and consecutive analyses we measured the raw data from sensors and evaluated data in 364 positions. The number was chosen with respect to the number of suggested positions in Section III multiplied by 10 and modified to have uniformly spaced data along all axes. The analyses included the observation of estimated parameters of SEM with respect to algorithms applied, the RMSE dependence on the number of taken positions and the number of iterations, and the observation of a long-period permutation of estimated SEMs. Furthermore, the calibration effect on the precision of evaluated tilt angles and the calibration effect from the sensors’ drift point of view were performed.

A. Sensor Error Models

We estimated Sensor Errors Models (SEMs) of three accelerometers. Results are listed for LM and TS algorithms in Table II. Although we estimated the SEMs using three algorithms, only LM and TS algorithms’ results are listed due to the fact that the results estimated by LM algorithm were identical to the ones from algorithm based on finnunuc function. From Table II, it can be seen that SEMs estimated by LM and TS algorithms are comparable for all tested units, which also proves the values of RMSE. The effect of SEM applying on measured data is shown in Fig. 6, where magnitude of compensated acceleration vector has approximately 100 times smaller deviation from 1g than the one before calibration.

B. Dependence of RMSE on Evaluated Data Positions

To prove that only 36 static positions are sufficient for the calibration purposes, we measured 364 positions uniformly spaced, and analyzed the variation of RMSE for the different number of
positions (NoP) in intervals from 12 to 364. NoP can be seen in Table III, where N represents the relationship between Figs. 7-9 horizontal axes and the NoP used for calculation. In each static position, an average of 100 measured data samples was calculated to reduce noise. The dependence between RMSE defined in (8) and NoP is shown in Fig. 7 for AHRS M3, in Fig. 8 for ADIS16405, and in Fig. 9 for CXL02LF3. The RMSE was evaluated between an ideal magnitude of gravity vector and the magnitude of compensated measured gravity. The compensated measured gravity obtained from the measured data multiplication with SEM is further notified as a compensated result. The left vertical axes of Figs. 7-9 correspond to RMSE before calibration and right vertical axes correspond to RMSE after calibration. As a criterion for the evaluation of RMSE dependence on the number of evaluated positions we considered a maximum deviation of RMSE from RMSE in N = 1 position to be equal or less than 1 mg, which corresponds to sensor resolutions. From Figs. 7-9 it can be seen that 21 positions and more satisfy desired limitation no matter which algorithm was used. This means that the variation of the compensated results in the case of usage 21 positions or more (up to 364) differs under the required value; therefore, further differences are considered as negligible. Because having 7 positions in 360 deg and also in 4 quadrants does not have a uniform distribution with a constant number of positions per quadrant, it is suitable to increase the number to 12. This leads to having 36 positions covering all axes, which was the number we used in Section III-A. The result optimizes the number of positions needed for the calibration with respect to a workload and precision.

C. Dependence of RMSE on Number of Iterations

Based on the data measured in 36 positions as described in Section III and proven in Section V-B, we analyzed the dependency of RMSE calculated between compensated results and an ideal gravity vector on the number of iterations for LM and TS algorithms. The iteration denotes a calibration cycle, in which all measured data (in our case in 36 positions) are used for an unknown SEM parameter estimation. This analysis relied on the progress of RMSE with respect to the number of iteration. When the deviation from the steady-state value was less than 1 mg we considered the accuracy of calibration to be sufficient. Fig. 10 shows the RMSE dependency on number of iterations for TS algorithm applied on AHRS M3 accelerometer. The comparison between LM and TS algorithms from the number of iterations point of view is presented in Table IV.
D. Comparison of SEM During Time Period

We analyzed the variation of SEMs obtained by LM and TS algorithms during a longer time period corresponding to one and half years (the first measurement was taken in April 2009 and the second one was taken in November 2010). We measured 122 positions in both cases with different distributions as shown in Fig. 11. We analyzed the SEMs permutation and their accuracy. The SEMs evaluated based on two data sets using LM and TS calibration algorithms are presented in Table V. In each position the average of 100 data samples was used as in previous analyses.

From Table V it can be seen that parameters are slightly different, which we think was caused by reaching the resolution of the method applied. The influence of different distribution of evaluated positions shown in Fig. 11 is considered as negligible, because the number of evaluated positions was always higher than 21.

E. Comparison of Tilt Angles Before and After Calibration

To see the effect of calibration, we performed another analysis in which the tilt angles estimated based on calibration results were compared to the reference ones measured by Rotational-Tilt Platform (RoTiP).

We mounted the accelerometers on RoTiP and tilted them along two axes. A tilt corresponded to pitch (θ) and roll (φ) angles. Specification of RoTiP is listed in Section IV. The pitch angle calculation is defined as (9) and roll angle calculation as (10)

\[
\theta = \arctg \left( - \frac{f_{by}}{\sqrt{f_{bx}^2 + f_{by}^2}} \right) \quad (9)
\]

\[
\phi = \arctg \left( \frac{f_{bx}}{f_{bx} - f_{by}} \right) \quad (10)
\]

where \( \theta \) is the pitch angle; \( \phi \) is the roll angle; \( f_{bx}, f_{by}, f_{bx} \) are measured accelerations. For computation of \( \arctg \) function, the Matlab function \( \text{atan2} \), which returns the four-quadrant inverse tangent (arctangent) of real parts \( x \) and \( y \), was used.
we analyzed the variation of results when LM and TS algorithms had been applied. The last column of Tables VI–VIII (AHRS M3, ADIS16405, CXLO2LF3) describes an Error Percentage Improvement (EPI) which corresponds to the difference between particular deviations (relative errors) related to the maximum angle, i.e., 20 deg. From these tables it can be seen that due to the calibration the tilt angles are more accurate than in case without calibration for all tested sensors and tilt angles.

F. Position Determination With and Without Calibration

Furthermore, we analyzed the drift influence on the accuracy of position determination when a compensated model was used. The accelerations were measured for 200 s in a static position with different tilt angles and then two times integrated to get the position. The effect of compensation applied on an
TABLE VII

<table>
<thead>
<tr>
<th>Reference Angle</th>
<th>Without</th>
<th>LM</th>
<th>Algorithm</th>
<th>LM</th>
<th>Algorithm</th>
<th>TS</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: 0</td>
<td>0.85; -0.29</td>
<td>0.07; 0.10</td>
<td>0.07; -0.10</td>
<td>3.9; 1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: 0</td>
<td>10.80; -4.46</td>
<td>10.09; -4.07</td>
<td>10.09; -4.07</td>
<td>2.6; 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: 0</td>
<td>20.66; -3.36</td>
<td>20.04; 0.05</td>
<td>20.04; 0.05</td>
<td>3.1; 1.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -10</td>
<td>1.11; -1.01</td>
<td>0.34; -0.22</td>
<td>0.34; -0.22</td>
<td>3.9; 1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -20</td>
<td>1.07; -2.03</td>
<td>0.31; -0.15</td>
<td>0.31; -0.15</td>
<td>3.8; 1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: -10</td>
<td>10.92; -1.51</td>
<td>10.23; -0.20</td>
<td>10.23; -0.20</td>
<td>3.5; 1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: -20</td>
<td>20.73; -2.01</td>
<td>20.16; -1.99</td>
<td>20.16; -1.99</td>
<td>2.9; 1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE VIII

<table>
<thead>
<tr>
<th>Reference Angle</th>
<th>Without</th>
<th>LM</th>
<th>Algorithm</th>
<th>LM</th>
<th>Algorithm</th>
<th>TS</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: 0</td>
<td>0.89; -3.84</td>
<td>-0.43; -0.92</td>
<td>-0.37; -0.75</td>
<td>22.3; 14.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: 0</td>
<td>13.48; -3.76</td>
<td>10.71; -0.29</td>
<td>10.54; 0.24</td>
<td>13.9; 17.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: 0</td>
<td>21.37; -3.78</td>
<td>20.47; 0.15</td>
<td>20.47; 0.09</td>
<td>4.6; 18.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -10</td>
<td>4.56; -13.23</td>
<td>0.90; 10.37</td>
<td>0.71; -10.31</td>
<td>18.3; 9.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -20</td>
<td>4.63; -22.52</td>
<td>0.94; -20.30</td>
<td>0.74; -20.24</td>
<td>18.5; 11.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: -10</td>
<td>13.57; -13.30</td>
<td>10.25; -10.92</td>
<td>10.19; -10.73</td>
<td>17.1; 11.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: -20</td>
<td>22.12; -12.37</td>
<td>18.82; -20.75</td>
<td>18.76; -20.54</td>
<td>4.9; 8.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE IX

<table>
<thead>
<tr>
<th>Reference Angle</th>
<th>Without</th>
<th>LM</th>
<th>Algorithm</th>
<th>LM</th>
<th>Algorithm</th>
<th>TS</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: 0</td>
<td>-239; -56; 5867</td>
<td>7.2; -160</td>
<td>5.9; 160</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: 0</td>
<td>-1516; -36; 7224</td>
<td>27; -116</td>
<td>22.9; -117</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: 0</td>
<td>-3105; 51; 7987</td>
<td>-20; -50</td>
<td>10; -22; -54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -10</td>
<td>-359; -1078; 6001</td>
<td>-121; 40; -88</td>
<td>-123; 44; -87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -20</td>
<td>-723; -2116; 9291</td>
<td>-508; 85; 67</td>
<td>-507; 84; -67</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: -20</td>
<td>-2299; -635; 7555</td>
<td>-674; 828; 30</td>
<td>-680; 832; 31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: -20</td>
<td>-7555; 1618; 7981</td>
<td>-4595; 5026; 64</td>
<td>-4561; 5025; 22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE X

<table>
<thead>
<tr>
<th>Reference Angle</th>
<th>Without</th>
<th>LM</th>
<th>Algorithm</th>
<th>LM</th>
<th>Algorithm</th>
<th>TS</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: 0</td>
<td>-679; -1071; -1825</td>
<td>-30; -1; 136</td>
<td>-27; -4; 135</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: 0</td>
<td>-430; 66; -2403</td>
<td>93; 62; 222</td>
<td>99; 60; 222</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: 0</td>
<td>-2366; 93; -6110</td>
<td>-1157; -70; -3509</td>
<td>-1156; -72; -3501</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -10</td>
<td>-171; 296; 1618</td>
<td>-44; 156; 821</td>
<td>-42; 153; 821</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0: -20</td>
<td>-693; 1492; -4065</td>
<td>-328; -977; -1447</td>
<td>-327; -901; -1423</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10: -10</td>
<td>-1629; 548; 2659</td>
<td>-933; 1005; 193</td>
<td>-933; 1002; 194</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: -20</td>
<td>-8276; 1733; -2077</td>
<td>-7422; 6714; -1015</td>
<td>-7420; 6710; -1015</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

AHRS M3’s accelerometer, ADIS16405’s accelerometer, and CXL02LF3 can be seen in Tables IX–XI.

Results from Tables IX–XI show that, in most cases, the deviations in position decreased due to the calibration. The deviations in position can be partially caused by imprecise alignment of the compensated sensor face with respect to the platform frame which lies along main axes of the moving object. Due to imprecise sensor-platform, the alignment measured acceleration deviates from the true one and causes a deviation in position as well. This can be reduced by a successive alignment procedure which was not the subject of this analysis.

VI. CONCLUSION

The main aim of this paper was to prove the effectiveness of the calibration approach, which does not need to use precise positioning devices and thus is not expensive and time-consuming. These characteristics are the main benefits of the proposed approach. Based on Levenberg–Marquardt (LM) and Thin-Shell (TS) algorithms we evaluated sensor error models (SEMs) for accelerometers of AHRS M3, ADIS16405, CXL02LF3 units and compared them with ones obtained from a Matlab `fminunc` function, which was used as a reference. We provided various analyses to show different aspects of the calibration such as reached values of SEM when LM or TS algorithm was applied, how many taken positions had to be used and how many iterations had to be performed to reach the required precision, or how greatly SEMs changed when they were compared with long-period perspectives. In all cases, the calibration had significant effect on results, e.g., according to Fig. 6 they were approx. 100 times improved. All results proved the suitability of the proposed calibration approach.
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4.2. Calibration of Triaxial Gyroscopes
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Abstract:
The calibration of angular rate sensors is a complex task, mainly due to the crucial role of defining the reference during the calibration process. Low-cost angular rate sensors, such as MEMS (Micro-Electro-Mechanical-Systems), cannot be used without calibration even in basic precision desired applications. The goal of calibration involves the estimation of the angular rate sensor deterministic error model that consists of the bias vector, matrix of scale factors, matrix of non-orthogonalities, and alignment matrix. In this paper there is proposed a calibration process that does not require either a precise rotational platform or a precise positioning or other reference. The algorithm of tri-axial angular rate sensor calibration is based on a special procedure of angular rate measuring under different setting conditions, Cholesky decomposition, and LU factorization in the angle domain. This calibration algorithm was evaluated using two AHRS (Attitude Heading and Reference System) units 3DM-GX2 (MicroStrain) and AHRS M3 (Innalabs). The calibration process and the deterministic sensor error analyses of angular rate sensors are presented.

1 Introduction

A recent technological progress in the precision and reliability of MEMS (Micro-Electro-Mechanical-Systems) have enabled the usage of inertial sensors based on MEMS in wide range of consumer applications such as Unmanned Aerial Systems (UASs), underwater and indoor navigation, human motion tracking, etc. [1, 2, 3]. The magnetometers and MEMS inertial sensors – accelerometers, and angular rate sensors are contained in the Inertial Measurement Units (IMUs) which is a part of Attitude and Heading Reference Systems (AHRSs). Due to automated process of the sensor manufacturing, parameters of mentioned systems can vary piece to piece. Therefore, the calibration of the tri-axial frame of inertial sensors is necessary for achieving of desired accuracy. The calibration of inertial sensors and magnetometers means the estimation of deterministic sensor error model. The main goal of this paper is to present a method how to calibrate tri-axial angular rate sensors and to point out the results of this calibration. The methodology of the tri-axial accelerometer calibration was described in [4] and results of accelerometer and magnetometer calibration were presented in [5]. We used two different ARHS units 3DM-GX2 (MicroStrain, [6]) and AHRS M3 (Innalabs, [7]) providing raw inertial data from accelerometers with total range ±5g and ±2g respectively and from angular rate sensors with range ±300 deg/s for the evaluation of calibration algorithm.

2 Tri-axial Angular Rate Sensor Error Model

For the sensor’s description, the mathematical sensor error model is used. The triad of sensors should be mounted perpendicularly to each other and each triad must be aligned to
the sensor’s case. However, this is not usually achieved due to the technology of manufacturing imperfections. This is a problem so the sensor models which cover all these imperfections have to be used. The deterministic sensor error model of tri-axial angular rate sensor that was used in this calibration can be described as [1]:

\[ y_g - b_g = S_g T_g M_g u_g = \begin{bmatrix} S_{y_g} & 0 & 0 \\ 0 & S_{z_g} & 0 \\ 0 & 0 & S_{x_g} \end{bmatrix} \begin{bmatrix} \alpha_g & 1 & 0 \\ r_{g,21} & r_{g,22} & r_{g,23} \\ r_{g,31} & r_{g,32} & r_{g,33} \end{bmatrix} \begin{bmatrix} u_{y_g} \\ u_{z_g} \\ u_{x_g} \end{bmatrix}, \quad (2-1) \]

where \( y_g = [y_{gx} \ y_{gy} \ y_{gz}]^T \) is the vector of the measured sensor output; \( b_g = [b_{gx} \ b_{gy} \ b_{gz}]^T \) denotes the vector of sensor biases; \( u_g = [u_{gx} \ u_{gy} \ u_{gz}]^T \) is the vector of referential angular rates; \( S_g = \text{diag}[S_{y_g} \ S_{z_g} \ S_{x_g}] \) is the diagonal matrix containing the scaling factors; \( T_g \) is orthogonalization matrix which transforms the vector expressed in the orthogonal sensor reference frame \( k_o \) into the vector expressed in the non-orthogonal sensor reference frame \( k \) (Fig. 2-1); alignment matrix \( M_g \) is an aerospace sequence Euler angles parameterized rotation matrix, which rotates (aligns) the reference frame to the orthogonal sensor reference frame and this matrix is described by [1, 3]:

\[ M_g = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \phi & \sin \phi \\ 0 & -\sin \phi & \cos \phi \end{bmatrix} \begin{bmatrix} \cos \theta & 0 & -\sin \theta \\ 0 & 1 & 0 \\ \sin \theta & 0 & \cos \theta \end{bmatrix} \begin{bmatrix} \cos \psi & \sin \psi & 0 \\ -\sin \psi & \cos \psi & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad (2-2) \]

where \( \theta \) is pitch, \( \phi \) is roll, and \( \psi \) is yaw Euler angle.

**Fig. 2-1: Orthogonalization of sensor frame \( k \); \( k_o \) - orthogonal sensor frame, \( k \) - non-orthogonal sensor frame [1]**

### 3 Calibration Algorithm

The tri-axial angular rate sensor calibration is based on the comparison of angular rates measured by calibrated sensor with reference angular rates. As a reference angular rate is possible to use the Earth rotation but for calibration of MEMS angular rate sensors, there is a problem that the Earth rotation is under the resolution or hidden behind the noise and drift errors. For low-cost angular rate sensors, the calibration tests are typically done using precise rotational platforms that assure constant reference angular rate with corresponding accuracy [8]. Usually, the rotational and positioning platforms are more expensive than calibrated sensors, especially in case of MEMS sensors. Therefore, there was a need to suggest a different access to the calibration of such devices.
Currently, the methods which do not require any precise rotational platforms are developed to obtain the results with comparable accuracy as results obtained using the precise positioning platforms. A possible solution is a calibration procedure based on measurement of angles instead of angular rates [9].

Instead of four measurements as was described in [1], only three measurements were performed. At the beginning of measurements, the AHRS units were kept under standstill conditions and the sensor biases were measured for 30 seconds. The vector of biases \( \mathbf{b}_g \) was computed as the mean value of three static data measurements performed at the beginning of rotations. After bias determination, rotations about individual sensitivity axis were done.

The measured angular rates are shown in Fig. 3-2a. These angular rates corrected by bias were arranged to the matrix \( \mathbf{v}_g \), where \( r_{ij} \) represent the \( i \)-th sensor’s output when rotation about the \( j \)-th axis was applied [1].

\[
\mathbf{v}_g = \mathbf{y}_g - \mathbf{b}_g = \begin{bmatrix}
  r_{g,xx} & r_{g,xy} & r_{g,xz} \\
  r_{g,yx} & r_{g,yy} & r_{g,yz} \\
  r_{g,zx} & r_{g,zy} & r_{g,zz}
\end{bmatrix}, \tag{3-3}
\]

Because of (3-3) is linear and matrices \( S_g, T_g, \) and \( M_g \) are constant, the measured angular rates in the matrix \( \mathbf{v}_g \) can be integrated and substituted by matrix of angles of rotation \( Y_g \). After integration the knowledge of reference angular rates is not needed but the angles of rotation need to be known [1]. The reference angular rates were substituted by matrix of reference angles \( A_g \) measured by theodolite (Fig. 3-2b) which was used as a reference with accuracy 4.17×10⁻³ degree. The following calibration procedure is performed only in the angle domain:

\[
Y_g = S_g T_g M_g A_g, \tag{3-4}
\]

The calibration algorithm is based on assumptions about matrices \( S_g, T_g, \) and \( M_g \) [1]:

- a) the scale factor matrix \( S_g \) is a diagonal matrix,
- b) the orthogonalization matrix \( T_g \) is a unit lower triangular matrix,
- c) the alignment matrix \( M_g \) is an orthonormal matrix.

The known matrices are arranged on the left side, the estimated on the right side:

\[
Y_g A_g^{-1} = S_g T_g M_g, \tag{3-5}
\]

The symmetrical matrices are constructed by right multiplication of each side with its transposition (3-6) and due to orthonormality of \( M_g \), this matrix can be modified to the form (3-7):

\[
(Y_g A_g^{-1})^{(Y_g A_g^{-1})^T} = (S_g T_g M_g)^{(S_g T_g M_g)^T}, \tag{3-6}
\]

\[
(Y_g A_g^{-1})^{(Y_g A_g^{-1})^T} = (S_g T_g)^{(S_g T_g)^T}, \tag{3-7}
\]

Using the Cholesky decomposition, the matrix \((Y_g A_g^{-1})^T (Y_g A_g^{-1}) \) is decomposed into a lower triangular matrix \( S_g T_g \) and its transpose:

\[
S_g T_g = \text{chol} \left[ (Y_g A_g^{-1})^{(Y_g A_g^{-1})^T} \right], \tag{3-8}
\]

The matrices \( S_g \) and \( T_g \) are obtained by LU factorization of the matrix \( S_g T_g \) (3-9) and finally, the alignment matrix \( M_g \) is obtained by (3-10):

\[
\begin{aligned}
  Y_g S_g & = LU(S_g T_g), & (3-9) \\
  M_g &= T_g^{-1} S_g Y_g^{-1} A_g^{-1}, & (3-10)
\end{aligned}
\]

Complete algorithm is described in [1] and [9].
4 Experimental Results

The calibration of angular rate sensor was performed for two AHRS units according to the proposed procedure. Parameters of angular rate sensor models are shown in Table 4-1.

<table>
<thead>
<tr>
<th>AHRS M3 (Innalabs)</th>
<th>Bias (deg/s)</th>
<th>Scale factors matrix S</th>
<th>Orthogonalization matrix $T$</th>
<th>Alignment matrix $M$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.1720</td>
<td>1.0087 0 0</td>
<td>1 0 0</td>
<td>0.9995 0.0287 0.0121</td>
</tr>
<tr>
<td></td>
<td>-0.2985</td>
<td>0 1.0092 0</td>
<td>0.0540 1 0</td>
<td>-0.0289 0.9995 0.0110</td>
</tr>
<tr>
<td></td>
<td>0.0956</td>
<td>0 0 1.0054</td>
<td>0.0231 0.0372 1</td>
<td>-0.0117 -0.0112 0.9999</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3DM-GX2 (MicroStrain)</th>
<th>Bias (deg/s)</th>
<th>Scale factors matrix S</th>
<th>Orthogonalization matrix $T$</th>
<th>Alignment matrix $M$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.3784</td>
<td>1.0119 0 0</td>
<td>1 0 0</td>
<td>0.9996 0.0232 0.0163</td>
</tr>
<tr>
<td></td>
<td>0.1588</td>
<td>0 0.9944 0</td>
<td>0.0372 1 0</td>
<td>-0.0226 0.9997 0.0032</td>
</tr>
<tr>
<td></td>
<td>-0.1309</td>
<td>0 0 1.0013</td>
<td>0.0222 0.0165 1</td>
<td>-0.0159 -0.0037 0.9999</td>
</tr>
</tbody>
</table>

Tab. 4-1: Parameters of angular rate sensor error model

Based on Table 4-1, the biases of angular rates were less than 0.4 deg/s. The deviations of integrated angular rates from reference angles measured by theodolite, were used as a comparison criterion. These deviations between calibrated and non-calibrated sensor triad are shown in Table 4-2.
5 Conclusion

In this paper, the simple procedure for the low-cost tri-axial angular rate sensors has been introduced. This procedure does not require the usage of any angular standards and any precision rotational platform. Two low-cost AHRS units which contained MEMS tri-axial angular rate sensors were chosen to prove introduced method. The data were measured using only three rotations about sensitivity axes and the calibration algorithm was evaluated in Matlab. As the reference of angles the theodolite was used.
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Tab. 4-2: Deviations of integrated angular rates from reference angles obtained from theodolite for non-calibrated and calibrated sensor triad
4.3. Improvement of Electronic Compass Accuracy Based on Magnetometer and Accelerometer Calibration
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This paper describes the process used for an electronic compass compensation according to accelerometer based tilt evaluation. Tilt angles have to be estimated first for sensed magnetic vector components to be aligned and horizontal components evaluated. Therefore the precision of accelerometer based tilt angles plays a key role in this whole process as well as the magnetometer characteristics. Hence accelerometers plus magnetometers have to be calibrated to improve the accuracy of a tilt and an azimuth angle evaluation. The calibration uses Thin-Shell method to determine sensor error models. Both the effect of calibration and precision of estimated error models have been observed and are presented. The electronic compass consisted of tri-axial magnetometer and tri-axial accelerometer contained in the Inertial Measurement Unit ADIS16405 from Analog Devices manufacturer.
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1. Introduction

Since 1500 years ago, the mechanical compasses have been used for an azimuth determination and a guidance using Earth magnetic field. Due to the technology development and improvement, current electronic compasses (ECs) have much better parameters which are, of course, influenced by sensor type applied. The most simple low accuracy compasses use Hall sensors. In contrast, more accurate ones use Anisotropic Magneto Resistors (AMR) and the most accurate compasses use the fluxgate sensors [1]. The final accuracy of EC depends not only on used magnetic sensors, but also on tilt sensors, which have to be utilized to mathematically align magnetic sensors (compasses with tilt compensation) into the local navigation frame. Characteristics of tilt sensors also affect the EC accuracy, and therefore they have to be calibrated, which eliminates the sensors imperfections [2]. For low-cost sensors like MEMS (Micro-Electro-Mechanical System) based ones, manufacturers mostly perform only basic calibration and the rest is left on customers. Thus, for better accuracy the system needs to be recalibrated [9].

There exists a wide range of calibration procedures and techniques, e.g., the calibration using redundant heading information computed from rate gyroscopes [4] or the calibration procedure based on ellipsoid fitting problem which does not need heading reference information obtained from redundant sensors [5].

Nowadays, the ECs have become useful in a wide range of consumer applications such as mobile phones, PDAs, robotic navigation, human head and hands tracking, attitude determination of inertial navigation systems used in aerospace engineering, etc. [1, 2, 6, 8].

In this paper, the EC system and the tilt compensation is briefly described in section 2, the sensor error model (SEM) is further discussed in chapter 3 and Thin-Shell calibration method is mentioned in section 4. A measurement setup and a measured unit are briefly introduced in section 5. The most important results are summarized in section 6.

2. Electronic compass

The simplest electronic compass (EC) can be constructed using only a dual-axis magnetometer. This type of EC can measure accurate only azimuth (yaw angle) in horizontal plane. The resulting azimuth \( \psi \) can be computed using simple eq. (1):

\[
\psi = \arctan \left( \frac{f_y}{f_x} \right) - D
\]

(1)

where \( f_x \), \( f_y \) are horizontal magnetic field components measured in sensor (body) frame, and \( D \) is a magnetic declination [2].

Although this type of compasses is very simple and easy to manufacture, a main disadvantage of this EC construction is in the obligation to place the sensor accurately into horizontal plane. If it cannot be ensured, the errors are not negligible as was proved by Vcelák in [2]. Generally, it is not possible to ensure this condition providing horizontal mounting of magnetic sensor, so the electronic compass has to be equipped with tilt compensation functionality. The compass with tilt compensation (Fig. 1) usually consists of tri-axial magnetometer and tilt sensor, which can be formed by tri-axial accelerometer [9] or an electronic inclinometer commonly used in Honeywell compasses.

The EC uses magnetometer platform mathematically aligned to the horizontal plane using pitch and roll angles defined by (2) and (3). The azimuth can be then computed using (4).

\[
\theta = \arctan \left( -\frac{a_x}{\sqrt{(a_y)^2 + (a_z)^2}} \right), \quad (2)
\]

\[
\varphi = \arctan \left( \frac{a_y}{-a_z} \right), \quad (3)
\]

(1111)
4. Calibration procedure

There already exist several calibration procedures for tri-axial sensors using different principles, e.g. the method using an ellipsoidal-fitting procedure [5, 13], a calibration procedure which uses a robotic arm [14] or a procedure with the usage of 3D optical tracking system that measures the position coordinates of markers attached to a measurement unit [15].

In our case, we used the thin-shell (TS) calibration method. A fundamental principle of the proposed method is based on the fact that the magnitude of measured quantity $|y|$ (gravity acceleration, magnetic field vector) should be always equal to the constant value when static conditions are ensured and also equal to the square root of the sum of squared vector components (6):

$$\sqrt{y_x^2 + y_y^2 + y_z^2} = |y|,$$

where $y_i$ denotes sensed quantity in direction of $i$ axis and $|y|$ is the magnitude of measured quantity. In the case of the gravity vector, it is ideally equal to 1 and in the case of the magnetic field vector $|F|$ it is equal to 0.54825G for the location (area) where the measurements were taken. The value of Earth magnetic field vector was calculated using International Geomagnetic Reference Field model (IGRF 11) which depends on the date of measurements, GPS position, and the altitude [16].

For the calibration purposes, according to [11], 36 positions are recommended to measure, 3 times 12 positions along $x$, $y$, $z$ axis. The advantage of the method is that the precise knowledge of position orientations is not required. It is only recommended to provide at least 3 positions per each quadrant and each axis. After the measurements are taken, the Thin-Shelf algorithm can be applied on the measured data. The TS algorithm is based on a linear minimum mean square error principle minimizing the standard deviation $\sigma$ defined by (7), which is calculated from compensated vector component estimates and the known number of measurements.

$$\sigma = \sqrt{\frac{\sum_{i=1}^{m} (y_{i,x} - y_{i,x})^2 + (y_{i,y} - y_{i,y})^2 + (y_{i,z} - y_{i,z})^2}{m - 1}},$$

where $\bar{y}_{x,y,z}$, $\bar{y}_{x,y,z}$, $\bar{y}_{x,y,z}$ are estimations of compensated acceleration/magnetic field vector components and $|y|$ is the magnitude of the reference value corresponding to measured quantity. The more detailed description of this calibration method is presented in [11, 17].

In each iteration step the interval defines the minimum, maximum, and mean value of the parameter being searched for and these values are then used to update the SEM. Thus, 3 SEMs are obtained corresponding to min., max., and mean values of the given parameter. Based on the updated SEMs new estimates of compensated vector are determined for each position and used for $\sigma$ calculations. With respect to obtained 3 values of $\sigma$ the interval is halved to find the local minimum of a standard deviation according to Fig. 2. When $\sigma_{\text{min}}$ reaches the smallest value, the interval is halved around $\hat{k}_{\text{mean}}$, where $\hat{k}$ rep-
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5. Measurement setup

In our case the measurement setup was built up by the inertial measurement unit (IMU) ADIS16405 [18] (Analog Devices) and the non-magnetic theodolite Tlc (Meopta Prague, Czech Republic). The IMU was used to evaluate the EC algorithm with tilt compensation and to prove the improvement of applied calibration procedure. The IMU (Fig. 3) contains the tri-axial magnetometer (MAG), tri-axial accelerometer (ACC), and tri-axial angular rate sensor (ARS). The measurements were performed in the area with minimal magnetic field disturbances in the local time from 18:00 to 19:00 CET when the variations of magnetic field are minimal. For the evaluation of EC accuracy, the IMU was mounted on the non-magnetic theodolite, see Fig. 3, which was used as a reference with an average error $4.17 \times 10^{-3}$ deg.

In all performed experiments we used for calibration purposes and a final EC evaluation the average of 100 ACC and MAG samples taken in each position under static conditions as a value we consequently calculated with. A main reason for the usage of average values was the elimination of a noise influence.

6. Results

6.1. Calibration of Magnetometer and Accelerometer of IMU ADIS16405

From the output data provided by IMU ADIS16405 we used only information from the magnetometer (MAG) and the accelerometer (ACC). After the data had been preprocessed, the calibration was performed using the Thin-Shell algorithm to estimate three misalignment angles (non-orthogonality angles), three scale factor corrections, and three biases, all formed in SEM (5). The parameters of MAG and ACC SEMs are listed in Table I. The deviation between the measured and the ideal vector of applied quantity (corresponds to the magnetic field vector for MAG and to the gravity vector for ACC) is shown in Fig. 4 and Fig. 5. In contrast with the chapter 4, in which 36 positions are recommended for a correct calibration, we used only 21 positions in the case of MAG. The measurement took shorter time and thus we minimized the risk of potential magnetic field variations. In [11] it was proven that 21 positions is a sufficient number without a final accuracy decrease. For ACC calibration, the 36 positions were measured as was recommended.

![Image](https://via.placeholder.com/150)

Fig. 3. The Inertial measurement unit ADIS16405 (on the left); theodolite Tlc (in the middle); the whole measurement setup (on the right).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>MAG</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{x,0}$ [deg]</td>
<td>0.1355</td>
<td>-0.0230</td>
</tr>
<tr>
<td>$\alpha_{x,2}$ [deg]</td>
<td>-0.6628</td>
<td>0.0321</td>
</tr>
<tr>
<td>$\alpha_{y,0}$ [deg]</td>
<td>-0.0818</td>
<td>-0.1639</td>
</tr>
<tr>
<td>$SF_{x}$ [mg]</td>
<td>1.0049</td>
<td>0.9996</td>
</tr>
<tr>
<td>$SF_{y}$ [mg]</td>
<td>1.0001</td>
<td>0.9969</td>
</tr>
<tr>
<td>$SF_{z}$ [mg]</td>
<td>1.0004</td>
<td>0.9983</td>
</tr>
<tr>
<td>$b_{x}$ [mG]</td>
<td>-0.71 mG</td>
<td>-13.34 mG</td>
</tr>
<tr>
<td>$b_{y}$ [mG]</td>
<td>-0.83 mG</td>
<td>-6.71 mG</td>
</tr>
<tr>
<td>$b_{z}$ [mG]</td>
<td>0.23 mG</td>
<td>-4.02 mG</td>
</tr>
<tr>
<td>RMSE$^1$</td>
<td>1.9 mG</td>
<td>9.5 mG</td>
</tr>
<tr>
<td>RMSE$^2$</td>
<td>0.4 mG</td>
<td>2.5 mG</td>
</tr>
</tbody>
</table>

6.2. Influence of MAG and ACC Calibration to Electronic Compass Accuracy

Finally, we analyzed in previous chapter performed calibration from the final accuracy of realized electronic compass (EC) point of view. We performed four measurements at all. In each measurement the EC was differently tilted in two directions to set values of 0 deg and 20 deg in various combinations. Then, the azimuth was
The EC performance generally depends on used tri-axial magnetometer (MAG) and its parameters as well as on parameters of an aligning system. In our case we used tri-axial accelerometer (ACC) for this purpose. To improve EC performance we applied a calibration procedure Thin-Shell to estimate sensor error models of MAG and ACC. The methods were shortly introduced; nevertheless, a main focus was pointed to present experimental results. We performed the calibration of MAG, which approximately five-times improved its accuracy and in the case of ACC the accuracy was four-times improved. Although the calibration procedure recommended 36 positions to use, we measured data only 21 in the case of MAG which was in accordance to [11]. In contrast, for the ACC calibration we kept 36 positions as was recommended. We analyzed the influence of MAG and ACC calibration on the final EC accuracy by analyzing the differences between the evaluated azimuth and the reference angle obtained from our reference system formed by theodolite T1c. The evaluated azimuth reflected estimated SEMs’ parameters, which were: three scale-factors corrections, three non-orthogonality angles, and three offsets. In all tested experiments the application of MAG and ACC SEMs led to improvement of final EC accuracy as was presented.
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7. Conclusion

This paper deals with an electronic compass (EC) algorithm and procedures needed for its correct functionality.

Table II

<table>
<thead>
<tr>
<th>θ [deg]</th>
<th>φ [deg]</th>
<th>without calibration</th>
<th>with calibration ΔΨ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1.663</td>
<td>0.534</td>
</tr>
<tr>
<td>0</td>
<td>20</td>
<td>1.270</td>
<td>0.462</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>2.012</td>
<td>0.567</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>1.303</td>
<td>0.563</td>
</tr>
</tbody>
</table>

Fig. 4. The dependence of deviations of measured magnetic field vector before and after calibration — MAG of ADIS16405 — 21 evaluated positions.

Fig. 5. The dependence of deviations of measured accelerations before and after calibration — ACC of ADIS16405 — 36 evaluated positions.

changing with the step of 22.5 deg and a tilt compensation observed as well as the effect of MAG and ACC calibration on the azimuth accuracy. As a criterion for the azimuth accuracy evaluation the RMSEs were computed and the final values with and without calibration (applied SEM) summarized, see Table II. The table provides the final RMSEs depending on set tilts in two directions (pitch and roll angles). In all four data sets, the application of evaluated SEMs led to the improvement of the final EC accuracy.
4.4. Comparison of Electrolytic Tilt Sensors for Accelerometer Data Correction
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Resumé:
Tento příspěvek popisuje analýzu a porovnání různých modulů s elektrolytickými senzory náklonu z hlediska statických a dynamických charakteristik. Pro správné určení polohových úhlů (příčného náklonu a podélného sklomu) vypočtených integrací z úhlových rychlostí je nutné korigovat neomezeně rostoucí chyby těchto naintegrovaných polohových úhlů. Za účelem korekce polohových úhlů navigačního systému jsme analyzovali 5 modulů náklonových senzorů s různými viskozitami elektrolytu. Jednalo se o 2 moduly se senzory se standardní viskozitou a s viskozitou o 50% vyšší (EZ-TILT-2000-008), dva moduly s viskozitou o 15% a 30% vyšší (EZ-TILT-2000-045) než standardní senzor (Advanced Orientation Systems Inc.) a jeden modul Micro 50-D70 se standardním elektrolytem (Spectron Glass and Electronics Inc.). Převodní charakteristiky, hystereze a doba ustálení byly měřeny a analyzovány.

Abstract:
In this paper there are analyzed and compared performances of different electrolytic tilt modules (ETMs) from static and dynamic characteristics point of view. For a correct determination of attitude (roll and pitch angles) evaluated from angular rates by integration, it is generally required to have attitude compensation sources which limit unbound error in this evaluation process and thus they play a key role for a proper function of navigation systems. We analyzed five ETMs with different electrolyte viscosity: EZ-TILT-2000-045 with standard viscosity and with the viscosity of 50% higher (EZ-TILT-2000-008), EZ-TILT-2000-045 with viscosity of 15% and 30% higher than the standard (all types from Advanced Orientation Systems Inc.), and Micro 50-D70 with standard electrolyte viscosity from Spectron Glass and Electronics Inc. The transfer characteristics, hysteresis and settling time on fast angle changes, were measured and analyzed and the results will be presented.
1 Introduction

Over the last decades, the usage of low-cost inertial sensors based on MEMS (Micro-Electro-Mechanical-Systems) technology was increased in many civil and military applications, such as a car, personal, indoor, underwater navigation, navigation of unmanned aerial vehicles [1, 2, 3, 4], etc.

A basic part of inertial navigation systems is an Inertial Measurement Unit (IMU). IMU primarily consists of triaxial accelerometer for translational acceleration measurements and triaxial angular rate sensor for rotational motion measurements. The rotational motion measurements are integrated to evaluate the attitude [5]. For proper attitude evaluation, it is generally required to have attitude correction sources which limit unbound error in this evaluation process.

In this paper, we have analyzed five Electrolytic Tilt Modules (ETMs) suitable for attitude corrections. In comparison to paper [1, 2], in which the ETM was used for correction of triaxial accelerometer imperfection under static conditions, in this paper there are analyzed ETMs from static (transfer characteristics, hysteresis) and dynamic (settling time) characteristics point of view.

In the section 2, the composition of electrolytic tilt modules and the principle of electrolytic tilt sensors are described. The parameters of ETMs EZ-TILT-2000-xxx and Micro 50-D70 with standard viscosity of electrolyte are listed in section 3. The measurement setup with Rotational-Tilt Platform is described in section 4, and measured characteristics are summarized in section 5.

2 Principle of Electrolytic Tilt Module

The ETM consists of the single or dual-axis Electrolytic Tilt Sensor (ETS) and conversion module (called by Advanced Orientation Systems Inc.) or signal conditioner (called by Spectron Glass and Electronics Inc.) which controls the sensor excitation and measures and processes the output signal.

In this section, the principle of dual-axis electrolytic tilt sensor is described, a block scheme of electrolytic tilt module is shown plus real measured input and output signals of dual-axis electrolytic tilt sensor are presented.
2.1 Principle of Electrolytic Tilt Sensor

The dual-axis electrolytic tilt sensor commonly consists of the cylinder including an electrolyte and five electrodes (see Fig. 1a).

There are two types of cylinders, the first one is made from glass (Fig. 1b), the second one, more robust and more resistant, is made from polymer materials (Fig. 1c).

The pairs of electrodes are connected to a power. The center common electrode is used for measurement of output signal. The output signal changes with the respect to the inclination of sensor. Thus values can be changeable according to the angle of inclination (Fig. 1d).

![Diagram](image.png)

Fig. 1: a) The principle scheme of ETS; b) The ETS with glass cylinder; c) The ETS with the cylinder from polymer materials; d) The electric scheme of ETS

2.2 Block Scheme of Electrolytic Tilt Module (Conversion Module)

In general, electrolytic tilt sensors require the AC excitation waveform. A block scheme of general purpose dual-axis angle conversion module is shown in Fig. 2 [6]. In the realization of the conversion module, it is necessary to have zero DC offset in excitation waveform, because the usage of even small DC current can permanently polarize the electrolyte and irreversibly damage the sensor.
2.3 Measured Input and Output Signals of Dual-Axis Electrolytic Tilt Sensor

First of all, we have connected the input and output pins of electrolytic tilt sensor to oscilloscope and we have analyzed them. The input and output signals in both angles (pitch, roll) of the tilt being zero are shown in Fig. 3. The excitation of ETS was provided by the conversion module. Unlikely, Fig. 4 shows a positive pitch angle output signal and a negative roll angle output signal.

3 Parameters of Tested Electrolytic Tilt Modules

In this section, there are listed the basic specifications of electrolytic tilt modules EZ-TILT -2000-008, EZ-TILT-2000-045, and Micro 50-D70, as well as electrolytic tilt sensors used in these ETMs.

The EZ-TILT-2000-xxx modules consist of a multi-output dual axis high resolution conversion module EZ-TILT-2000-xxx and dual-axis electrolytic tilt sensors DX-008/DX-045. In case of ETM Micro 50-D70, the SP 5000-A-000 sensor and the Micro 50 signal conditioner were used.
Fig. 3: The input and output signals in zero pitch and roll angles

Fig. 4: The input and output signals in positive pitch and negative roll angles

The performances of the electrolytic tilt sensors DX-008, DX-045 [7] and SP 5000-A-000 [8] (all with standard viscosity) are described in Tab. 1, the parameters of conversion modules EZ-TILT-2000-xxx and Micro 50 are listed in Tab. 2.
### Parameter Summary

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DX-008</th>
<th>DX-045</th>
<th>SP 5000-A-000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximal Range (deg)</td>
<td>±20</td>
<td>±70</td>
<td>±45</td>
</tr>
<tr>
<td>Linear Range (deg)</td>
<td>±8</td>
<td>±60</td>
<td></td>
</tr>
<tr>
<td>Resolution (deg)</td>
<td>&lt; 0.0008</td>
<td>&lt; 0.0061</td>
<td>0.02</td>
</tr>
<tr>
<td>Repeatability (deg)</td>
<td>&lt; 0.03</td>
<td>&lt; 0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>Symmetry</td>
<td>&lt; 2% @ 4 deg</td>
<td>&lt; 2% @ 35 deg</td>
<td>&lt; 5% @ 22.5 deg</td>
</tr>
<tr>
<td>Linearity</td>
<td>&lt; 1% @ 8 deg</td>
<td>&lt; 7% @ 60 deg</td>
<td>&lt; 3% @ 22.5 deg</td>
</tr>
<tr>
<td>Settling Time (ms)</td>
<td>&lt; 300</td>
<td>&lt; 300</td>
<td>&lt; 160</td>
</tr>
<tr>
<td>Temperature Range</td>
<td>-40 to +60 deg C</td>
<td>-40 to +60 deg C</td>
<td>-40 to +80 deg C</td>
</tr>
</tbody>
</table>

**Tab. 1: Performance of Electrolytic Tilt Sensors DX-008, DX-045 and SP 5000-A-000 with Standard Viscosity of Electrolyte [7, 8]**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>EZ-TILT-2000-xxx</th>
<th>Micro 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Voltage (VDC)</td>
<td>6 to 12</td>
<td>7 to 30</td>
</tr>
<tr>
<td>Resolution of A/D Converter</td>
<td>12 bit</td>
<td>12 bit</td>
</tr>
<tr>
<td>Repeatability (deg)</td>
<td>&lt; 0.02</td>
<td>&lt; 0.04</td>
</tr>
<tr>
<td>Temperature Range</td>
<td>-40 to +60 deg C</td>
<td>-20 to +70 deg C</td>
</tr>
<tr>
<td>Output</td>
<td>PWM, Analog, RS-232</td>
<td>RS-232</td>
</tr>
</tbody>
</table>

**Tab. 2: Parameters of ETMs’ Conversion Modules**

### 4 The Measurement Setup

All five tested ETMs were measured simultaneously using a modular system for attitude and position estimation [9]. As it was described in [10], the connectivity of modules to the modular system is resolved automatically according to standards IEEE 1451 [11, 12] and IEEE 1588 [12, 13]. In this case, the Micro-50-D70 was used as a primary ETM in the modular system and the four ETMs EZ-TILT-2000-xxx were connected just as additional modules. The whole measurement setup was mounted on a Rotational Tilt Platform (RoTiP). A block scheme of the measurement setup is shown in Fig. 5a and its real look in Fig. 5b. The U1 is the primary ETM connected via RS232 with one conversion module providing access to CAN bus forming the core of the modular system. The CAN bus respects the CAN Aerospace standard. The pair of modules S1 and S2, S3 and S4 are connected the in same way to additional system modules via RS232. The data are converted in all modules according to
CAN Aerospace standard to CAN frame and sent via CAN bus to a master module. The master module receives the data from all sub-modules and resent them to PC via RS232.

![Diagram of measurement setup]

Fig. 5: a) The block scheme of measurement setup; b) Measurement setup realization

5 Tests and Results

This section provides results of electronic tilt modules measurements which help to analyze the sensors’ performances from the accuracy and dynamic characteristics point of view. The tests covered the calibration procedure of ETMs, evaluation of deviations between tilt angles evaluated by upward and downward direction measurements, and settling time evaluation.

During all experiments and analyses the data from all ETMs were sampled and recorded with the frequency of 20 Hz. To eliminate the influence of noise contained in data we made a mean value of 30 seconds for each channel and each position under steady-state conditions. The resultant value was used as a representative for that particular position and channel for static characteristics. For the following tests and results, the range ±10 deg covered the linear range of abovementioned sensors and fully satisfied their potential usage requirements for attitude compensation because if roll or pitch angles are higher than ±10 deg the airplane is in most cases turning and it is not possible to use ETM for compensation purposes because of centrifugal acceleration.

For result comparison Root Mean Square Error (RMSE) defined by (1) was used.
\[ RMSE(x_1, x_2) = \sqrt{\frac{\sum_{i=1}^{n}(x_{1,i} - x_{2,i})^2}{n}} \] (1)

where: \( x_{1,i} \) is the vector of reference values; \( x_{2,i} \) denotes the vector of measured/estimated values; and \( n \) represents the number of measurements.

### 5.1 Transfer Characteristics

The transfer characteristics of all ETMs were measured using RoTiP platform in the range of \( \pm 10 \) deg with the step of 1 deg. As a reference a precise accelerometer Clinotronic Plus with resolution 5 arcsec was used. Measured transfer characteristics of ETM related to reference values were then approximated using 3rd order polynomials to get corrections for both pitch \((2)\) and roll angles \((3)\).

\[
\theta_{corr} = a \cdot \theta_{nc}^3 + b \cdot \theta_{nc}^2 + c \cdot \theta_{nc} + d, \tag{2}
\]

\[
\phi_{corr} = e \cdot \phi_{nc}^3 + f \cdot \phi_{nc}^2 + g \cdot \phi_{nc} + h, \tag{3}
\]

where: \( \phi \) is the roll angle; \( \theta \) is pitch angle; subscript \( corr \) represents the angles after the polynomials correction; subscript \( nc \) corresponds to the measured non-corrected angles; \( a, b, c, d \) are coefficients of pitch angle polynomial; \( e, f, g, h \) are coefficients of roll angle polynomial, where the particular values of \( a - h \) coefficients depend on used ETM.

Figure 6 shows the deviations of pitch and roll angles of all ETMs from reference values before correction.

Transfer characteristics of all ETMs were corrected using the abovementioned polynomials. The worst RMSE values were in the case of EZ-TILT-2000-008-50%; for pitch angle 0.08 deg and for roll angle 0.03 deg. Except the RMSE, the maximal and minimal deviations from reference were observed and as in the previous case the highest deviations were found out in the case of sensor with viscosity about 50% higher. The minimal and maximal values for pitch angle were -0.13 deg and 0.15 deg, in case of roll -0.08 deg and 0.08 deg.
5.2 Deviation between Tilt Angles Evaluated by Upward and Downward Direction Measurements

Using the same measurement procedure as in the previous section, the data for computation of deviations between tilt angles evaluated by upward and downward direction measurements were evaluated. The measured data were first corrected using the 3rd polynomials and after that, the deviations were analyzed. The RMSE, minimal and maximal values of these deviations were computed. The results are summarized in Tab. 3.

<table>
<thead>
<tr>
<th>Electrolytic Tilt Module</th>
<th>Pitch Angle (deg)</th>
<th>Roll Angle (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MIN</td>
</tr>
<tr>
<td>EZ-TILT-2000-008-STD</td>
<td>0.06</td>
<td>-0.11</td>
</tr>
<tr>
<td>EZ-TILT-2000-008-15%</td>
<td>0.02</td>
<td>-0.05</td>
</tr>
<tr>
<td>EZ-TILT-2000-008-30%</td>
<td>0.08</td>
<td>-0.12</td>
</tr>
<tr>
<td>EZ-TILT-2000-008-50%</td>
<td>0.13</td>
<td>-0.43</td>
</tr>
<tr>
<td>Micro 50-D70</td>
<td>0.05</td>
<td>-0.09</td>
</tr>
</tbody>
</table>

Tab. 3: Parameters of ETMs’ Conversion Modules
5.3 Settling Time

The settling time is defined by a producer as an elapsed time measured from the end of the tilt disturbance until the sensor output reaches a steady state again [14]. We have measured 8 tilt changes for pitch angle and 8 tilt changes for roll angle with different angular velocities from ±5 deg/s to ±55 deg/s for both positive and negative directions in range from -6 deg to +6 deg. We have analyzed the settling time for all ETMs and measurements. The differences between particular measurements with different angular velocities were negligible for all ETMs, so as resultant values of settling time we have considered the mean values. The shortest settling time 0.61 second was performed by the EZ-TILT-2000-045-30% and the longest settling time 5.25 second was in the case of EZ-TILT-2000-008-50%. From these analyses it is evident that the EZ-TILT-2000-008-50% is more resistant to vibrations than the EZ-TILT-2000-045-30% and the sensor with viscosity about 50% higher can be substituted by the filter with lower cut-off frequency.

6 Conclusion

The main aim of this paper was to describe the function of electrolytic tilt sensors (ETSs) and electrolytic tilt modules (ETMs) and analyze their performances from static and dynamic characteristics point of view. In the paper, we have analyzed five ETMs with different electrolyte viscosity, four ETMs from Advanced Orientation Systems Inc. and one from Spectron Glass and Electronics Inc. First of all the corrections using 3rd order polynomials were applied, the resultant accuracy was analyzed and the worst RMSE values were in the case of EZ-TILT-2000-008-50% for pitch angle 0.08 deg and for roll angle 0.03 deg. After that the deviations in tilt angle between upward and downward direction measurements were computed. As in previous characteristics the highest deviations 0.13 deg for pitch and 0.16 deg for roll were determined in the EZ-TILT-2000-008-50% data. The longest settling time was measured in EZ-TILT-2000-008-50% as well and so this sensor is more resistant to vibrations than other sensors with lower viscosity. The deviations from reference 3rd after polynomial correction, the hysteresis, settling time will be presented at the conference.
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4.5. Analyses of Electrolytic Tilt Sensor Data for Triaxial Accelerometer’s Initial Alignment
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Analyses of Electronic Inclinometer Data for Tri-axial Accelerometer’s Initial Alignment

Abstract. This paper deals with the usage of a dual-axis electronic inclinometer EZ-TILT-2000-008 to improve an initial alignment of a tri-axial accelerometer, which forms a part of the inertial measurement unit ADI/S16405. There were performed several measurements under various initial conditions with the usage of a precise Rotational-Tilt Platform as a reference. Based on measured data the alignment procedure accuracy, null repeatability, stability of initial roll angle, hysteresis, and cross-axis dependence were analyzed and the results of these analyses are presented.

Streszczenie. Przedstawiono wykorzystanie dwuosiowego inklinometru EZ-TILT-2000-008 do poprawy ustawiania trzyosiowego przyspieszniomierza. Przewodzono badania dokładności, powtarzalności synchronizacja, hysteresis i wpływania na w sprawnym przyspieszniomierzu (Zastosowanie elektronicznego inklinometru do ustawiania trzyosiowego miernika przyspieszenia).

Keywords: electronic inclinometer, tri-axial accelerometer, initial alignment, cross-axis dependence.

Słowa kluczowe: inklinometr, przyspieszniomierz.

Introduction

Recently, a technological improvements in the precision and reliability of Micro-Electro-Mechanical-Systems (MEMS) have enabled the usage of low-cost MEMS inertial sensors in wide range of civil and military applications, such as a car navigation, personal navigation, indoor navigation, navigation of unmanned aerial vehicles, underwater navigation, human motion tracking, etc. [1, 2, 3, 4, 5, 6].

A basic part of common navigation systems, which is an Inertial Measurement Unit (IMU), primarily contains accelerometers (ACCS) and angular rate sensors (ARSS) for providing inertial data, and additionally magnetometers (MAGs). These sensors’ data are used for various navigation computations such as attitude, velocity and position estimation, initial alignment, etc. In navigation systems, first of all, it is necessary to determine the initial attitude of the navigation system including the determination of initial Euler angles (the roll, pitch, and yaw). They describe the relationship between the sensor frame (SF) and the local navigation frame (LNF) in which the navigation is performed.

For IMUs with low-cost ARSSs the initial attitude cannot be determined by a self-alignment procedure using only ARSSs them-selves [7, 8], because aforementioned sensors are not able to sense the Earth rotation, which is usually below the noise level [9]. Therefore, the initial attitude has to be determined using the ACCs and MAGs. The procedure of initial attitude determination is called the coarse alignment and its accuracy depends on the level of imperfections of ACCs and MAGs (scale factor corrections, angles of non-orthogonality, biases, etc.). These can be partially compensated using a sensor error model [3, 10].

After the coarse alignment has been done, the Euler angles are initialized and regular Euler angles estimation process, for details see [11], can take place.

This paper extends the analyses presented in [1] and deals with the usage of an electronic inclinometer (EI) EZ-TILT-2000-008 (Advanced Orientation Systems Inc. [12]. The EI is used to improve the initial levelling done based on tri-axial accelerometer, in our case, contained in the IMU ADI/S16405 (Analog Devices [13]). The levelling procedure forms the part of initial attitude determination, in which the pitch and roll angles are estimated. The accuracy of initial attitude determination depends on biases of ACCs which cause non-negligible errors in pitch and roll estimates and vary with each system turning-on. This mentioned imperfection of accelerometers was a motivation for using other system with a different principle of angles estimation. In our case, the EI was used, which enabled the estimation of accelerometer biases. There were performed several measurements under various initial conditions with the usage of the Rotational-Tilt Platform (RoTIP) as the reference. Based on the measured data the accuracy analyses were performed.

Initial Attitude Determination

The initial attitude determination is a procedure, in which Euler angles are estimated. There exist various algorithms for initial attitude determination, e.g. a coarse/fine alignment, static/motion alignment, analytic alignment and so on [9]. In this paper, the initial attitude is evaluated using the coarse alignment procedure only. This procedure can be divided into two steps. First one includes the levelling procedure to determine the pitch and roll angles.

The following one is named a course alignment and determines the yaw angle [8]. For IMUs consisting of tri-axial MAG as well as ACC and ARS, the yaw angle can be determined easily. In the following part only the levelling procedure is described.

Levelling procedure

A main aim of the levelling is to determine the pitch (1) and roll (2) angles according to the gravity vector measured by tri-axial ACC under static conditions [7, 8].

\[
\begin{align*}
\theta &= \arctan\left(-\frac{f_{yx}}{\sqrt{f_{xx}^2 + f_{zx}^2}}\right) \\
\phi &= \arctan\left(-\frac{f_{zx}}{f_{yy}}\right)
\end{align*}
\]

where: \(\theta\) is the pitch angle, \(\phi\) denotes the roll angle, \(f_{xx}, f_{yy}, f_{zx}\) are measured accelerations in the sensor frame.

The procedures of the levelling and course alignment were described in detail by Sokal in [7, 8]. Based on the real tests performed by Sokal it can be seen that the estimated values of pitch and roll angles are not identical with the reference ones due to the influence of accelerometer biases. Based on the specifications of ADI/S16405 the initial bias error is up to ±50 mg (for 1σ corresponding 68% probability) and thus can cause the error of ±2.8 degree in zero tilt. This error negatively influences the final accuracy of estimated initial attitude as well as the following position evaluation. This imperfection of the process was the motivation for a usage of a different system to measure and correct the pitch and roll angles determined from the accelerometer during the coarse alignment procedure [1].
Applied Systems and Measurement Setup

This section describes basic specifications of applied measurement systems. The performance of the ADIS16405's tri-axial ACC (Analog Devices [13]) is provided in Table 1. In the case of the electronic inclinometer (EI) EZ-TILT-2000-008 (Advanced Orientation Systems Inc. [12]) it is in Table 2.

Table 1. The parameters of the ADIS16405's accelerometer [13]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer's parameter</td>
<td>±18 g</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>±50 mg</td>
</tr>
<tr>
<td>Initial sensitivity</td>
<td>3.33 mg/LSB</td>
</tr>
<tr>
<td>Initial bias error (-1°C)</td>
<td>±0.2 mg</td>
</tr>
<tr>
<td>In-run bias error (+1°C)</td>
<td>±0.2 mg</td>
</tr>
<tr>
<td>Noise density (no filtering)</td>
<td>0.2 m/s²/hr</td>
</tr>
<tr>
<td>Velocity random walk (+1°C)</td>
<td>0.2 m/s²/hr</td>
</tr>
<tr>
<td>Noise density (no filtering)</td>
<td>9 mg</td>
</tr>
</tbody>
</table>

Table 2. The parameters of the EZ-TILT-2000-008 [12]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EI's parameter</td>
<td>±8 deg</td>
</tr>
<tr>
<td>Range</td>
<td>1 to 4 VDC</td>
</tr>
<tr>
<td>Power supply</td>
<td>6 to 12 VDC</td>
</tr>
<tr>
<td>Resolution of A/D converter</td>
<td>12 bit</td>
</tr>
<tr>
<td>Response (10%-90%)</td>
<td>40 ms</td>
</tr>
<tr>
<td>Repeatability</td>
<td>&lt;0.02 deg</td>
</tr>
<tr>
<td>Temperature range</td>
<td>-40 to +60 degC</td>
</tr>
</tbody>
</table>

The EI (Fig. 1a) is an advanced programmable dual-axis linear analog/digital module with CMOS microprocessor which includes a dual-axis polymer based electrolytic tilt sensor (ETS) DX-008. The EI module provides analog, PWM, and RS-232 tilt information in two axes. Full description is specified in [12]. In our case, the viscosity of ETS was about 50% higher than viscosity of standard ETS.

A block scheme of measurement setup is shown in Fig. 2. It includes the RoTIP with its power supply, two measurement systems (EI, IMU) powered by other DC power supply and USB, and a PC control station. The PC software controls the RoTIP position via RS232 bus and collects the data from the measurement systems.

Tests and Results

This chapter provides the results of EI and ACCs tests which helped to analyse the measurements system performances from their accuracy point of view. The tests covered the effect of EI correction on the final accuracy, the correction of ACC's transfer characteristics, a null repeatability, the stability of the initial null angle, the hysteresis, and cross-axis dependence.

During all experiments and analyses the data from ADIS16405 were sampled and recorded with the frequency 100 Hz and the data from EZ-TILT-2000-008 with 14 Hz. To eliminate the influence of a noise contained in the data we made a mean value of 100 samples for each channel and each position under steady-state conditions and a resultant averaged value was used as a representative for that particular position and channel.

For a result comparison Root Mean Square Error (RMSE) defined by (3) was used.

\[
RMSE(x_1, x_2) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_{1i} - x_{2i})^2}
\]

where: \( x_{1i} \) is the vector of reference values, \( x_{2i} \) denotes the vector of measured/estimated values, and \( n \) represents the number of measurements.

Transfer Characteristics

The transfer characteristics of both measurement systems were measured using RoTIP platform in the range approximately ±8 deg with the step of 1 deg. The systems were consequently tilted among steady-state positions with angular velocity 2 deg/s. Measured transfer characteristics of EI related to the reference values were then approximated using 2nd order polynomials to get corrections for both pitch (4) and roll (5) angles.

\[
\theta_{corr} = 0.001761 \cdot \phi^2 + 1.031 \cdot \phi + 0.6138
\]

\[
\phi_{corr} = 0.001761 \cdot \phi^2 + 1.031 \cdot \phi + 0.2546
\]

where: \( \theta \) is the pitch angle, \( \phi \) denotes the roll angle, subscript corr represents the angles after the polynomial correction, subscript nc corresponds to the measured non-corrected angles.

The deviations of EI transfer characteristics from the reference values before and after the correction are shown in Fig. 3. The effect of EI transfer characteristics correction on the precision of ACC biases estimation and consecutive ACC based angles estimation can be seen in Fig. 4. The experiment in each position considered that based on corrected value of EI ACCs were newly initialized, which means that the biases of ACCs were newly estimated and corrected. The RMSE and variance values from Fig. 3 and Fig.4 are listed in Table 4.
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Fig. 3. Deviations (Δ) of pitch and roll angles from the reference values before and after corrections using 2nd order polynomials – electronic inclinometer EZ-TILT-2000-008

Fig. 4. Deviations (Δ) of pitch and roll angles from the reference values before and after bias corrections using corrected data of electronic inclinometer – ACC of IMU ADIS16405

Table 4. The RMSE and variance values before and after correction for EL and ACC (according to Figs. 3-4)

<table>
<thead>
<tr>
<th></th>
<th>Pitch</th>
<th>Roll</th>
<th>Pitch</th>
<th>Roll</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE before</td>
<td>0.57</td>
<td>0.27</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td>RMSE after corr.</td>
<td>0.04</td>
<td>0.05</td>
<td>0.07</td>
<td>0.10</td>
</tr>
<tr>
<td>Variance before corr.</td>
<td>0.0057</td>
<td>0.0077</td>
<td>0.0213</td>
<td>0.0053</td>
</tr>
<tr>
<td>Variance after corr.</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0114</td>
<td>0.0034</td>
</tr>
</tbody>
</table>

Null Repeatability

The repeatability is defined as an angular error calculated from angle deviations when the measurement system is repeatedly placed in the same position and consequently replaced from it. A special angle of importance is the null angle, which is characterized by the null repeatability characteristics [14]. As in the previous case, the RoTIP was used to set the positions and to refer the angles. The ACC and EI were tilted within the range of ±8 deg along combined directions (positive pitch and negative roll and conversely). The angular rate between subsequent positions was kept at the value of 2 deg/s in all cases. For each channel of EI and ACC and steady-state conditions the average of 100 samples was calculated. Fifty times the null angle position was subsequently set up. The performances of EI and ACC are shown in Fig. 5.

Based on obtained data from the null repeatability experiment the RMSE of EI performance was 0.12 deg for the pitch and 0.08 deg for the roll angle. In the case of ACC the RMSE was higher in both cases, i.e. 0.81 deg for the pitch and 0.40 deg for the roll angle. From Fig. 5 it is clear that the null repeatability of ACC is influenced by the initial bias error, which can be compensated using the bias correction obtained from EI.

Stability of Initial Null Angle

The stability of an initial null angle, which corresponds to an initial bias error defined by Analog Devices [13], was also observed. For both systems there were performed 20 measurements during 4 days. Each measurement was performed after the power was 60 seconds switched-on to stabilize the system operating conditions. As well as in previous cases and steady-state conditions 100 data samples were averaged to obtain the value we then worked with.

The RMSE for the pitch and roll angles of EI was 0.05 deg in both axes. The RMSE for the pitch and roll of ACC was 0.97 deg and 0.25 deg, respectively. The stability of initial null angle characteristics for both EI and ACC is shown in Fig. 6. From the ACC characteristics it can be seen that the pitch and roll angles were again influenced by an initial bias error, unlike the EI. According to Fig. 6, the initial bias error has smaller influence on EI than on ACC. It proves the EI to be suitable for initial ACC corrections from the null angle stability point of view.

Hysteresis

The hysteresis characteristics were measured in the range of ±8 deg forward and backward for both angles of tilt. As in previous measurements, the average of 100 samples was taken as a representative value of particular steady-state position. The hysteresis was observed on the sensor data already compensated for the nonlinearity and initial offset. According to tilt angles evaluated based on measured data when the RoTIP was tilted from -8 deg up to +8 deg and back, we evaluated differences between obtained angles of both directions and a particular reference angle of RoTIP. The progresses of those
differences for both sensors are presented in Fig. 7. The hysteresis $\delta_H$ can be then calculated according to (6).

$$\delta_H = \left( \frac{y_{up} - y_{down}}{y_{max} - y_{min}} \right)_{max} \times 100 \, (\%)$$

where $y_{up}$ denotes an evaluated value from a forward measurement (tilt being increased), $y_{max}$ corresponds to a backward measurement (tilt being decreased), and $y_{down}, y_{min}$ are the minimal and maximal values of the measurement.

With respect to (6) and measured data the El hysteresis was 0.51 % for the pitch and 0.43 % for the roll angle. The hysteresis for ACC was 0.71 % for the pitch and 1.19 % for the roll angle.

Cross-axis Dependence

The cross-axis dependence was measured for both systems using the same procedure and the same number of samples to be averaged for representing values as in previous cases. In the cases of the pitch angles being changed, the roll angle deviations were measured. In the other case, the roll angles were changed and pitch angle deviations were measured. The measured data for both systems were analysed. The cross-axis dependencies for ACC are shown in Fig. 8. The RMSE was 0.06 deg for the pitch and 0.06 deg for the roll angle.

According to measured characteristics of ACC it can be seen that the cross-axis error is negligible with respect to other error sources. Unfortunately, performed analyses of El showed the strong cross-axis dependence and the additional measurements had to be performed. The cross-axis dependencies for the pitch and roll angles of El are shown in Fig. 9 and Fig. 10, respectively.

The measured characteristics were analysed and approximated by two-variable polynomials. We analysed different order of polynomials from the computational cost and the accuracy points of view. The RMSEs which were computed from deviations between measured and reference angles before and after cross-axis correction using different order polynomials are shown in Table 5.

Furthermore, we performed the correction using other mathematical algorithm — LOcally WEighted Scatterplot Smoothing (LOWESS), but the application of this algorithm did not lead to well-marked improvement of the accuracy. Finally, we chose 3rd order polynomials described by (7) and (8) for pitch and roll correction, respectively.

$$\Delta\theta = 0.093 - 0.081\theta - 0.082\phi - 0.002\theta^2 - 0.003\phi^2 + 0.001\theta^3 + 0.003\phi^3 - 0.0001\theta^4$$

(7)

$$\Delta\phi = 0.273 + 0.077\theta - 0.050\phi - 0.001\theta^2 + 0.001\phi^2 - 0.001\theta^3 + 0.003\phi^3 - 0.0005\phi^3$$

(8)

where $\Delta\theta, \Delta\phi$ are the pitch and roll corrections, $\theta, \phi$ are estimated pitch and roll angles.

<table>
<thead>
<tr>
<th>Applied polynomial</th>
<th>RMSE (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>Roll</td>
</tr>
<tr>
<td>No correction</td>
<td>0.67</td>
</tr>
<tr>
<td>Correction using 1st order polynomial</td>
<td>0.44</td>
</tr>
<tr>
<td>Correction using 2nd order polynomial</td>
<td>0.43</td>
</tr>
<tr>
<td>Correction using 3rd order polynomial</td>
<td>0.13</td>
</tr>
<tr>
<td>Correction using 4th order polynomial</td>
<td>0.12</td>
</tr>
<tr>
<td>Correction using 5th order polynomial</td>
<td>0.09</td>
</tr>
</tbody>
</table>
Conclusion
This paper concerns a levelling procedure of navigation systems using tri-axial accelerometer (ACC) and electronic inclinometer (EI). The levelling forms the part of coarse alignment process which is needed to be performed within the initialization of inertial navigation systems. The levelling is generally done by ACCs, however, ACC biases negatively affect its precision. Due to this reason other system is required and thus we analysed how the precision can be improved by EI utilization and what weak points the system has.

In our case we used ACCs of IMU ADIS16405 and electrolytic tilt sensor of EZ-TILT-2000-008 EI system. Both systems belong to the low-cost category. The main aim was to analyse different effects of their characteristics on the levelling precision. For both systems we analysed the transfer characteristics, null repeatability, stability of initial null angle, hysteresis, and cross-axis dependence. All these characteristics were measured in the range of ±8 deg using a Rotational-Tilt Platform (RoTIP) which provided us with reference values of tilt. These values were related with ACC and EI data and used for analyses.

The RMSEs of performed analyses are summarized in Table 6. From this table, it can be seen that the main error affecting accuracy of the EI was caused by a cross-axis dependence with the RMSE equal to 0.13 deg for the pitch angle and 0.14 deg for the roll angle. These errors can be further reduced by using higher order polynomials or using other correction algorithms, such as aforementioned LOWESS. Nevertheless, with more and more complicated functions applied the computation cost will increase and the accuracy improvement will not change so much.

The measured characteristics of EI were slightly different from values specified by manufacturer. It was probably caused by using an electrolyte with higher viscosity than the one generally used in standard EI systems. However, according to measured data and performed analyses we proved that the corrections based on EI data lead to the improvement of the levelling accuracy, which was our main purpose.

Table 6. The results of performed analyses for EI EZ-TILT-2000-008 and ACC ADIS16405s

<table>
<thead>
<tr>
<th>Performed analyses</th>
<th>EI</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pitch</td>
<td>Roll</td>
</tr>
<tr>
<td>No correction: RMSE (deg)</td>
<td>0.57</td>
<td>0.27</td>
</tr>
<tr>
<td>After correction: RMSE (deg)</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>Null repeatability RMSE (deg)</td>
<td>0.12</td>
<td>0.09</td>
</tr>
<tr>
<td>Init. null angle stability: RMSE (deg)</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Hysteresis (%)</td>
<td>0.51</td>
<td>0.43</td>
</tr>
<tr>
<td>Cross-axis dependence: RMSE (deg)</td>
<td>0.13</td>
<td>0.14</td>
</tr>
</tbody>
</table>
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This paper focuses on practical approaches to attitude estimation suitable for aerial applications. A main concern is in the comparison of their performances based on real flight experiments. All covered approaches are theoretically described and then applied to evaluate flight data with respect to a referential attitude obtained by a multi-antenna GPS receiver. The first approach uses a complementary filter providing estimates based only on inertial data measured by a low-cost inertial measurement unit (IMU). The second approach implements an IMU/GPS integration scheme using extended Kalman filter (EKF) evaluating the attitude and position based on inertial data supplemented by the position obtained from a single-antenna GPS receiver. The third approach fuses data from an IMU, magnetometer, and electrostatic tilt sensor via the EKF, which is further extended by the Gauss-Newton minimization method. These three approaches were implemented and compared based on measured real flight data which suffer from vibration impacts varying according to a flight phase. Reducing the vibration impacts on the accuracy of the attitude estimation was a main motivation. Results of attitude estimation performed with these three approaches are provided to confirm their accuracy and suitability in aerial applications.

1. Introduction

Generally, the usage of low-cost Inertial Measurement Units (IMUs) is broad nowadays. Of course, the objective "low-cost" has a crucial meaning in sense of potential applications. As long as low-cost IMUs use MEMS (Micro-Electro-Mechanical Systems) based inertial sensors they are small in dimensions, light, low power consuming and thus their presence can be found for instance in mobile phones, terrestrial vehicles, robots, stabilized platforms as well as in Unmanned Aerial Vehicles (UAVs), small aircrafts, and satellites. Even if the applications are cost-effective, the performance commonly requires data fusion from various sources due to the inertial sensors' imperfections, such as insufficient resolution for navigation purposes, bias instabilities, noise etc. Therefore, a special data treatment needs to be involved. In sense of aerial applications the usage of UAVs has increased rapidly in recent years. UAVs can be employed in many military and civil applications [1], [2] fulfilling a broad spectrum of assignments in fields of reconnaissance, surveillance, search and rescue, remote sensing for atmospheric measurements, traffic monitoring, natural disaster, damage assessment, inspection of power lines, or for aerial photography [2], [3]. These applications generally require navigation to be carried out which includes the attitude, velocity, and position estimation [4] and thus cost-effective solutions have been commonly studied and implemented with advantage.

A current research and development in the area of low-cost navigation systems are focused on small scale and as cheap as possible solutions [5]. As mentioned, as long as MEMS based IMUs are used the evaluation process requires data fusion from available aiding sources. These sources stabilize errors in navigation solutions and thus increase navigation accuracy. Over last few years, a solution of vehicle navigation without absolute position measurements provided by GPS or radio frequency beacons has become very popular. For indoor or low altitude navigation it can use for example cameras, laser scanners, or odometers in terrestrial navigation [6], [7]. However, the solutions fusing inertial measurements aided by GPS are still preferable for aerial vehicles operating outside in large areas simply because of unblocked GPS signals. The implementation of other aiding sensors, such as magnetometer or pressure sensors, can further enhance the overall accuracy, reliability, and robustness of a navigation system [8], [9]. An attention is also paid to data processing algorithms used for attitude and position estimation, so there can be found many literature sources dealing with filtering techniques using for instance complementary filters [10].
particle filters \cite{11}, or Kalman filters (KFs) \cite{12, 13}. In the last named case the extended KF (EKF) is used most of the time since it provides an acceptable accuracy with a reasonable computational load. Therefore, KF represents one of the most used algorithms for UAV attitude estimation (see comprehensive survey of estimation techniques done by authors in \cite{14}) and is often complemented by other algorithms and decision-based aiding \cite{15}. However, most of the state estimation algorithms are evaluated in simulations, or with respect to other techniques utilizing inertial and magnetic sensors.

Applied navigation solutions also need to deal with vehicle vibrations which affect inertial measurements themselves. The vibrations can have different frequency content and thus the solutions require particular tuning of fusion parameters. This paper contribution is in a tuning of these parameters as well as in a performance comparison of different approaches to attitude estimation suitable for aerial applications respecting harsh environment with high vibration impacts. For the purpose of obtaining real flight synchronous data with the possibility of various fusion schemes a modular navigation system was used \cite{16}. It consisted of a MEMS based IMU, single-antenna GPS receiver, magnetometer, and electrolytic tilt sensors (ETSs) with a different electrolyte viscosity. Different attitude estimation approaches were applied on the obtained data using the IMU data only, which provided elementary level of independence, which was in contrast to other approaches using the IMU data aided by a magnetometer, ETS, and GPS receiver. The approaches studied in this paper fuse the data via a complementary filter and EKF. In one case the EKF is further extended by the Gauss-Newton Minimization (GNM) algorithm.

All studied approaches are tuned to satisfy a certain level of accuracy and applied on real flight data. The results are compared to an accurate referential attitude obtained from a multi-antenna GPS receiver. Such comparison with an independent referential system provides a thorough overview of the performances of studied approaches and shows their capabilities to handle sensors’ imperfections and vibration impacts of harsh environment on the accuracy of attitude estimation in aerial applications.

2. Attitude Estimation Approaches

This section describes the attitude (i.e., Euler angles - roll, pitch, and yaw (φ, θ, ψ), or quaternion representation) estimation approaches relying on measured data from IMU, magnetometer, electrolytic tilt sensor (ETS), and GPS receiver.

2.1. Attitude Estimation Based on Accelerometer and Gyroscope Data

An IMU commonly consists of a triaxial accelerometer (ACC) and triaxial gyroscope providing acceleration and angular rate measurements in the direction along all three sensitivity axes. The ACCs measure the components of translational and gravitational acceleration. The gyroscopes measure inertial angular rates along their sensitivity axes including also the Earth’s rotation. However, in the case of MEMS based low-cost gyroscopes the Earth rotation is under the resolution; therefore, it is not necessary to consider it in calculations.

The attitude can be estimated solely from ACC and gyroscope data, but the final accuracy is not sufficient in any case due to limiting factors. The attitude from ACCs can be used only under steady-state conditions, e.g., for determination of initial roll and pitch angles or in flight phases when the vehicle is not maneuvering or accelerating. On the other hand, the gyroscopes can be used for standalone attitude estimation, but the final accuracy strongly depends on their parameters and due to the integration of angular rates the errors are unbounded and often grow rapidly. This fact limits their usage only for short periods of time.

The ACC readings can be used for determination of roll and pitch angles using (1), also referred to as coarse alignment, which is commonly used to initialize the roll and pitch angles before taking off \cite{17}:

\[
\begin{bmatrix}
\phi_{\text{ACC}}(k) \\
\theta_{\text{ACC}}(k)
\end{bmatrix} = \text{atan2} \left( \frac{a_x^2(k) + a_y^2(k)}{\sqrt{a_x^2(k) + a_y^2(k)^2}} \right)
\]

where subscript ACC denotes that the angles are based on accelerations; \(a_x^2, a_y^2, a_z^2\) are accelerations measured by triaxial ACC and \text{atan2} is a four-quadrant arctangent function. These roll and pitch estimates are valid only under aforementioned steady-state conditions.

Estimation of the Euler angles is primarily based on angular rates integration as described by (2-4):

\[
\begin{bmatrix}
\Delta \phi_{\text{GYR}}(k) \\
\Delta \theta_{\text{GYR}}(k) \\
\Delta \psi_{\text{GYR}}(k)
\end{bmatrix} = \begin{bmatrix}
\sin \phi \tan \theta & \cos \phi \tan \theta & 0 \\
0 & \cos \phi & -\sin \phi \\
\sin \phi \sec \theta & \cos \phi \sec \theta & 0
\end{bmatrix} \cdot (\omega(k) - \bar{b}_n) T_s
\]

where \(\Delta\) is an angle increment; subscript \(k\) denotes the discrete time; subscript \(\text{GYR}\) denotes that the angles are based on gyroscope readings; \(\omega\) is the vector of measured angular rates; \(T_s\) is a sampling period; and \(\bar{b}_n\) is the vector of biases estimated as:

\[
\bar{b}_n = \frac{1}{m} \sum_{k=1}^{m} \omega(k)
\]

where \(m\) is the number of measured samples under static conditions during initialization phase (ranges typically from few seconds up to few minutes of averaging under static conditions).

The final attitude based on gyroscope data is computed using following equation:

\[
\begin{bmatrix}
\phi_{\text{GYR}}(k) \\
\theta_{\text{GYR}}(k) \\
\psi_{\text{GYR}}(k)
\end{bmatrix} = \begin{bmatrix}
\phi_{\text{ACC}}(k-1) \\
\theta_{\text{ACC}}(k-1) + \Delta \phi_{\text{GYR}}(k) \\
\psi_{\text{ACC}}(k-1) + \Delta \psi_{\text{GYR}}(k)
\end{bmatrix}
\]

where \(\phi_{\text{ACC}}(0)\) and \(\theta_{\text{ACC}}(0)\) are initialized using (1).
2.2. Attitude Estimation Using Aiding Systems

Since the attitude is primarily based only on angular rates integration it diverges rapidly from true values. When ACCs are considered as an aiding source, gravity measurements allow compensation only in the roll and pitch channels under steady-state conditions. To overcome this limitation other approaches might be used. Therefore, this section presents potential approaches using aiding sources and suitable for attitude estimation in aerial applications. This section thus presents two different approaches to yaw estimation, and two EKF algorithms, one standard and second one extended by GNN algorithm.

2.2.1. Yaw Estimation

A common way to estimate yaw angle is by using magnetometer (MAG) or GPS measurements. When a MAG is used the simplest way is using only horizontal vector components of the magnetic field measured by dual-axis magnetometer. This way requires the MAG being placed always in the horizontal plane which might be done by a gimbal system. However, Strapdown navigation systems are preferred nowadays which means that a triaxial magnetometer needs to be used and tightly mounted in the navigated object. In this case, the horizontal leveling is done mathematically. The yaw angle is computed using (5), where the information about roll and pitch angle is necessary [16, p. 357], [19]:

\[ \psi_{MAG} = -\arctan\left(\frac{m_x^0 c_y - m_y^0 s_y}{m_x^0 s_y + m_y^0 c_y}\right) - D \]  

where subscript MAG denotes that the yaw angle is based on magnetometer data; \( (m_x^0, m_y^0) \) are measured magnetic vector components; and \( D \) is the magnetic declination; \( c_y = \cos \phi, s_y = \sin \phi \), etc.

When the UAV is equipped with a GPS receiver, the approximate yaw angle can be determined using consecutive measurements of position and triangulation in the horizontal plane:

\[ \psi_{GPS}(k) = \arctan2(p_y(k) - p_y(k-1), p_x(k) - p_x(k-1)) \]  

where \( (p_x, p_y) \) are positions in the direction of north and east coordinates; \( \arctan2 \) is the four-quadrant arctangent function.

There are some drawbacks of the GPS-based yaw angle determination in aerial applications. First, the GPS-based yaw angle includes the effect of sideslip and wind disturbance, so it can differ from the real yaw angle. Second, due to the uncertainty of GPS position it is recommended to determine \( \psi_{GPS} \) only when the forward velocity passes certain threshold in order to avoid large uncertainty before the take-off. Better accuracy can be also achieved by averaging the estimates across a longer time interval.

2.2.2. Complimentary Filter for Attitude Determination

An efficient way of evaluating attitude by using an IMU data only is to combine a long-term stability of roll and pitch angles estimated based on gravity measurements and a short-term stability of integrated angular rates. This fact characterizes data fusion to respect the dynamic changes observed by gyros and steady-state conditions allowing to correct the roll and pitch angles based on ACC measurements. The complimentary filter (CF) is such a combination of the ACC for the low frequency attitude estimation and gyroscopic output for the high frequency estimation [20]. One of the straightforward realizations of a CF is described by:

\[
\begin{bmatrix}
\dot{\psi}_{CF}(k) \\
\dot{\theta}_{CF}(k) \\
\dot{\psi}_{ACC}(k) \\
\dot{\theta}_{ACC}(k)
\end{bmatrix} = L
\begin{bmatrix}
\phi_{CF}(k-1) \\
\theta_{CF}(k-1) \\
\phi_{ACC}(k) \\
\theta_{ACC}(k)
\end{bmatrix} +
\begin{bmatrix}
\Delta \phi_{GYR}(k) \\
\Delta \theta_{GYR}(k)
\end{bmatrix} +
(I - L)
\begin{bmatrix}
\dot{\phi}_{ACC}(k) \\
\dot{\theta}_{ACC}(k)
\end{bmatrix}
\]

where subscripts GYR, ACC, and MAG denote angles based on gyroscope, ACC and MAG data, as previously defined in eq. (1–5); \( L \) is a diagonal matrix of constant weighting coefficients and \( I \) is an identity matrix with the same size as \( L \).

This kind of attitude estimation overcomes the problem of slowly degrading gyroscopic based attitude via corrections from ACC and MAG. Despite the solution is not computationally demanding, it works well in many situations. ACC do not provide sufficient corrections in many dynamic systems (e.g., aircraft stands no longer undisturbed on the ground or no longer flies in a steady straight flight) and degrade the attitude output during rapid maneuvers or when exposed to severe vibration. Therefore, the CF can be modified by dynamics detection criteria, as described in Section 2.2.4. The resulting attitude is then determined using (7) during low UAV dynamics and using (4) under other conditions. The same issue comes when a magnetometer is integrated and environment magnetic field changes occur. However, it rarely occurs in the aerial applications during the flight, since the influence of the aircraft body is generally compensated.

2.2.3. IMU/GPS Extended Kalman Filter

The first approach, shown in Fig. 1, implements the IMU/GPS integration scheme done by EKF (see [21, p. 178] for details about the EKF algorithm) and estimates a 12-dimensional state vector (8) containing position, velocity, attitude, and gyroscopic biases. The measurement vector (9) is 3-dimensional and includes GPS position converted to the local navigation coordinate system. The process and measurement models are in the form of following differential functions (10) and (11) (for details see [22] for implementation without the gyroscopic bias estimates):

\[
x = [p_n p_e p_d v_n v_e v_d \phi \psi \beta \omega x \omega y \omega z]^{T}
\]

\[
y = [p_n p_e p_d]^{T}
\]
where $x$ is the state vector; $(p_x, p_y, p_z)$ are components of the position vector $p^b$ in the local navigation (North-East-Down) coordinate frame; $(v_x, v_y, v_z)$ are the body frame components of velocity vector $v^b$; $(\phi, \theta, \psi)$ are roll, pitch, and yaw angles; $(\dot{b}_ux, \dot{b}_uy, \dot{b}_uz)$ are gyroscope biases; and $y$ is the measurement vector.

The system function $f(x, u)$ propagates the state $x$ and input $u$ (i.e., accelerations and angular rates) and the measurement function $h(x)$ is used to update the EKF state with measurements (i.e., GPS position). They are defined as:

$$
f(x, u) = \begin{bmatrix} C_x^b p^b \\
p^b \\
0 \cos \phi & -\sin \phi & 0 \cos \beta \sin \phi & 0 \cos \beta \cos \phi & 0 \end{bmatrix}
$$

$$
h(x) = p^b
$$

where $a^b$ is a vector of accelerations measured by triaxial accelerometer ACC, $0$ is a vector of zeros, $g^b = [0 \ 0 \ g]^\top$ is the gravity vector; symbol $\times$ represents the vector cross product, and $C_x^b$ is the body to navigation frame rotational matrix:

$$
C_x^b = \begin{bmatrix} c_\phi c_\psi & -c_\phi s_\psi + s_\phi c_\theta c_\psi & s_\phi c_\psi + c_\phi s_\theta c_\psi \\
s_\phi c_\psi & c_\phi s_\psi + s_\phi c_\theta s_\psi & -c_\phi s_\psi + s_\phi c_\theta c_\psi \\
-s_\phi & c_\phi c_\psi & s_\phi c_\psi
\end{bmatrix}
$$

where $c_\phi = \cos \phi, s_\phi = \sin \phi$, etc.

The process and measurement noise covariance matrices $Q$ and $R$ for the models defined in (10) and (11) are described as follows:

$$
Q = \text{diag}(\sigma^2_v, \sigma^2_\omega, \sigma^2_b)
$$

$$
R = \text{diag}(\sigma^2_g)
$$

where diag denotes a diagonal matrix and $\sigma^2$ are vectors of element-wise squared standard deviations for velocity, angular rates, gyroscope biases, and GPS position, respectively, and are specified in Table 2.

The advantage of this approach is a straightforward implementation and satisfactory navigation performance. The motion model is correct for the centrifugal force; therefore, it is highly preferable for applications where this force occurs frequently, e.g., during a turn. However, even when properly tuned, the estimates strongly rely on the GPS signal availability. In the case of blocked or lost GPS signal the estimates begin to diverge quickly and results may become unstable as long as the filter parameters are not adjusted. This approach is implemented to estimate the attitude, position, and velocity, but the position and velocity are not the subject of this paper.

Fig. 1: IMU/GPS EKF

2.2.4. Extended Kalman Filter with Gauss-Newton Minimization

The second EKF approach with the Gauss-Newton Minimization (GNM) algorithm uses data measured by a triaxial gyroscope, ACC, MAG, and roll and pitch angles measured by an electrolytic tilt sensor (ETS). A main advantage of this approach is that it does not depend on any external source of information, e.g., on the GPS signal.

In this case, the state vector defined in (15) is 10-dimensional and consists of angular rates $(\dot{\omega}_x, \dot{\omega}_y, \dot{\omega}_z)$, components of quaternion attitude representation $(q_0, q_1, q_2, q_3)$ [23], and gyroscope biases $(\dot{b}_ux, \dot{b}_uy, \dot{b}_uz)$.

The measurement vector is then defined as a triad of angular rates $(\omega_0^{bm}, \omega_0^{bm}, \omega_0^{bm})$ and four components of quaternion $q_0^{bm} = (q_0^{bm}, q_1^{bm}, q_2^{bm}, q_3^{bm})$ rotating the vector from the body to navigation frame (further referred as $q$) (16).

$$
x = \begin{bmatrix} \omega_x^{bm} \\
\omega_y^{bm} \\
\omega_z^{bm} \\
q_0^{bm} \\
q_1^{bm} \\
q_2^{bm} \\
q_3^{bm}
\end{bmatrix}
$$

$$
y = \begin{bmatrix} \omega_0^{bm} \\
q_0^{bm} \\
q_1^{bm} \\
q_2^{bm} \\
q_3^{bm}
\end{bmatrix}
$$

The triads of angular rates and biases are modeled as the output of Gauss-Markov process with white noise vector $w_\omega$. The vector $\omega_0^{bm} = (0 \omega_0^{bm}, \omega_0^{bm}, \omega_0^{bm})$ formed as the quaternion with zero scalar part is related with quaternion derivative $\dot{q}$ as [24]:

$$
\dot{q} = \frac{1}{2} \dot{\omega} \otimes q
$$

where $\otimes$ represents quaternion multiplication.

The quaternion derivative is integrated and the resultant quaternion is normalized to unit magnitude using equation (18):

$$
\ddot{q} = \frac{q}{|q|}
$$

The process model is shown in Fig. 2 and defined as:

$$
f(x, u) = \begin{bmatrix} \frac{1}{2} \dot{\omega}_x^2 + \frac{1}{2} w_0^2 \\
\frac{1}{2} \dot{q} \otimes \omega_x \\
\frac{1}{2} |q|^2 \\
\frac{1}{2} \dot{b}_x + \frac{1}{2} w_x
\end{bmatrix}
$$

The measurement function (20) is used to update the EKF state with the vector consisted of three gyroscope measurements and by four components of the quaternion, which are computed using ACC, ETS, and MAG.
measurements. The advantage of a quaternion approach lies in the linearity of the output equations which significantly simplifies the filter design and reduces computational requirements [24], [25].

\[
\mathbf{h}(x) = \begin{bmatrix} \omega_x \\ \omega_y \\ \omega_z \\ q_x \\ q_y \\ q_z \end{bmatrix}
\]

(20)

Fig. 2: Process Model for Angular Rates and Quaternions [26]

The process and measurement noise covariance matrices \( \mathbf{Q} \) and \( \mathbf{R} \) for the models defined in (19) and (20) are described as:

\[
\mathbf{Q} = \text{diag}(\sigma_{\omega}^2, \sigma_{\omega}^2, \sigma_{\omega}^2, \sigma_{q}^2) \tag{21}
\]

\[
\mathbf{R} = \text{diag}(\sigma_{\text{meas}}^2, \sigma_{\text{meas}}^2) \tag{22}
\]

where \( \text{diag} \) denotes a diagonal matrix and \( \sigma \) are vectors of the standard deviations for angular rates, quaternion components, gyroscope biases, respectively, \( m \) denotes measured data and are further specified in Table 2.

To estimate the quaternion vector based on ACC, ETS, and MAG measurements the weighting of ACC and ETS data and Gauss-Newton Minimization method was utilized. The minimization is based on following assumptions:

- ACC and MAG are 3-dimensional measuring systems;
- ETS, ACC, and MAG axes are aligned and deterministic sensor errors are compensated;
- magnitudes of the gravity vector and magnetic field vector are known and given for a particular local geographical area.

Ideally, the result of minimization should be the best fit of quaternion which is used for rotation of the measurements in body frame into known reference values (in the local navigation frame). However, the ACC and MAG measurements are burdened by several sources of errors as:

- ACC attitude is influenced by the components of translational acceleration instead of only gravity;
- variations of the Earth’s magnetic and gravity fields [27].

First of all, the compensation of ACC biases is necessary. To reduce initial bias errors, ETSs, which have commonly under static conditions better accuracy than ACCs, can be utilized. For analyses of ETS suitability for bias compensations see [28].

After the bias initial compensation, the ETS data are used to aid the ACC data to reach better stability of corrections for attitude estimation in cases of low dynamic flight. The acceleration components evaluated with respect to the ETS based roll and pitch angles are fused with data from the ACC through weighting coefficient matrix \( \mathbf{W}_{\text{ETS}} = \text{diag}(w_{\text{ETS}_x}, w_{\text{ETS}_y}, w_{\text{ETS}_z}) \):

\[
\begin{bmatrix}
\dot{\mathbf{q}}_{\text{ACC+ETS}_x} \\
\dot{\mathbf{q}}_{\text{ACC+ETS}_y} \\
\dot{\mathbf{q}}_{\text{ACC+ETS}_z}
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{d}_{\text{ACC}} \\
\mathbf{d}_{\text{ETs}} \\
\left[ I - \mathbf{d}_{\text{ETs}} \right]
\end{bmatrix}
\begin{bmatrix}
\dot{\mathbf{q}}_{\text{ACC}} \\
\dot{\mathbf{q}}_{\text{ETS}}
\end{bmatrix} + 
\begin{bmatrix}
I_{\text{ETS}_x} \\
I_{\text{ETS}_y} \\
I_{\text{ETS}_z}
\end{bmatrix}
\]

(23)

where subscripts ACC+ETS, ACC, ETS denote the resulting acceleration after the fusion, acceleration measured by ACC, and the one evaluated based on ETS data.

Then the error function for Gauss-Newton minimization algorithm is defined as

\[
\mathbf{\epsilon}(\tilde{\mathbf{q}}) = \mathbf{y}^b - R(\hat{\mathbf{q}})\mathbf{y}^b = \mathbf{y}^b - \begin{bmatrix}
\mathbf{C}_b^o \\
0
\end{bmatrix} \mathbf{y}^b
\]

(24)

where \( R(\mathbf{q}) = [a_x, a_y, a_z, m_x, m_y, m_z]^\top \) is the vector of “error function”; \( \tilde{\mathbf{q}} \) is the current quaternion vector estimate; \( \mathbf{y}^b = [a_x, a_y, a_z, m_x, m_y, m_z]^\top \) is the vector of measured ACC and MAG data rotated using the matrix \( R(\hat{\mathbf{q}}) \) where the rotation matrix \( \mathbf{C}_b^o \) utilizing a current quaternion estimate \( \hat{\mathbf{q}} \) is defined as:

\[
\mathbf{C}_b^o = \hat{\mathbf{q}} R(\hat{\mathbf{q}}) =
\begin{bmatrix}
\hat{q}_0^6 + \hat{q}_1^6 - \hat{q}_2^6 - \hat{q}_3^6 \\
2(\hat{q}_1 \hat{q}_2 + \hat{q}_3 \hat{q}_4 + \hat{q}_5 \hat{q}_6) \\
2(\hat{q}_1 \hat{q}_2 + \hat{q}_3 \hat{q}_4 - \hat{q}_5 \hat{q}_6) \\
2(\hat{q}_1 \hat{q}_2 - \hat{q}_3 \hat{q}_4 + \hat{q}_5 \hat{q}_6) \\
2(\hat{q}_1 \hat{q}_2 - \hat{q}_3 \hat{q}_4 - \hat{q}_5 \hat{q}_6) \\
2(\hat{q}_1 \hat{q}_2 + \hat{q}_3 \hat{q}_4 - \hat{q}_5 \hat{q}_6)
\end{bmatrix}
\]

(25)

A nonlinear minimization problem is stated as:

\[
\min_{\mathbf{q}} f(\mathbf{q}) = \frac{1}{2} \mathbf{\epsilon}(\mathbf{q})^T \mathbf{\epsilon}(\mathbf{q})
\]

(26)

where \( f(\mathbf{q}) \) is a “cost function”.

By applying the GNM algorithm, the new quaternion estimate \( \mathbf{q}_n \) is computed as current estimate \( \mathbf{q} \) deducted by the correction corresponding to the error function \( \mathbf{\epsilon}(\mathbf{q}) \) as:

\[
\mathbf{q}_n = \mathbf{q} - (f'(\mathbf{q})f(\mathbf{q}))^{-1} f'(\mathbf{q}) \mathbf{\epsilon}(\mathbf{q})
\]

(27)

where \( f(\mathbf{q}) \) is the Jacobian of the error function \( \mathbf{\epsilon}(\mathbf{q}) \) defined as [29]:

\[
\begin{align*}
J(\mathbf{q}) &= \frac{\partial \mathbf{\epsilon}(\mathbf{q})}{\partial \mathbf{q}} \bigg|_{\mathbf{q} = \mathbf{q}} = -\frac{\partial R(\mathbf{q})}{\partial \mathbf{q}} \mathbf{y}^b \\
&= -\begin{bmatrix}
\frac{\partial R(\mathbf{q})}{\partial q_1} & \mathbf{y}^b \\
\frac{\partial R(\mathbf{q})}{\partial q_2} & \mathbf{y}^b \\
\frac{\partial R(\mathbf{q})}{\partial q_3} & \mathbf{y}^b
\end{bmatrix}
\end{align*}
\]

(28)

As aforementioned, during the flight measured acceleration corresponds to the total acceleration minus gravity so it contains also translational acceleration which can cause significant errors of attitude determination. To avoid the degradation of the accuracy by ACC, ETS, and
MAG corrections from GNM, it is convenient to use these corrections only under steady-state conditions when zero or low UAV dynamics is detected. The following detection criteria are used:

\[
\omega < \omega_{dyn} \& \left( |a| < (g + a_{dyn}) \& |a| > (g - a_{dyn}) \right)
\]  

(29)

where \( |\omega| = \sqrt{\omega_x^2 + \omega_y^2 + \omega_z^2} \) is the magnitude of angular rate vector; \( \omega_{dyn} \) is its predetermined limit value; \( |a| = \sqrt{a_x^2 + a_y^2 + a_z^2} \) is the magnitude of acceleration vector in the body frame; \( a_{dyn} \) is its predetermined limit value; \( g \) is the magnitude of gravity vector. The experimentally estimated values of \( \omega_{dyn} \) and \( a_{dyn} \) are presented in Section 3.

A block scheme of all data processing covering the corrections of ACC by ETS and the EKF with the GNM algorithm is shown in Fig. 3.

3. Measurement Setup and Experimental Results

This section describes the measurement setup which was mounted in the UAV and utilized to obtain the data. Besides the results of attitude estimation for all of aforementioned approaches, the analyses of EKF with GNM are presented at the end of this section.

3.1. Measurement Setup

A modular navigation system (described in details in [16]) consists of following sensors and systems connected via CAN bus (CANaerspace protocol) with a defined sampling frequency \( F_s \):

- IMU ADIS16405 (Analog Devices) – accelerations and angular rates \( F_s,IMU = 50 \) Hz, temperature compensated and internally filtered (digital filter reducing the sensor bandwidth to about 16 Hz);
- Electrolytic tilt sensors EZ-TILT-2000 (Advanced Orientation Systems Inc.) - roll and pitch angles \( F_s,ETS = 10 \) Hz; four sensors with different electrolyte viscosity (ETS-STD: standard viscosity defining the response time of 40 ms, ETS-15: viscosity 15% higher than the standard, ETS-30: viscosity 30% higher, ETS-50: viscosity 50% higher), the first three EZ-TILT-2000 modules use DX-045 sensor with range ±70°; in case of ETS-50, the DX-008 sensor with range ±15° was used;
- Magnetometer HMR2300 (Honeywell) - components of a magnetic field \( F_s, MAG = 50 \) Hz;
- GPS receiver Garmin 18x-S +H - latitude, longitude, altitude, speed \( F_s, GPS = 5 \) Hz;
- 3-antenna GPS receiver Polar X2@e (Septentrio) – the reference for attitude estimation - roll, pitch, and yaw angles \( F_s, REF = 10 \) Hz.

Fig. 3: EKF with Gauss-Newton Minimization Algorithm
The modular navigation system was mounted in Bellanca Super Decathlon XXL UAV (see Fig. 4) with 60 ccm combustion engine, 3 meter wing span, and weight of 20 kg including payload. The UAV was remotely controlled above a small airport and performed various flight patterns including rectangular, eight-pattern, circular, rapid altitude changes flight mode (see Fig. 5). The experiment took about 23 minutes (including take-off, flight, and landing). During the flight, there were the phases with high dynamics reaching angular rates of ±65°/s and the measuring system was exposed to vibration affecting the ACC readings with values up to 20 m/s² caused by the harsh environment.

Fig. 4: Bellanca Super Decathlon XXL

The attitude reference was provided by the 3-antenna GPS receiver Polar X2@e (Septentrio). Accuracy of the reference system was evaluated based on the distances among three antennae and manufacturer documentation. The resulting accuracy of 1σ was then 0.2° in roll angle, 0.6° in pitch angle and 0.3° in yaw angle.

3.2. Experimental results

Data preprocessing includes the compensation of triaxial ACC [30] and gyroscope [31], [32] for deterministic errors, the sensor error models were presented in [16]. The ETSs with different viscosities of electrolyte standard, about 15%, 30% and 50% higher than standard) were corrected using 3rd order polynomials [33]. After these corrections the alignment of MAG and ETS coordinate systems to the IMU coordinate frame was done. As a last step of data preprocessing accelerations, angular rates, and MAG readings were pre-filtered using a 5th order low-pass filter with the cutoff frequency of 5 Hz. According to Fig. 6, such a bandwidth is sufficient for a small UAV to reduce noise and high frequency vibrations present in the data without interfering with the UAV dynamics.

The preprocessed data were used for attitude estimation using algorithms described in Section 2. All results are accompanied by the root mean square error (RMSE) allowing results comparison with respect to the reference attitude from 3-antenna GPS receiver. The RMSE is defined as:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_i - x_i)^2}$$  \hspace{1cm} (30)

where $\hat{x}$ denotes the estimate, $x_i$ the reference value, and $N$ is the number of observed samples.

Fig. 5: Flying Patterns - position obtained from the GPS; (Top) a) Rectangular; b) Eight-pattern; c) Circular; d) Rapid Altitude Changes; (Bottom) Altitude during the flight

Fig. 6: Amplitude spectrum of the IMU measurements from the UAV flight. (Top) Accelerometers. (Bottom) Gyroscopes

To provide all potential aspects, results provided in Table 1 also include attitude estimated only from gyro data and ACC data which were just pre-filtered. Furthermore, the yaw angle obtained based on GPS and MAG data is also provided. All this provides an understanding about the efficiency of aforementioned more sophisticated approaches compared to the simplest way of attitude evaluation. To evaluate the progression of $\psi_{MAG}$ the estimates of roll and pitch angles from the EKF were used under the belief of their correctness.
Table 1. Attitude RMSE

<table>
<thead>
<tr>
<th>Attitude estimation approach</th>
<th>Roll (°)</th>
<th>Pitch (°)</th>
<th>Yaw (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyroscopes only</td>
<td>5.9</td>
<td>5.0</td>
<td>110.8</td>
</tr>
<tr>
<td>Accelerometers only</td>
<td>24.0</td>
<td>9.67</td>
<td>-</td>
</tr>
<tr>
<td>GPS</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Magnetometer</td>
<td>-</td>
<td>-</td>
<td>7.3</td>
</tr>
<tr>
<td>Complementary filter</td>
<td>22.2</td>
<td>5.5</td>
<td>35.2</td>
</tr>
<tr>
<td>CF with dynamics constraints</td>
<td>16.8</td>
<td>4.9</td>
<td>35.2</td>
</tr>
<tr>
<td>IMU/GPS EKF</td>
<td>1.2</td>
<td>2.0</td>
<td>4.3</td>
</tr>
<tr>
<td>GNM</td>
<td>4.6</td>
<td>5.1</td>
<td>42.1</td>
</tr>
<tr>
<td>EKF+GNM</td>
<td>1.9</td>
<td>2.7</td>
<td>5.3</td>
</tr>
</tbody>
</table>

The approach utilizing the complementary filter showed unsufficient accuracy of attitude estimation even after experimental tuning of the weighting parameter matrix $L$ especially in the roll and yaw channels. The lowest RMSE was reached for $L = \text{diag}(0.98, 0.98, 0.5)$, results are denoted in Table 1. Its performance is not notably improved even with the dynamics constraint (29) restricting the influence of non-gravitational accelerations for $a_{\text{dyn}} = 1 \text{ m/s}^2$. In comparison with previous approaches, the EKF based on IMU/GPS integration provides satisfying accuracy of the attitude estimation, but at the cost of GPS data availability. The last evaluated approach utilizing the EKF extended by the GNM algorithm provides comparable results as previous EKF approach, but its main advantage is in the independency of the algorithm on external source of information, i.e. on the GPS signal. Results when only GNM based attitude is estimated are also denoted for a complete overview. The EKF+GNM results correspond to the situation in which the approach parameters were already tuned and under this “final settings” conditions this approach reached the best performance. The tuning and “final settings” conditions are closely described in the following section.

3.3. Analyses of the Extended Kalman Filter with Gauss Newton Minimization

This section describes the analyses of the EKF extended by the GNM algorithm performed according to different updating schemes covering ACC and ETS with different electrolyte viscosities and when deterministic error models for ACCs and gyros, obtained by the calibration, were applied. The results of EKF+GNM performance for different updating settings are summarized in Table 3 and Table 4. The best performance of the EKF+GNM with a particular updating scheme was reached under “final settings” conditions which are closely described in Section 3.3.2.

3.3.1. Correction of ACC Initial Bias Error

As stated in Section 2.2.4., initial ACC bias error needs to be corrected. The ACC initial bias error (1σ) for the IMU ADIS16405 can vary in the range of ±0.49 m/s² which can induce the attitude error up to ±2.9°. This initial error negatively influences the accuracy of estimated attitude. Usage of ETS is a convenient way to mitigate the ACC initial bias. This fact was confirmed during laboratory tests, see [28]. During the initialization phase of flight on the ground, the ACC and ETS data are compared and the initial bias error is corrected. With respect to the performed experiment the values of initial biases were evaluated as [0.08 0.09 0.05] m/s².

2.3.2. Tuning of EKF+GNM

To achieve the final RMSE results denoted in Table 1, the EKF+GNM needed to be tuned. First, the $Q$ and $R$ matrices of EKF were set to their initial values and a successive tuning aimed for minimizing the sum of the RMSE corresponding to the progressions of roll, pitch and yaw estimates and the reference. Second, the boundaries of dynamics $\omega_{\text{dyn}}$ and $a_{\text{dyn}}$ were tuned. The highest accuracy was achieved when the ACC+ETS+MAG updating scheme was applied and boundaries $\omega_{\text{dyn}} = 3.3°/s$ and $a_{\text{dyn}} = 1.9 \text{ m/s}^2$ were used. The values were obtained in accordance to the RMSE progressions shown in Fig. 7 and Fig. 8. Using these boundaries, high dynamics was detected in 83.2% of the flight and thus the ACC, ETS, MAG corrections were applied only in 16.8% of the flight. After that the $Q$ and $R$ matrices were tuned. In all cases, the convergence of GNM algorithm was ensured and up to 5 its iterations within a measurement update were sufficient for quaternion update estimation. The final values of $Q$ and $R$ are listed in Table 2.

![Fig. 7: Tuning of dynamics limit $\omega_{\text{dyn}}$ from angular rate measurements](image1)

![Fig. 8: Tuning of dynamics limit $a_{\text{dyn}}$ from accelerations](image2)
3.3.3. Usage of ETS for ACC Corrections

The suitability of usage of ETS for correcting ACC data were confirmed under laboratory conditions in [28]. Several performance analyses of four different ETSs were performed and evaluated in [33]. The analyses included aspects such as hysteresis, settling time, immunity of ETSs to vibrations, and static accuracy. Results can be found in [26]; however, the most suitable sensor was evaluated as the ETS-15 followed by the ETS-30. These experiments suffered from the absence of dynamics. To evaluate the behavior of ETSs under the dynamics in harsh environment as well as their suitability for ACC corrections, all four ETSs were mounted into the UAV and the corrections according to [23] were applied. The attitude RMSE of the EKF+GNM with usage of different ETSs are provided in Table 3. For the analyses, the EKF+GNM with parameters of “final settings”, which corresponds to the smallest attitude RMSE obtained within the whole evaluation, were used.

The “final settings” covered:

- determined values of \( Q \) and \( R \) matrices listed in Table 2,
- the compensation of ACC and gyroscope by predetermined Sensor Error Models (SEMs),
- estimation of gyrooscope biases within the EKF initialization,
- correction of acceleration based on ETS data with a weighting coefficient\( w_{ETS} \),
- determined thresholds \( \omega_{\text{sigma}} \) and \( \omega_{\text{sym}} \).

In Table 3 and Table 4, the \( \Delta \) values in the brackets correspond to the differences of the RMSE with “final settings” and particular RMSE with studied settings. The updating scheme reflects the situation denoted in the first columns of Table 3 and Table 4. The rest of parameters corresponded to their parallel in “final settings”.

In Table 3 the influence of ACC and ETS corrections were analyzed separately and also combined via weighting coefficient \( w_{ETS} = \text{diag}(0.46, 0.56, 0.50) \). The values in brackets show differences of particular updating scheme and the one corresponding to the “final settings”. The ETS-15 was picked up as the most convenient one for ACC corrections based on carried out comparison provided by the first row vs. the last three rows. Those differences might be understood as small and negligible; however, it needs to have in mind that the correction of ACC by ETS was applied just in 16.8% of the flight due to the determined dynamic boundaries.

3.3.4. Improvement of the Accuracy Based on ACC and Gyroscope SEM Compensation

To confirm the suitability of applying ACC and gyro deterministic error models (SEMs) [30], [32], Table 4 summarizes the analyses focused on the effect of applying SEMs on the accuracy of attitude estimation. The analyses cover cases when SEMs were not applied separately and both together, which all can be compared with the case of “final setting” conditions. Only the case, when ACC SEM was applied and gyroscope SEM compensation was not, has a comparable performance as the “final settings” case. This situation is caused by reducing the gyroscopic errors’ effect on the accuracy with ACC+ETS corrections from long-term perspectives. In all other cases, the attitude RMSE was improved by application of the SEMs under real flight experiment.

| Table 2. Standard deviations for the EKF approaches |
| IMU/GPS EKF |
| \( \sigma_a (\text{m/s}) \) | \( \sigma_{\omega_a} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b_a}} (\text{}/\text{s}) \) | \( \sigma_p (\text{m}) \) |
| 3.1 | 1.6 | \( 10^6 \) | 3.8 |
| EKF+GNM |
| \( \sigma_{\omega_a} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b_a}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b_a}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b_a}} (\text{}/\text{s}) \) |
| 1.53 | 1.22 | 1.16 | 0.0029 | 0.0029 | 0.0030 | 0.0032 | 0.0018 | 0.0018 | 0.0018 |
| \( \sigma_{\omega_{a,m}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b,m}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b,m}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{a,m}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b,m}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b,m}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b,m}} (\text{}/\text{s}) \) | \( \sigma_{\omega_{b,m}} (\text{}/\text{s}) \) |
| 0.04 | 0.03 | 0.02 | 0.0002 | 0.0002 | 0.0005 | 0.0002 | 0.0002 |

| Table 3. Attitude RMSE of EKF+GNM with ACC+ETS Different Settings |
| EKF+GNM corrected by | Roll/(\( \Delta_{\text{roll}} \)) (\(^\circ\)) | Pitch/(\( \Delta_{\text{pitch}} \)) (\(^\circ\)) | Yaw/(\( \Delta_{\text{yaw}} \)) (\(^\circ\)) |
| ACC+ETS-15 with “final settings” | 1.87 | 2.67 | 5.32 |
| ACC | 1.91/(0.04) | 2.82/(0.15) | 5.49/(0.17) |
| ETS-15 | 2.06/(0.19) | 3.08/(0.41) | 6.14/(0.82) |
| ACC+ETS-STD | 2.03/(0.16) | 3.08/(0.41) | 6.12/(0.80) |
| ACC+ETS-30 | 1.91/(0.04) | 2.75/(0.08) | 5.50/(0.18) |
| ACC+ETS-50 | 1.92/(0.05) | 2.80/(0.13) | 5.62/(0.30) |
3.3.5. Summary of EKF+GNM Analyses

It is clear from Table 3 and Table 4 that in all cases except one the attitude RMSEs were improved when SEMs were applied. Even if the resulting differences might seem negligible it needs to have in mind that the experiment included a real flight and slight differences in RMSEs do not unambiguously provide a measure of behavior during dynamic changes. During the performed experiment only 16.8% of ACC+ETS corrections were possible to use.

Details of the attitude progressions estimated by aforementioned approaches are shown in Fig. 9, Fig. 10, and Fig. 11. The results compare angles from GNM, EKF+GNM, integrated angular rates, and the reference angles. Unfortunately, there were several inconveniences which caused outages of the GPS data because of the wing vibration, and changes in a satellite view. Nevertheless, these outages do not play important role in analyses of studied approaches. As it can be seen in Fig. 9–Fig. 11, the reference angles were provided in the majority of time. There can be seen that the minimal differences are between the reference angles and angles from EKF+GNM. The GNM based angles are computed only from ACC and MAG data and these angles are strongly influenced by high dynamics. On the other hand, gyroscope based angles suffer from higher deviations from the reference which is caused by uncorrected bias drift and its instability. The estimated angular rate biases, which improved the final accuracy of EKF+GNM are shown in Fig. 12.

### Table 4. Attitude RMSE of EKF+GNM without Error Compensation

<table>
<thead>
<tr>
<th></th>
<th>Roll/(Δθ(roll)) (°)</th>
<th>Pitch/(Δθ(pitch)) (°)</th>
<th>Yaw/(Δθ(yaw)) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EKF+GNM</td>
<td>1.87</td>
<td>2.67</td>
<td>5.32</td>
</tr>
<tr>
<td>ACC+ETS-15 with “final settings”</td>
<td>1.89(0.02)</td>
<td>2.98(0.21)</td>
<td>6.00(0.68)</td>
</tr>
<tr>
<td>without ACC SEM &amp; with gyro SEM</td>
<td>1.87(0.00)</td>
<td>2.65(-0.02)</td>
<td>5.46(0.14)</td>
</tr>
<tr>
<td>without gyroscope SEM &amp; with ACC SEM</td>
<td>1.87(0.00)</td>
<td>2.81(0.14)</td>
<td>6.14(0.82)</td>
</tr>
</tbody>
</table>

Fig. 9: Estimation of the roll angle

Fig. 10: Estimation of the pitch angle

Fig. 11: Estimation of the yaw angle

Fig. 12: Estimation of angular rate biases (please note that the sudden changes in the bias estimates around 1550 s were caused by hard landing)
4. Conclusions

This paper focuses on different attitude estimation approaches exploiting inertial measurements aided by various sensors and systems and compares their performances. The paper covers: a straightforward method of attitude evaluation using accelerometers or gyroscopes measurements only and their fusion by means of a complementary filter, an IMU/GPS fusion scheme Extended Kalman Filter (EKF), and the EKF extended by the Gauss-Newton minimization algorithm. All studied approaches are compared based on real-flight experiment carried out with a UAV. The paper provides an inside view of studied approaches and their behaviors with respect to dynamics of flight and harsh environment which aerial vehicles generally produce. According to presented results the best attitude estimation was achieved using inertial measurements combined with an accelerometer for measurements using an IMU/GPS EKF, or using inertial measurements aided by the magnetometer and electrolytic tilt sensors and fused by the EKF extended by GNM algorithm. Thorough analyses of the experiment confirmed that the EKF+GNM approach gives comparable results as the IMU/GPS EKF which is commonly used. In contrast to the IMU/GPS EKF the EKF+GNM approach is independent on GPS which brings a big advantage from attitude point of view mainly in indoor areas or areas with blocked GPS signals. Moreover, the real-flight experiment confirmed previously performed laboratory experiments and their results about the electrolytic tilt sensors and sensor calibration presented in [28], [30], [32], [33] under real flight conditions including high dynamic changes during the UAV maneuvering and strong vibrations coming from the UAV harsh environment.
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5. Unpublished Results Related to the Thesis

In chapter 4, the results related to the author’s thesis are presented through selected journal and conference papers. Due to the limited number of pages in the published papers and due to progressive development in the thesis objectives further results unpublished are present in details in following subchapters.

5.1. Results Related to Triaxial Gyroscope Calibration

A main goal of the proposed gyroscope calibration as already described in details in chapter 4.2 involves the estimation of deterministic errors (in form of the SEM) such as non-orthogonalities, scale factor errors, offsets, and gyroscope framework misalignments. The calibration process is based on three consecutive rotations of gyroscope along all sensitivity axes. For parameter estimation, measured angular rates are numerically integrated to obtain the angles of performed rotation. The reference angles of the rotation can be obtained by means of a theodolite [28], FOG based measurement system (Fig. 1) [74], or already calibrated accelerometers [75]. Based on the minimization criterion considering deviations between gyroscope based data and the reference data the SEM is estimated. The algorithm applied for the SEM estimation is based on Cholesky decomposition and LU (Lower-Upper) factorization. For calibration purposes two AHRS units, 3DM-GX2 (Microstrain) and AHRS M3 (Innalabs) were used.

The main advantage of this calibration approach is that it does not require any precise rotational or positioning platform. The other advantage is that the calibration process requires only angles of rotation as a reference which means that referential angular rates are not needed.

When already calibrated accelerometers are used as a reference, the calibration procedure assumes that the accelerometer frame coincides with gyroscope frame, because the compensated accelerometer readings are used to align gyroscope’s axis to the plane in which the rotation is performed with the accuracy better than ±1° [75]. When this alignment angle error is less than ±1°, the error caused in the angular rate is about 0.02% which can be assumed as negligible.
5.1.1. Verification of Gyroscope Calibration

The parameters of SEMs were estimated for gyroscopes of 3DM-GX2 and AHRS M3 (Fig. 1). The resultant accuracy of both gyroscope's SEMs were verified on seven independent data sets. As an evaluation criterion, the RMSE via a deviation matrix is defined and used as a criterion for calibration compensation efficiency following (1).

\[ e_{i,j} = \begin{bmatrix} e_{x,x} & e_{y,x} & e_{z,x} \\ e_{x,y} & e_{y,y} & e_{z,y} \\ e_{x,z} & e_{y,z} & e_{z,z} \end{bmatrix}, \]

where \( e_{i,j} \) reflects a residual deviation of an integrated angle projected to the \( j \)-axis when an angular rate was applied along the \( i \)-axis [76].

To verify the final accuracy of the integrated angles from those seven different datasets a combined matrix was needed to form. The matrix was formed in a way that each element was calculated as the RMSE of all specific elements belonging to the specified position in the already evaluated deviation matrices from (1). The final combined matrix is presented in Table 1 for 3DM-GX2 and in Table 2 for AHRS M3.

**Table 1: Evaluation of Estimated Gyroscope SEMs, RMSE of Deviation Matrices Before/After Compensations - 3DM-GX2**

<table>
<thead>
<tr>
<th></th>
<th>RSME of deviation matrices before compensation ( \Delta \alpha ) (°)</th>
<th>RSME of deviation matrices after compensation ( \Delta \alpha ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>7.53 0.34 6.85</td>
<td>0.40 0.13 0.47</td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2: Evaluation of Estimated Gyroscope SEMs, RMSE of Deviation Matrices Before/After Compensation - AHRS M3**

<table>
<thead>
<tr>
<th></th>
<th>RSME of deviation matrices before compensation ( \Delta \alpha ) (°)</th>
<th>RSME of deviation matrices after compensation ( \Delta \alpha ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>3.74 0.63 4.31</td>
<td>0.88 0.63 0.84</td>
</tr>
<tr>
<td>After</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results presented in Table 1 and Table 2 confirm the suitability and efficiency of sensor errors compensation. The application of SEMs improved the accuracy of angle determination based on gyroscopes angular rates. Based on 30 second long experiments, the average error of angle determination was 2.6% before compensation and 0.1% after compensation for 3DM-GX2 gyroscope framework and was 1.4% before and 0.2% after compensation for AHRS M3.

5.1.2. Angular Rate Domain Approach of Gyroscope Calibration

Even if a proposed methodology for gyroscope calibration uses an angle domain approach, a calibration in angular rate domain is also possible. There are two possible ways how to calibrate the gyroscopes in the angular rate domain.

First approach requires the calibration platform capable of constant and known rotation. The values of reference and measured angular rates are then processed by any calibration algorithm to determine sensor errors. Unfortunately, this approach mostly relies on precise and expensive rotational platforms which limit its common usage.
Second approach assumes that the reference and measured angular rates are recorded and then processed by any calibration algorithm. Nevertheless, this approach is limited by precision of reference system which should be able to measure the angular rate with at least 10 times better accuracy than the calibrated sensor. This condition is ensured for example when systems such as RLGs, FOGs are employed for calibration of low-cost MEMS-based gyroscopes.

The second approach for the calibration in angular rate domain was evaluated in [76]. For the calibration purposes the combination of the FOG based measurement system [74] and a simple manually-driven platform was utilized (Fig. 1). The measured and reference angular rates were recorded and synchronized using a correlation function. Afterwards the parameters of gyroscope’s SEM were estimated by the same algorithm as in the case of calibration in angle domain. The results were evaluated based on accuracy analyses, it showed that the calibration performed in the angular rate domain has approximately 3.7 times worse RMSE of residual deviations for both calibrated IMUs than the calibration performed in the angle domain [76].

5.2. Analyses of Electrolytic Tilt Sensors for Accelerometer Data Correction

The motivation for this work was to analyze and evaluate data of five ETSs with different electrolyte viscosity: standard, 15%, 30%, 50% (Advanced Orientation System, Inc. - Fig. 2) and standard from Spectron Glass and Electronic Incorporated (Fig. 2). Finally the most convenient electrolytic tilt sensor which can be used for corrections of triaxial accelerometer’s imperfections such as initial bias error, null repeatability and so on was determined. Since the initial bias error of triaxial accelerometer can vary in the range up to ±50 mg ≈ ±2.9° for ADIS16405 (based on manufacturer’s specifications), the ETS can be used as an suitable aiding source for improvement of accelerometer performance and thus for improvement of the overall accuracy of attitude estimation.

The overview of ETS’s principle of operation and typical parameters of five ETSs with different electrolyte viscosity was introduced in chapter 4.4 and the suitability of corrections based on ETS data were confirmed in chapter 4.5. In the following subchapters the performance of five ETSs was evaluated under static and dynamic conditions based on particular experiments.
5.2.1. Transfer Characteristics of Electrolytic Tilt Sensors

The biaxial electrolytic tilt sensors measure the angles of tilt in direction of two sensitivity axes $X$ and $Y$ (the direction of $X$ and $Y$ axes generally then corresponds to axes in navigation frame North-East-Down). The angle measured in direction of $X$ axis is called pitch angle ($\theta$) and in direction of $Y$ axis is called roll angle ($\phi$).

First of all, the transfer characteristics of all ETSs were measured for in both axes of tilt (Fig. 3). Based on measured and reference data the 3$^{rd}$ order polynomial functions were obtained to get corrections for pitch and roll angles. The corrections were applied on the measured characteristics, the deviations after corrections are shown in Fig. 4. The minimal, maximal and RMSE values of all ETSs are listed in Table 3.

![Fig. 3: Measurement setup with five electrolytic tilt sensors (on the left); measurement setup for testing of influence of vibrations on ETSs (on the right)](image)

![Fig. 4: Deviations ($\Delta$) of pitch and roll angles from reference values after correction](image)
Table 3: Deviations of Pitch and Roll Angles from Reference Values Before and After Correction

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Before</td>
<td>-0.38</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td>-0.06</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Before</td>
<td>-0.47</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

The worst case based on minimal, maximal, and RMSE values was found out in the case of EZ-TILT-2000-008-50%; on the other hand as the most accurate sensor the EZ-TILT-2000-045-15% was determined based on the lowest RMSE value.

5.2.2. Deviations of Tilt Angles Evaluated by Electrolytic Tilt Sensors

The measured data were corrected using 3rd order polynomial functions and the deviations of tilt angles were evaluated based on data measured according the following procedure: the sensors were tilted from -10° up to +10° with steps of 1° along pitch axis. Afterwards they were tilted back from +10° to -10° with the same step along the pitch axis again. The same procedure was used also along roll axis. The deviations within position pairs of both directions were analyzed and are shown in Fig. 5. The RMSE, minimal and maximal values of these deviations were computed and summarized in Table 4. From these analyses, the most convenient ETS EZ-TILT-2000-045-15% is chosen based on the lowest RMSE value.

Fig. 5: Deviations (\( \Delta \)) of pitch and roll angles evaluated by upward and downward direction measurements
5.2.3. Analyses of Settling Time

The settling time defined by a producer is the time elapsed from the end of the tilt disturbance until the sensor output reaches a steady state with boundaries ±1 σ (σ is standard deviation obtained from data under static conditions). All ETSs were mounted on rotational and tilt platform and the data were measured for 8 preset positions that were reached by a ramp with positive and negative angular velocities in the range from 5°/s to 55°/s. Since evaluated settling times for individual ETSs did not vary more than 10% a mean value for each sensor was evaluated. Their values are denoted in Table 5. Moreover, examples of settling progressions are shown in Fig. 6. It can be seen that ETS EZ-TILT-2000-045-30% has the lowest settling time. As such, considering the minimum settling time ETS EZ-TILT-2000-045-30% is the most suitable sensor from this point of view.

![Settling Time Progressions](image)

**Table 5: Settling Time of All Evaluated Electrolytic Tilt Sensors**

<table>
<thead>
<tr>
<th>Electrolytic Tilt Sensor</th>
<th>( T_s ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EZ-TILT-2000-045-STD</td>
<td>2.41</td>
</tr>
<tr>
<td>EZ-TILT-2000-045-15%</td>
<td>1.28</td>
</tr>
<tr>
<td>EZ-TILT-2000-045-30%</td>
<td>0.61</td>
</tr>
<tr>
<td>EZ-TILT-2000-008-50%</td>
<td>5.25</td>
</tr>
<tr>
<td>Micro 50-D70</td>
<td>1.88</td>
</tr>
</tbody>
</table>

**Table 4: Deviations Between Tilt Angles Evaluated by Upward and Downward Direction of Measurements**

<table>
<thead>
<tr>
<th>Electrolytic Tilt Sensor</th>
<th>Pitch Angle (°)</th>
<th>Roll Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE MIN MAX</td>
<td>RMSE MIN MAX</td>
</tr>
<tr>
<td>EZ-TILT-2000-045-STD</td>
<td>0.06 -0.11 0.00</td>
<td>0.05 -0.07 0.00</td>
</tr>
<tr>
<td>EZ-TILT-2000-045-15%</td>
<td>0.02 -0.05 0.05</td>
<td>0.04 -0.01 0.10</td>
</tr>
<tr>
<td>EZ-TILT-2000-045-30%</td>
<td>0.08 -0.12 0.10</td>
<td>0.08 -0.16 0.01</td>
</tr>
<tr>
<td>EZ-TILT-2000-008-50%</td>
<td>0.13 -0.43 0.22</td>
<td>0.16 -0.34 0.29</td>
</tr>
<tr>
<td>Micro 50-D70</td>
<td>0.05 -0.09 0.11</td>
<td>0.12 0.02 0.24</td>
</tr>
</tbody>
</table>

![Table 4: Deviations Between Tilt Angles](image)
5.2.4. Influence of Vibrations on Attitude Determined by Electrolytic Tilt Sensors

The influence of vibrations was tested using the system for vibration testing (Fig. 3) which is described in details in [77]. Based on real flight data and vibration characteristics, the amplitude of vibrations \( a = 0.05g \) was chosen and with respect to the sampling frequency of the system, the frequency range from 5 Hz to 10 Hz was evaluated. The frequencies below 5 Hz could not be tested due to the platform limitation. For the comparison of results, the standard deviations \( \sigma \) is used as a criterion. The values of \( \sigma \) for all 5 tested ETSs are listed in Table 6. From the table, it can be seen that the most resistant ETS to the vibration is with 50% viscosity of electrolyte, followed by 30% viscosity. There is a slight difference between sensors with standard and 15% viscosity of electrolyte. The worst immunity of vibrations is observed in case of sensor Micro 50-D70.

Table 6: Influence of Vibrations to Five Electrolytic Tilt Sensors

<table>
<thead>
<tr>
<th>f (Hz)</th>
<th>( \sigma_\theta ) (°)</th>
<th>( \sigma_\phi ) (°)</th>
<th>( \sigma_\theta ) (°)</th>
<th>( \sigma_\phi ) (°)</th>
<th>( \sigma_\theta ) (°)</th>
<th>( \sigma_\phi ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.52</td>
<td>0.72</td>
<td>0.24</td>
<td>0.43</td>
<td>0.16</td>
<td>0.32</td>
</tr>
<tr>
<td>6</td>
<td>1.19</td>
<td>0.77</td>
<td>0.09</td>
<td>0.23</td>
<td>0.11</td>
<td>0.24</td>
</tr>
<tr>
<td>7</td>
<td>1.67</td>
<td>1.26</td>
<td>0.12</td>
<td>0.16</td>
<td>0.16</td>
<td>0.36</td>
</tr>
<tr>
<td>8</td>
<td>1.21</td>
<td>0.96</td>
<td>0.16</td>
<td>0.22</td>
<td>0.14</td>
<td>0.33</td>
</tr>
<tr>
<td>9</td>
<td>1.01</td>
<td>0.73</td>
<td>0.05</td>
<td>0.11</td>
<td>0.10</td>
<td>0.24</td>
</tr>
<tr>
<td>10</td>
<td>0.45</td>
<td>0.41</td>
<td>0.03</td>
<td>0.09</td>
<td>0.07</td>
<td>0.17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>f (Hz)</th>
<th>( \sigma_\theta ) (°)</th>
<th>( \sigma_\phi ) (°)</th>
<th>( \sigma_\theta ) (°)</th>
<th>( \sigma_\phi ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.15</td>
<td>0.33</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.25</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>7</td>
<td>0.15</td>
<td>0.37</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>8</td>
<td>0.12</td>
<td>0.33</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>9</td>
<td>0.09</td>
<td>0.23</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>10</td>
<td>0.06</td>
<td>0.17</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Considering the all measured characteristics, the following order of electrolytic tilt sensors was determined (the most convenient is the first one):

- EZ-TILT-2000-045-15%,
- EZ-TILT-2000-045-30%,
- EZ-TILT-2000-045-STD%,
- Micro 50-D70,
- EZ-TILT-2000-008-50%.

All tested sensors were also mounted on the UAV and tested for the improvement of INS accuracy in harsh environment are presented in [46] and in chapter 4.6.
5.2.5. Triaxial Accelerometer Initial Bias Estimation based on Electrolytic Tilt Sensor Data

The results published in paper [48] confirm that the ETS data are useful for triaxial accelerometer initial bias estimation and can significantly improve the accuracy of initial attitude determination.

From measured pitch and roll angles by biaxial electrolytic tilt sensor the accelerations can be computed using (2) [78]. The vector of accelerometer initial biases is possible to estimate using (3).

\[ a_{ETX} = -G \sin(\theta_{ETS}), \]
\[ a_{ETY} = G \sin(\phi_{ETS})\cos(\theta_{ETS}), \]
\[ a_{ETSz} = G \cos(\phi_{ETS})\cos(\theta_{ETS}). \]  

\[ b_{ACCX} = a_{ACCX} - a_{ETX}, \]
\[ b_{ACCY} = a_{ACCY} - a_{ETY}, \]
\[ b_{ACCZ} = a_{ACCZ} - a_{ETSz}. \]

where \( \phi_{ETS}, \theta_{ETS} \) are pitch and roll angles measured by biaxial electrolytic tilt sensor; \( G = 1g = 9.80665 \) \( m/s^2 \) is the value of gravity vector; \( (a_{ETX}, a_{ETY}, a_{ETSz})^T \) is the vector of accelerations obtained from electrolytic tilt sensor data; \( (a_{ACCX}, a_{ACCY}, a_{ACCZ})^T \) is the vector of accelerations measured by triaxial accelerometer; \( (b_{ACCX}, b_{ACCY}, b_{ACCZ})^T \) is the estimated vector of initial biases.
6. Conclusion

6.1. Summary and Contribution

This doctoral thesis is primarily dedicated to the improvement of low-cost INS overall accuracy from attitude point of view by means such as usage of alternative sensors, estimation of sensor errors and usage of adaptive attitude estimation approaches. This kind of INS generally consists of MEMS based low-cost inertial navigation unit in which gyroscopes are aided by accelerometer and electrolytic tilt sensor. Since the intention is paid just to attitude, the objectives included a design and development of low-cost INS with algorithms for attitude evaluation and excluding GPS. The final low-cost INS realization was primarily developed for usage on UAVs or small aircrafts.

To increase the final accuracy of roll, pitch and yaw angles estimation, several steps were taken improving the performance of the sensors. Firstly the parameters of accelerometer, gyroscope and magnetometer deterministic SEMs were estimated providing means for consecutive error compensation.

The suitability of accelerometer SEMs compensation was verified for three evaluated accelerometers ADIS16405, AHRS M3 and CXL02LF3. As long as manufactures provide just basic calibration of low-cost inertial sensors additional is generally needed. The improvement can vary manufacturer to manufacturer and piece by piece. In the case of ADIS16405 and AHRS M3 the original accuracy was improved about 2% in average. The better improvement was achieved in the case of CXL02LF3 about 13% (for details see chapter 4.1).

To evaluate the gyroscope errors compensation suitability, the approximately 30 second long experiments were done and the measured angular rates were integrated to obtain roll, pitch and yaw angles for gyroscopes of AHRS M3 and 3DM-GX2 units. The average error of angle determination was 2.6% before and 0.1% after compensation for 3DM-GX2 gyroscope framework and was 1.4% before and 0.2% after compensation for AHRS M3. The detailed analyses were presented in chapters 4.2 and 5.1.

The influence of magnetometer errors compensation was also analyzed in chapter 4.3. The verification was based on different 64 combinations of roll, pitch and yaw angles under static conditions. The average error of yaw angle determination was before compensation 6.9% and after it 2.4%.

Although the triaxial accelerometer is calibrated, its performance can be further improved using an electrolytic tilt sensor. Based on several static tests, the ETS with a viscosity about 15% higher than standard was assumed as the most convenient sensor for initial bias estimation under static conditions. The vector of ADIS16405 accelerometer initial biases was determined as (0.008g, 0.009g, 0.005g). This vector has reduced the error of accelerometer-based initial pitch and roll angles about approximately 0.5°.

Finally, the adaptive data processing approach for attitude estimation was designed and implemented in quaternion form. The Gauss-Newton method was utilized for data fusion of accelerometer, magnetometer and electrolytic tilt sensor. The quaternion obtained from GNM was then aided with gyroscope data via an extended Kalman filter. The implemented algorithms were evaluated using data set obtained from UAV Bellanca Super Decathlon XXL. The final accuracy of EKF with GNM attitude estimation represented by RMSE values was compared to other attitude estimation approaches such as attitude determination based on gyroscopes, accelerometers, complementary filter, IMU/GPS EKF.
and so on. The minimal RMSE values of roll, pitch and yaw angles (1.2°, 2.0°, 4.3°) were reached in case of IMU/GPS EKF, nevertheless in this approach position obtained from GPS receiver was used and thus it is not independent on external sources. In case of GNM+EKF, the RMSE values were (1.8°, 2.6°, 5.3°) and thus it reached the minimal RMSE values from all evaluated approaches which were independent on external sources of information.

The improvement of attitude determination accuracy based on sensor error compensations was confirmed under static conditions in chapters 4 and 5. The applying of accelerometer's and gyroscope's SEMs was also evaluated using real flight data. The overall accuracy of roll, pitch and yaw angles was improved about 0.1%, 5.2% and 15%, respectively.

The other analyses were focused on usage of ETS for accelerometer data corrections. The final accuracy of attitude estimation was verified for accelerometer only and for accelerometer aided by ETS. The usage of ETS improved the overall accuracy of roll, pitch and yaw angles about 2.2%, 6.0% and 3.2%, respectively. Even if the final accuracy improvement might seem negligible it needs to have in mind that the experiment included a real flight data and slight differences in RMSEs do not unambiguously provide a measure of behavior during dynamic changes. During the performed experiment only 16.8% of ACC+ETS corrections were possible to use. The detailed analyses and results were presented in chapter 4.6.

In this doctoral thesis, it was confirmed that the overall accuracy of attitude estimation was improved by usage of calibration techniques of all used sensors, by usage of electrolytic tilt sensor and by adaptive data processing approach. The objectives of the thesis were also successfully fulfilled.

### 6.2. Future Work

Even though the objectives of doctoral thesis are fulfilled, there are still tasks and challenges in navigation systems which need to be solved and further can improve the attitude estimation accuracy.

- The calibration procedures for inertial sensors were proposed in the thesis. Nevertheless, these procedures were primarily proposed for calibration of MEMS sensors with respect their typical resolution. For calibration of accelerometers and gyroscopes with resolution at least 100 times better than in case of MEMS sensors (sensors in tactical grade category and higher), the calibration procedures are not good enough and thus the more sophisticated approaches need to be developed.
- The accelerometers and gyroscopes used on UAV and small airplanes are strongly influenced by vibrations which degrade the final attitude determination. During the different flight modes, the different character, amplitudes and frequencies of vibrations are present. Therefore, to minimize the impact of vibrations, the algorithms for data denoising need to be designed and realized to improve the accuracy of attitude estimation in harsh environment conditions. The suppression of vibrations plays a key role when inertial navigation data are preprocessed.
- The aiding systems can significantly improve the overall accuracy of INS when they are applied under convenient conditions: for example the ACC-based corrections need to be applied under static or low-dynamic conditions; the magnetometer corrections can be applied only if the Earth magnetic field is not disturbed, and so on. To determine the convenient conditions for usage of aiding sources, the development of algorithms for detection of dynamics and validation of data are nowadays challenge in field of navigation systems.
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