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Abstract

Physical layer (PHY) processing algorithms(including modulation, coding, signal processing etc.) are
undoubtedly the real driving force of wireless communication systems. Only these algorithms inter-
act directly with the physical world, trying to fully exploit the available natural resources in wireless
communication channels. Consequently, it is not surprising that every improvement in performance of
contemporary communication systems is usually tightly connected with a particular advance in physical
layer processing algorithms.

During the last few decades, the progress in the physical layer processing research has already pushed
the achievable performance of single-link (point-to-point) communication towards the capacity limits
forecasted by Claude Shannon in his pioneering work. Development of turbo coding principles, together
with sophisticated iterative decoding techniques and space-time coding for Multiple-Input Multiple-
Output channels has indeed reduced the gap to the fundamental capacity of wireless channels to an almost
negligible value. Taking this fact into account, it could create a false feeling that the research in PHY
processing has already exhausted its potential, reaching the limits imposed by the physical world, and
thus having no space for further enhancement. Obviously, such conclusion is justified only if we limit our
scope to the point-to-point communication. However, if we extend the scope towireless communication
networks, where countless nodes, terminals or devices are mutually interacting and communicating in
a complicated multi-source, multi-node environment, a tremendous number of complex research prob-
lems, questions and challenges quickly arise. Here thenetwork multi-user information theorygives us an
important lesson. Contemporary wireless networks based onorthogonalsharing (e.g. TDMA, FDMA,
etc.) arenot fully exploiting the potential of shared wireless medium and hence a complete revamp of
conventional (point-to-point) PHY processing algorithmsand techniques is foreseen to be required to
harness all the performance benefits accompanied with thenon-orthogonalsharing of wireless medium.
The up-and-comingWireless (Physical layer) Network Coding (WNC) techniques, implemented directly
at PHY, possess undoubtedly a great potential to gather these promising performance improvements.

The power of WNC lies mainly in an efficient exploitation of the inherent properties of wireless chan-
nels(broadcast nature and inherent combining of electromagnetic waves at receiver antenna(s)), which
provide a fertile ground for an extension of conventional (wireline) network-coding principlesto wire-
less channels. The interference is no longer considered as harmful in WNC-based systems, and hence it
is exploited rather than avoided. Since WNC operates directly at PHY, huge performance gains can be
achieved, when compared to conventional routing (e.g. doubled throughput in a simple bi-directional re-
lay channel). Unfortunately, the specific properties of wireless channels are not always only beneficial, as
they introduce many novel research problems which makes a direct implementation of WNC in wireless
systems quite challenging.

First, theinherent parametrizationof wireless channels (e.g. channel gain) significanlty influences
the achievable performance of WNC systems, and hence the PHYprocessing algorithms must take the
channel parametrization inherently into account, providing solutions robust to parametrization effects.
Secondly, the inherent broadcast nature is to be exploited on channels withpotentially significantly differ-
ent capacities, forcing the PHY processing to cope with the problems associated with animperfect/partial



transmission of information.
In this thesis we focus on these two specific open problems in WNC research, namely the WNC

processing inparametric channelsand WNC processing withpartial/imperfect hierarchical side infor-
mation. After a brief overview of general concepts of cooperative communications and WNC systems
processing we provide a detailed discussion of our originalcontributions to the research in these inter-
esting research areas, including the design of linear modulation schemes forparameteric Hierarchical
Decode & Forward systemsand the design/analysis of various aspects ofpartial/imperfect Hierarchical
Side Information processingin WNC systems.
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Chapter 1

Introduction

"None is so great that he needs no help, and none is so small that he cannot give it."

King Solomon

Although the fundamental finding that even egoists can sustain cooperation (provided the structure of
their environment allows for repeated interactions) was intended originally for the people [1], numerous
research results have already shown promising performancebenefits of cooperation and cooperative tech-
niques also in the realm of wireless communication systems.Cooperation can be generally understood
as a joint action for mutual benefit or as the action of obtaining some advantage by giving, sharing or
allowing something. Particularly, in wireless communications it can be viewed from thecommunica-
tional perspective as a number of techniques taking advantage of the synergetic interaction of entities
(signals, processing elements, building blocks or even thecomplete nodes) as well as the collaborative
use of resources (e.g. sharing). Apart of this, thesocialor collectiveaspect of cooperation as a process of
establishing (and maintaining) a network of collaboratingnodes is of key importance from the perspective
of the entire communication network [2].

There are numerous potential performance benefits of cooperation in wireless networks including
data throughput, Quality of Service (QoS), network coverage or power and spectral efficiency. It is
obvious that not only users, but also operators, manufacturers and service providers can benefit from the
cooperation. On the other hand, exploitation of cooperative techniques could result into more complicated
scheduling in network, increased interference (relay traffic) and moreover, a comprehensive network state
information (e.g. local channel estimates, queue and battery state of particular nodes) could become
mandatory for implementation of some advanced cooperativeprocessing algorithms in wireless networks
[3,4]. But obviously, only a perpetual progress in this cutting-edge research area can guarantee that the
ever-growing requirements of fast and reliable communication and omnipresent connectivity in future
wireless networks could be met.

In this thesis we focus purely on thePhysical layer (PHY) aspects of cooperation. Undoubtedly, the
PHY processing algorithms (including modulation, coding,signal processing etc.) are the real driving
force of wireless communication systems, since only these algorithms interact directly with the physical
world, trying to fully exploit the available natural resources in wireless communication channels. Al-
though the progress in the PHY processing research has already pushed the achievable performance of
single-link (point-to-point) communication towards the capacity limits (forecasted by Claude Shannon
in his pioneering work [5]), the same cannot be said about the multi-node wireless communication net-
works. Interestingly, some fundamental questions (e.g. channel capacity) remain unanswered even for
the most primitive multi-node network scenario – general 3-node relay channel [6, 7] (even after more
than 40 years from the first results from van der Meulen [8] and Cover and El Gamal [9]).
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During the last decade researchers over the world demonstrated that allowing anon-orthogonal shar-
ing of channel resources (time/frequency/space) and implementation ofcooperative processingdirectly
at PHY can substantially improve the performance of wireless networks (see e.g. [10,11]). The emerging
PHY technique called usually as theWireless (Physical layer) Network Coding (WNC)[12,13] is (under
some conditions) capable to double the throughput in the wireless 2-Way Relay Channel (2-WRC) and
similar (or even larger) gains are envisaged in more complicated wireless networks. However, implemen-
tation of WNC in real wireless systems is still connected with an immense number of complex research
problems, questions and challenges and there are only very few rigorous research results available up to
this day. During my PhD studies I have tried to identify some of these "blank spots" in WNC research
to provide generally applicable principles, concepts, algorithms and results which have a potential to
push the current state-of-the-art a few steps beyond the limits induced by the conventional point-to-point
interpretation of PHY.

1.1 Thesis outline

1.1.1 Aims and scope of the thesis

The scope of this thesis is basically three-fold:

1. It serves as a very brief overview of the basic PHY techniques and principles applicable in wireless
cooperative networks (Chapter2).

2. It introduces the fundamental principles of WNC processing in context of relevant scientific pub-
lications and provides some important references for a morein-depth study of the WNC-related
problems (Chapter3).

3. It provides a detailed overview of my up-to-date researchwork as a PhD candidate at the Czech
Technical University in Prague and summarizes my original results onWNC processing in param-
etic channel(PartII ) andimperfec/partial side information WNC(PartIII ).

1.1.2 Contents

The rest of this thesis is organized as follows. First we present a brief overview of some fundamental PHY
aspects of wireless cooperative networks in Chapter2, where mainly the use of relays and principles of
the Network Coding (NC) [14] are introduced. A short section about the wireless 3-node relay channel
and basic relaying and bi-directional relaying techniques, which are closely related to our WNC research,
is also included. Chapter3 is devoted solely to an overview of fundamental WNC principles and tech-
niques, together with an identification of some interestingresearch questions related to the WNC-based
systems. Two particular WNC research challenges, namely the WNC processing in parametric channels
and implementation ofWNC in networks with partial side informationare discussed in PartsII , III , which
together form thecore of this thesis. Materials contained in PartsII , III cover our original contributions in
the field of WNC systems research. A majority of these resultshave been already published in the scien-
tific journals [15–19] and in the proceedings of international conferences [20–28]. A list of our original
publications is provided in the following section.

1.2 Publications

The core of our research results has been published in the following journals:

• Journals ranked by impact:
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1.2. Publications

– T. Uricar and J. Sykora, “Design criteria for hierarchical exclusive code with parameter-
invariant decision regions for wireless 2-way relay channel,” EURASIP J. on Wireless Comm.
and Netw., vol. 2010, pp. 1–13, 2010. doi:10.1155/2010/921427.

– T. Uricar and J. Sykora, “Non-uniform 2-slot constellations for bidirectional relaying in fading
channels,”IEEE Commun. Lett., vol. 15, no. 8, pp. 795–797, 2011.

– T. Uricar and J. Sykora, “Non-uniform 2-slot constellations for relaying in butterfly network
with imperfect side information,”IEEE Commun. Lett., vol. 16, no. 9, pp. 1369–1372, 2012.

– T. Uricar, B. Qian, J. Sykora and W. H. Mow, “Wireless (Physical Layer) Network Coding
with Limited Side-Information: Maximal Sum-Rates in 5-Node Butterfly Network",submit-
ted for publication, 2013.

• Refereed journals:

– T. Uricar, “Parameter-invariant hierarchical eXclusive alphabet design for 2-WRC with HDF
strategy,”Acta Polytechnica, vol. 50, no. 4, pp. 79–86, 2010.

The following list summarizes our international conference publications, written and published during
my PhD study:

• International conferences:

– T. Uricar, “Rateless codes and network coding in two-way wireless relay channels,” inProc.
POSTER 2009 - 13th International Student Conference on Electrical Engineering, (Prague,
Czech Republic), pp. 1–6, May 2009.

– T. Uricar and J. Sykora, “Extended design criteria for hierarchical eXclusive code with pair-
wise parameter-invariant boundaries for wireless 2-way relay channel,” inCOST 2100 MCM,
(Vienna, Austria), pp. 1–8, Sept. 2009. TD-09-952.

– T. Uricar, J. Sykora, and M. Hekrdla, “Example design of multi-dimensional parameter-
invariant hierarchical eXclusive alphabet for layered HXCdesign in 2-WRC,” inCOST 2100
MCM, (Athens, Greece), pp. 1–8, Feb. 2010. TD-10-10088.

– T. Uricar, “Parameter-invariant hierarchical eXclusive alphabet design for 2-WRC with HDF
strategy,” inProc. POSTER 2010 - 14th International Student Conference on Electrical En-
gineering, (Prague, Czech Republic), pp. 1–8, May 2010.

– T. Uricar and J. Sykora, “Hierarchical eXclusive alphabet in parametric 2-WRC - Euclidean
distance analysis and alphabet construction algorithm,” in COST 2100 MCM, (Aalborg, Den-
mark), pp. 1–9, June 2010. TD-10-11051.

– M. Hekrdla, T. Uricar, P. Prochazka, M. Masek, T. Hynek, and J. Sykora, “Cooperative com-
munication in wireless relay networks,” inProc. WORKSHOP 2011, (Prague, Czech Repub-
lic), pp. 1–18, Feb. 2011.

– T. Uricar, “Constellation alphabets for hierarchical relaying in multiple-access relay channel,”
in Proc. POSTER 2011 - 15th International Student Conference on Electrical Engineering,
(Prague, Czech Republic), pp. 1–5, May 2011.

– T. Uricar and J. Sykora, “Hierarchical network code mapper design for adaptive relaying in
butterfly network,” inCOST IC1004 MCM, (Barcelona, Spain), pp. 1–9, Feb. 2012. TD-12-
03048.

– T. Uricar and J. Sykora, “Systematic design of hierarchicalnetwork code mapper for butterfly
network relaying,” inProc. European Wireless Conf. (EW), (Poznan, Poland), pp. 1–8, Apr.
2012.
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– T. Uricar and J. Sykora, “Non-uniform 2-slot constellations: Design algorithm and 2-way
relay channel performance,” inCOST IC1004 MCM, (Lyon, France), pp. 1–7, May 2012.
TD-12-04041.

– T. Uricar and J. Sykora, “Wireless (Physical Layer) NetworkCoding in 5-node butterfly net-
work: Superposition coding approach,” inCOST IC1004 MCM, (Malaga, Spain), pp. 1–9,
Feb. 2013. TD-13-06026.

– T. Uricar, B. Qian, J. Sykora, and W. H. Mow, “Superposition coding for wireless butterfly
network with partial network side-information,” inProc. IEEE Wireless Commun. Network.
Conf. (WCNC), (Shanghai, China), pp. 1–6, Apr. 2013.

– T. Uricar, T. Hynek, P. Prochazka, and J. Sykora, “Wireless-aware network coding: Solving a
puzzle in acyclic multi-stage cloud networks,” inProc. Int. Symp. of Wireless Communication
Systems (ISWCS), (Ilmenau, Germany), pp. 612–616, Aug. 2013.

1.3 Grants

My research efforts were supported by the following international and local projects, in which I have
participated as a co-investigator:

• FP7 ICT/STREP (INFSO-ICT-248001): SAPHYRE Sharing Physical Resources Mecha-
nisms and Implementations for Wireless Networks, 2010-2012

• FP7 ICT/STREP (INFSO-ICT-215669): EUWB Coexisting Short Range Radio by Advanced
Ultra-WideBand Radio Technology, 2010-2011

• FP7-ICT-2011-8/ICT-2009.1.1: DIWINE Dense Cooperative Wireless Cloud Network, 2013-
2015

• Grant Agency of Czech Republic (GACR 102/09/1624):Mobile radio communication systems
with distributed, cooperative and MIMO processing, 2009-2012

• Ministry of Education, Youth and Sports (OC 188):Signal Processing and Air-Interface Tech-
nique for MIMO radio communication systems, 2007-2010

• Ministry of Education, Youth and Sports (LD12062):Wireless Network Coding and Processing
in Cooperative and Distributed Multi-Terminal and Multi-N ode Communications Systems,
2012-2015

• EU COST 2100:Pervasive Mobile & Ambient Wireless Communications, 2006-2010

• EU COST IC1004:Cooperative Radio Communications for Green Smart Environments, 2011-
2014

• Grant Agency of the Czech Technical University in Prague (SGS10/287/OHK3/3T/13):Distributed,
Cooperative and MIMO (Multiple-Input Multiple-Output) Ph ysical Layer Processing in Gen-
eral Multi-Source Multi-Node Mobile Wireless Network , 2010-2012

• Grant Agency of the Czech Technical University in Prague (SGS13/083/OHK3/1T/13):Wireless
Network Coding based Multi-node Dense Networks, 2013

6



1.4. Awards and recognitions

1.4 Awards and recognitions

• Exemplary reviewer of the IEEE Communications Letters(2012)1)

• Dean award for the best paper in sectionCommunications: (T. Uricar, “Parameter-invariant
hierarchical eXclusive alphabet design for 2-WRC with HDF strategy,” inProc. POSTER 2010 -
14th International Student Conference on Electrical Engineering, (Prague, Czech Republic), pp.
1–8, May 2010)

1.5 International experience

• Visiting postgraduate internship at the Department of Electronic and Computer Engineering,
School of Engineering,Hong Kong University of Science and Technology– HKUST (Oct. 2012 –
Dec. 2012)

1.6 Other professional activities

Apart of the main research and publishing activities I have also served as a reviewer in several interna-
tional journals and also as a Technical Program Committee (TPC) member and designated reviewer at
international conferences.

Reviewer

Journals

• IEEE Communications Letters

• Radioengineering

Conferences

• IEEE Global Communications Conference (GlobeCom)

• IEEE Vehicular Technology Conference (VTC spring/fall)

• IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC)

• International Conference on Computer Communications andNetworks (ICCCN)

• International Symposium on Wireless Communications Systems (ISWCS)

Conference Technical Program Committee

• IEEE Student Conference on Research and Development (SCOReD), 2012

• IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC),
2013

1)See Appendix I
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Chapter 2

Cooperation in wireless networks

"If you want to be incrementally better: Be competitive. If you want to be exponentially
better: Be cooperative."

Anonymous

Wireless channels possess inherently some specific features which do not have any counterpart in wire-
line systems. Firstly, it is thebroadcast natureof the wireless medium – signal broadcast from one node
can reach several other nodes in its vicinity at no cost. And secondly, it is aninherent combining of
simultaneously received signals(electromagnetic waves) at the receiver antenna. Both these distinctive
properties evidently leverage the potential of cooperation among the nodes in the wireless network.

Existing wireless network architectures based on the hot-spot and cellular structures fail to take the
advantage of cooperation possibilities offered by the adjacent nodes in the network [4]. A concurrent
transmission of signals is usually considered harmful in the contemporary wireless systems (purely as
an interference), and it is avoided rather than exploited. By employing sophisticated signal processing
algorithms, scheduling and medium-access techniques any wireless network is thus nowadays reverted to
a set of islolated (orthogonal) point-to-point connections (bit-pipes) that provide virtual error-free chan-
nels for the higher layers in the protocol stack. It has been proved that this orthogonal slicing of re-
sources is strongly sub-optimal [7], since it leads to diminishing transmission rates as the network size
increases [13]. Obviously, this approach also makes the implementation of cooperation directly at PHY
impossible.

In [3] the cooperation is referred to as any architecture that deviates from the traditional approach of
users individually communicating with the associated basestations and vice versa. Cooperative systems
should exploit adjacent nodes to enhance the user links in a supportive way by relays or in a cooperative
way by other users. It is obvious that there is an enormous amount of different ways in which supportive
relays and cooperative users can be deployed.

Research of cooperative communication strategies is generally trying to pursue two different goals.
The first is thereliability of communication in terms of outage probability, or a symbol/bit error proba-
bility for a given transmission rate. The spatial diversityavailable among the distributed nodes can be ex-
ploited to emulate the antenna array and thereby increase the reliability of communication. This principle
is sometimes calledcooperative diversity[2]. The second goal is the increase oftransmission rate. For
various processing algorithms and transmission protocols/strategies, significant performance improve-
ments in terms of transmission rate and reliability have been already demonstrated (see e.g. [2,3,10,11,29]
and references therein). Typical cooperative gains of wireless networks are summarized in [3] as follows:

• Pathloss gain: By splitting the source-destination propagation path into smaller parts (by exploiting
the relay) significant gains can be achieved. The aggregate pathloss of the split path is less than the
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pathloss of the full path, resulting in transmit power gain.This remains true even if we consider
allocating half of the power to each part (source and relay).

• Diversity gain: Providing additional independent copies of the same information via independent
(relay) channels results in diversity gains, since the probability of all paths being simultaneously
illegible decreases.

• Multiplexing gain: Using a relay, there is a potential (under a certain conditions) of creating a
second independent channel between the source and the destination. This can be viewed as a dis-
tributed extension of the well-known principles from the Multiple-Input Multiple-Output (MIMO)
systems, although this gain can be achieved even if all the transmitting nodes use only a single
antenna. Note that throughput/capacity gain provided by WNC techniques can be also interpreted
as the mutliplexing gain.

Cooperation is evidently possible whenever the number of communicating nodes exceeds two. A3-node
networkcaptures many important aspects of user cooperation and hence it can be viewed as one of the
primary building blocksof the cooperative system. A vast amount of research was devoted (especially
in the realm of information theory) to this special 3-terminal channel, generally called therelay channel.
The relay channel was introduced by van der Meulen in 1968 in his PhD thesis [30] (and later in [8])
and since then several hundreds of papers devoted to the communication in the relay channel already
appeared. Interested reader should check the references in[2–4,29] for further information. More recently
a problem ofbi-directional flow of informationin this 3-node relay channel (called usually as 2-WRC
when the communication is bi-directional) has attracted a huge interest of the research community, since
it represents the most primitive wireless network model where the application of WNC techniques is
possible (see e.g. [10,31] and references therein).

In the rest of this chapter we briefly overview the general concepts employed in cooperative wireless
systems, including the relaying and network coding techniques [14]. Application of these basic coop-
erative principles is demonstrated on the example 3-terminal relay channel, including an overview of
relaying strategies and disussion of some information-theoretical aspects of relaying. The chapter is con-
cluded with a notion of the bi-directional transmission of information in 2-WRC, where the requirement
of multiple information flows traversing the wireless network allows to employ the WNC technique. A
more detailed overview of the principles of WNC processing is presented separately in Chapter3.

2.1 Brief overview of general concepts

2.1.1 Relays and relaying

We have already mentioned the potential benefits of cooperation in wireless networks. It is important
to note that the use of relay(s) is the prevailing assumptionin the design of new cooperative techniques.
Genereally the relays can be deployed as standalone nodes inthe network, but virtually any user in the
network can serve as a relaying node from time to time. Considering the number of idle terminals in the
present-day cellular networks and the broadcast nature of the wireless medium, it is quite obvious that
the number of potential relays could be relatively large.

The function of the relay can be eithersupportive(relay has not own data to transmit) orcooperative
(relay has own data to transfer). The design of relaying techniques is further influenced by several other
characteristics – e.g. absence/availability of the directlink between the source and the destination, number
of cooperating relays (dual-hop versus multi-hop networks) etc. Discussion about these characteristics
and the resulting canonical architectures of relaying systems is out of the scope of this thesis and can be
found e.g. in [3]. Here we only summarize one of the possible classificationsof the relaying techniques,
which is also available in [3]:
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Figure 2.1: Simple example of NC.

• Transparent relaying: No digital operations are performed on the signal receivedby the relay.
Relay usually only amplifies the signal before retransmission or performs some linear (e.g. phase
shifting) or non-linear operations on the signal in theanalogdomain.

• Regenerative relaying: Relays are allowed to change the waveform and/or the information contents
of the received signal by performing some processing in thedigital domain.

2.1.2 Network coding paradigm

NC [14] was originally proposed as a means to faciliate the information multicast (source to a set of
receivers) in a communication network [32]. With NC, intermediate nodes in the network are allowed to
send combinations of previously received information (packets), instead of simply forwarding (routing)
data [33]. This allows to reduce the total amount of packets which must be sent by the intermediate relay
nodes in the network, which in turn leads to great throughputgains.

A simple example of NC principle in the 3-node topology is in Fig. 2.1. Two nodes (NA, NB) want to
exchange information through a common relayR. The relay decodes packets from both sources (XA, XB),
combines them using simple bit-wise XOR operation and broadcasts the combined packet (XR=XA⊕XB).
NodeA then decodes the packetXB from XR by a simple bit-wise XOR operation (note that packetXA is
known by the nodeA a-priori):

XR⊕XA = (XA⊕XB)⊕XA = XB, (2.1)

and similarly for nodeB.
There are two main benefits of the NC approach: a potentialthroughput improvementand ahigh

degree of robustness. The capability to boost the capacity of a network for multicast flows is discussed
e.g. in [32, 33]. The potential to improve the robustness of a system by a proper application of NC is
observed e.g. in [34], where an additional diversity gain is obtained by employing NC in the Wireless
Multiple Access Relay Channel (MARC) – see Fig.2.2. In MARC the single destination can decode both
packets, provided that at least two (out of three) packets are correctly received. The outage probability of
the MARC scheme with NC is analyzed in [35].

The broadcast nature of wireless medium is recognized as a desirable characteristic that facilitates
a direct application of conventional NC in wireless systems[34]. In wireless systems an NC-encoded

Figure 2.2: Multiple Access Relay Channel with network coding at the relay.
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packet can be broadcast by the relay to all destinations in a single transmission, and hence less network
resources (power, use of channels) are required for a successful communication (as compared to the
system without NC). Obviously, NC can be used jointly with traditional channel coding to further improve
the reliability of a transmission. Joint network-channel coding is discussed e.g. in [36] for a 3-node
relay network and in [37] (joint network-LDPC2) code) and [39] (joint network-turbo code) for MARC.
Practical implementation of NC in the wireless network can be found e.g. in [40,41]. The experimental
measurements from the 802.11 testbed [41] confirm the potential gains of NC in the wireless network
setup.

Since NC is basically a wire-line technique, which usually operates with the whole data packets in
the wire-line network, a detailed description of this interesting technique is out of the scope of this thesis.
Interested reader can find more details in [14,32,42–45] and references therein.

2.1.3 Capacity bounds

Unlike for the traditional single (source-destination) link, which capacity is well known for decades
(e.g. [6]), the capacity of a general multi-source multi-node network is not known even today. In fact,
even the capacity of the general relay channel [8,9] still have not been found. Although the information-
theoretical analysis of the capacity of general multi-nodewireless channels is out of the scope of this
thesis, here we restate the theorem, which bounds the rate ofinformation transfer between two sets in a
multi-node network (Fig.2.3) by a conditional mutual information.

The network consist ofN nodes. Nodei is characterized by the input-output pair
(

X(i),Y(i)
)

, and

sends information at a rateR(i j ) to nodej. The nodes are divided in two setsSandSC (the complement
of S), and a cutC conceptually separates the nodes in these two sets. The channel is represented by the
conditional probability mass functionp(y(1) ,y(2) , . . .y(N) | x(1) ,x(2) , . . .x(N)).

Theorem 1 (Cut-set theorem). If the information rates
{

R(i j )
}

are achievable, then there exists a joint

input probability distribution p(x(1) ,x(2) , . . .x(N)) such that

∑
i∈S, j∈SC

R(i j ) ≤ I
(

X(S);Y(SC) | X(SC)
)

(2.2)

for all S⊂ 1,2, . . .N.

Proof can be found e.g. in [6]. Theorem1 says that the rate of information flow across any cut
(boundary) dividing the set of nodes in the network in two parts (the transmitter and receiver sides)
cannot exceed the mutual information between the channel inputs on the transmitter side and the channel
outputs on the receiver side, conditioned on the knowledge of inputs on the receiver side. The problem of
information flow in general networks [6] would be solved if the bounds of Theorem1 were achievable.
But unfortunately, thesebounds are not achievableeven for some simple channel models like the general
relay channel [2,6].

As noted in [11], it is unlikely that the capacity regions (in Shannon’s sense) of general wireless
networks can be obtained, especially when the network dynamics and feedback are incorporated. Un-
fortunately, separation theorems3) [6] which usually guide the wireless network protocol design are also
absent due to the lack of capacity results [11].

Due to the high complexity of thecapacity evaluationin general multi-node wireless networks some
authors focus only on the evaluation of theapproximate capacityto provide capacity bounds which are

2)LDPC is a commonly used acronym for the Low Density Parity Check Codes [38].
3)Shannon’s separation theorem shows that separate design ofsource (compression) and channel coding does not cause any

performance loss if the underlying communication channel is point-to-point and static.
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Figure 2.3: A network with multiple nodes divided in two sets(S, SC) and separated by a cutC.

at least more tight than those suggested in Theorem1. Quite recently, Avestimehr, Diggavi and Tse pre-
sented a novel approach to the evaluation of approximate capacity of wireless networks with single source
and single/multiple destinations (including some basic multi-source scenarios). Their idea is based on the
observation that signal interactions become more important than noise in the high Signal to Noise Ratio
(SNR) region, and hence that wireless networks operate in aninterference-limited (rather than noise-
limited) regime in this SNR region. This allows (if the specific broadcast and superposition properties of
wireless medium are incorporated) to model the whole wireless network as a set of deterministic wire-line
bit-pipes, providing a tighter bound of the achievable capacity than that available in Theorem1. Interested
reader can find more details in [46–49].

2.1.4 Half-duplex constraint

The deployment of relays in practical systems puts an emphasis on the half-duplex limitations of cur-
rent radios. If the relay would transmit and receive simultaneously in the same frequency band, than the
transmitted signal will interfere with the received signal. Considering the large difference between the
received and transmitted signal (typically 100-150 dB [2]), it is obvious that this interference could de-
grade the received signal significantly. Although it is theoretically possible to cancel out the interference
at the relay by interference cancellation techniques (since the relay knows the transmitted signal), it is still
problematic for the state-of-the-art radios to avoid the errors in the interference cancellation for the signal
of such a large difference [2]. The full-duplex radios are hence not commonly used andhalf-duplex con-
straintsare usually considered as an integral part of the system model. The information theoretic analysis
of the half-duplex networks can be found e.g. in [50], where the cut-set theorem (Theorem1) has been
extended to networks with multiple states.

2.2 Three-terminal relay channel

2.2.1 System model

The relay channel is the 3-terminal communication channel [8] shown in Fig. 2.4. The sourceS wants
to transmit information to the destinationD. The relayR has no own information to transmit, and hence
only supports the communicating nodes (S,D). The signal being transmitted from nodei, i ∈ {S,R} is
labeledXi and the signal received by nodej, j ∈ {R,D} is labeledYj .

Conceptually, information is relayed in two phases (modes). The first is the broadcast (BC) mode,
whenS transmits andR,D receive. The second mode, whenS,R transmit andD receives is known as
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the multiple-access mode (MAC). This differentiation is only conceptual since it is theoretically possible
that the communication in both modes proceeds simultaneously [2]. However, the half-duplex constraint
discussed in the previous section essentially prevents thesimultaneous transmission of both modes for
current state-of-the-art radios. Four different models (setups) of relaying (based on the two aforemen-
tioned modes) are depicted in Fig.2.5.

2.2.2 Relaying strategies

Two fundamental relaying strategies (protocols) for the 3-terminal relay channel can be distinguished,
based on the fact whether the relay decodes the received information or not. In the first strategy, called
usuallyDecode and Forward(DF), the relay decodes the signal transmitted from the source and retrans-
mits the decoded signal (after possibly compressing and/oradding redundancy). This strategy is close to
optimal when the source-relay channel is perfect, since in this case the relay channel virtually becomes
a 2 x 1 multiple-antenna system [2]. The second strategy refers to the case, where the relay is not able
to decode the signal from the source. Nevertheless even in this case it has an independent observation of
the information transmitted from the source, which can be effectively exploited by the destination in the
decoding process. The relay sends an estimate of the source transmission to the destination and hence the
strategy is often calledEstimate and Forward(EF)4). Both protocols which are now commonly known as
DF and EF have been introduced in [9]. A special case of the EF strategy, calledAmplify and Forward
(AF) has gained a lot of attention, mainly due to its simplicity [2,3]. In this strategy, the estimated signal
is simply the analog signal received by the relay antenna andthe relay simply amplifies this signal before
retransmission.

Slight modifications/combinations of these basic strategies can be found in the literature.Adaptive
relaying [3] (called selection relaying in [2]) refers to the strategy where the relay chooses whether to use
DF or AF, according to the fact whether it is able to decode thereceived data (DF strategy used) or not
(AF strategy used). In contrast, in theDynamicrelaying [3] the relay uses DF if the received data were
decoded correctly, but otherwise stays idle.

DF and EF strategies are thoroughly examined in [51]. Further details about the uni-directional relay-
ing strategies can be found e.g. in [2, 3, 9, 52, 53]. While these references discuss the relaying problem
mainly from the information-theoretical point of view, some examples of practical coding strategies for
uni-directional relaying have been already proposed in [53] (based on the LDPC codes) and in [54] (based
on the rateless-codes [55–57]).

2.2.3 Capacity bounds of the relay channel

As we have already mentioned, the capacity of the general 3-terminal relay channel is still not know (even
after more than 40 years from the first results from van der Meulen [8] and Cover and El Gamal [9]).
Although the capacity of the degraded relay channel [6] has been completely solved in [9], the channel
degradedness is an unrealistic assumption for the wirelesssystems (as noted e.g. in [2]).

4)Note that terms Compress and Forward (CF) and Quantize and Forward (QF) generally refer to the identical principle [2].

Figure 2.4: Three-terminal relay channel.
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(a) General form of relaying. (b) Direct link ignored in the first mode.

(c) Source does not transmit in the second mode. (d) Multi-hop communication.

Figure 2.5: Possible models of relaying in the three-terminal relay channel. The BC mode/phase (solid
red) and the MAC mode/phase (dashed blue) are distinguishedby different colour and line style.

Figure 2.6: General full-duplex relay channel.

In addition to the capacity of the degraded channel, also thecapacities of the reversely degraded chan-
nel and the feedback relay channel are discussed in [9]. It is important to note that the analysis therein
has been performed for Gaussian communication channels only, therefore neither the fading channel was
considered, nor the pathloss gains were incorporated into the analysis [3]. Information-theoretical anal-
ysis of the relaying strategies in the context of wireless channels is available in [51], where the capacity
results are generalized to multi-antenna transmission with Rayleigh fading and extended to multi-source
and multi-destination networks.

Further information about the information-theoretical aspects of relaying can be found mainly in
[6, 9, 51]. Here we introduce only the upper-bound for the capacity ofthe generalfull-duplex relay
channel (Fig.2.6) [9] and the upper-bound for the capacity of the generalhalf-duplexrelay channel (Fig.
2.7) [50]. These upper-bounds are derived as consequences of the general cut-set theorem (Theorem
1) [6] and its half-duplex extension [50]. The proofs of both Theorems can be found in [9] and [50].

Theorem 2 (Capacity upper-bound (full-duplex relay)). The capacity C of the general relay channel is
bounded above as follows

C≤ sup
p(xS,xR)

min(I (XS;YR,YD | XR) , I (XS,XR;YD)) . (2.3)

Figure 2.7: General half-duplex relay channel (BC and MAC phase).
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Theorem 3 (Capacity upper-bound (half-duplex relay)). The capacity of the general half-duplex relay
channel is upper bounded as follows

Chd ≤ sup
t:0<t<1

min
(

tI
(

X1
S;Y1

R,Y
1
D

)

+(1− t)I
(

X2
S;Y2

D | X2
R

)

, tI
(

X1
S;Y1

D

)

+(1− t)I
(

X2
S,X

2
R;Y2

D

))

, (2.4)

where the superscript 1 stands for the BC phase, the superscript 2 stands for the MAC phase and t is a
portion of the time in which the network is in the BC phase.

2.3 Bi-directional relaying

Many examples of bi-directional traffic flows can be found in present wireless networks, including voice
conversations, video conferencing (between two users), instant messaging and routing of information in
ad-hoc networks, just to name a few. Moreover, future cellular networks will probably deploy inexpensive
bi-directional relays to expand their coverage area [58]. These relay nodes will intervene between the
mobile device and the base station. All these facts increasethe interest in bi-directional relaying scenarios.

In the bi-directional relay channel (2-WRC) two sources (nodesA,B) want to mutually exchange the
information with the potential help of the relay terminalR (see Fig. 2.8). Such mutual exchange of
information between two nodes can follow various schemes. Since both nodes have knowledge of their
own (previously sent) data, this case calls naturally for the exploitation of the NC principles (compare the
system model from Fig.2.8with the NC example in Fig.2.1). Together with the signal received from the
relay, the a-priori known own data (visualized in Fig.2.8as the Hierarchical Side Information (HSI) [19])
can be used at both nodes to decode the desired information.

First notes about the utilization of NC for bi-directional relaying in wireless systems can be found
in [33, 59] and in [60] (also a bi-directional multi-hop is addressed in this paper). The joint network-
channel coding principle from [39] is extended to the bi-directional relay channel in [61].

2.3.1 Two-way relay channel

Three possible bi-directional relaying schemes are summarized in Fig.2.9. Traditional routing (Fig.2.9a)
requires four steps to successfully deliver the data in bothdirections. Utilization of NC coding principles
together with the inherent broadcast nature of the wirelessmedium allows to reduce the required number
of steps to three (see Fig.2.9b). This raises the potential to achieve a sum-rate gain of about 33,3%
(e.g. [59]), compared to the traditional 4-step routing. Moreover, if an appropriate processing is used, it is
possible to exploit the inherent physical combining of the communication flows over the wireless multiple
access channel to achieve a sum-rate gain of 100% (e.g. [31,62,63]), compared again to the traditional
4-step routing. In this case, the number of required steps reduces to two (see Fig.2.9c).

Note that while the 4-step and 3-step schemes allow theoretically to exploit the direct channels be-
tween nodesA,B, in the 2-step scheme the utilization of direct channels is naturally prohibited by the
half-duplex constraint. Since the 4-step scheme corresponds to the traditional routing, in the following
section we focus on the bi-directional relaying strategiesfor the 3-step (2.9b) and 2-step (2.9c) schemes.

HSI HSI

Figure 2.8: Two-way relay channel (2-WRC).
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(a) Traditional routing. (b) 3-step scheme. (DF strategy) (c) 2-step scheme. (JDF, AF, DNF/HDF)

Figure 2.9: Bi-directional communication schemes in 2-WRC.

2.3.2 Bi-directional relaying strategies

In the 3-step scheme (Fig.2.9b) the relay receives information from the sources in two separate steps (e.g.
time slots). The relay decodes the data, combines them usingNC and broadcast them to both destinations
in a single transmission. Since both data streams are decoded by the relay, this strategy is usually called
Decode and Forward(DF). In simple 3-step DF schemes [59,60,62], the direct link between sources is
ignored. In [61], the direct link is not ignored and a joint network-channelcoding is utilized to process
the information received from the direct and relay links.

In a similar strategy, calledJoint Decode and Forward(JDF) [31, 64], the relay again decodes both
data streams, but the sources are allowed to transmit simultaneously in the first step (hence only two steps
are sufficient for this scheme). Since both data streams mustbe decoded by the relay, both nodes have
to select their date rateswithin the Multiple Access (MAC) sum-rate region[6]. In both DF and JDF
strategies, the network coding is performed on the receiveddata streams, hence a simple bit-wise XOR
NC operation on the received data packets can be used.

The 2-step relaying strategies, where the relay does not decode the data from both sources are often
commonly referred to asWireless (Physical Layer) Network Coding(WNC or PLNC) (e.g. [31,63,65]).
These strategies were inspired by the observation that it isunnecessary for the relay to decode the exact
source information [63, 66–68], as it is not the final destination of any of the two data streams. This
allows both nodes to select their data ratesoutside the relay MAC sum-rate regionand thus improve
markedly spectrum efficiency. Basically two such strategies can be found in the literature (see e.g. [67]).
The first strategy is a bi-directional counterpart of the (uni-directional) AF strategy. In this strategy the
relay again only amplifies the received analog signal and hence this strategy is again calledAmplify and
Forward (AF) (see e.g. [31,62,67,69,70]) or Analog Network Coding [58]. The second strategy, whose
principles were independently introduced in [63,66] is usually calledDenoise and Forward(DNF) [66],
Hierarchical Decode and Forward(HDF) [71] or Compute and Forward(CaF) [13], although some less
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A R B A R B

MAC phase BC phase

HSI HSI

Figure 2.10: MAC and BC phase of WNC schemes.

common names likePartial Decoding[72] can be found in the literature as well.
Achievable rate regions of the 2-WRC channel were analyzed e.g. in [64] (full-duplex assumption),

[70] (half-duplex assumption) and [73]. Two-way rates for DF, JDF, AF and an upper-bound of the
achievable rate for DNF were analyzed in [31] (sub-optimal broadcast strategies assumed). Broadcast
capacity region of the 2-WRC is dealt with in [74], where the optimal broadcast strategy for the relay
which has decoded data from both sources (DF, JDF strategies) is analyzed.

We briefly overview the basic concepts of the WNC techniques in the last sub-section of this chaper.
Subseqently, in Chapter3 we discuss solely the HDF-like WNC processing, since the majority of our
own research results (as presented in PartsII , III ) is focused on this family of WNC relaying strategies.

2.3.3 Wireless (Physical Layer) Network Coding

The WNC strategies (AF, HDF) offer the best potential performance among all the bi-directional relaying
strategies in 2-WRC, as they require only 2-steps (called usually MAC and BC phase - see Fig.2.10) to
bi-directionally relay the data, and they are not limited bythe relay MAC capacity region (unlike JDF).
Although the AF strategy is quite simple to implement, it suffers from severe limitations. First of all,
the noise received by the relay in the MAC phase is amplified together with the useful signal and hence
this strategy suffers from thenoise accumulation[62,75]. Moreover, the knowledge of both source-relay
channels is usually required at both destinations to extract the desired data from the relay signal [31],
which inevitably raises the communication overhead5). The last significant limitation of AF is a direct
consequnce of the layered architecture of contemporary wireless systems. These systems use the error-
correcting codes and Automatic Repeat Request (ARQ) mechanisms tomimic error-free PHYto higher
layers. This cannot be done in AF since no decoding is essentially performed at the intermediate relay
nodes and hence potentially erroneous data (packets) are forwarded through the network [10]. Never-
theless, promising performance improvements of a practical implementation of AF have been already
shown in [58], where the throughput improvements of 70% (compared to traditional routing) and 30%
(compared to traditional NC) have been observed in a testbedof software radios.

To the best of our knowledge, the principles equivalent to the HDF (DNF/CaF) strategy, which avoids
the typical problem of noise amplification in AF and simultaneously allows to exploit the power of error
correction coding even on a “per-hop" basis (more details will be given later), have been independently
introduced in [63] and [66].

In DNF the relay performs an estimate of the pair of received symbols (codewords) and maps the
estimate to the symbol (codeword) from the discrete set [31], which is then broadcast by the relay. Since
the impact of the noise is eliminated from the received signal, the relay processing is described as “de-
noising” in [31,66], which gives the name to the whole strategy (DNF). HDF and CaF follow essentially
an almost identical idea. In HDF the relay decodes directly the compound“hierarchical" data from the
observed signal, and then broadcasts (after potential re-encoding) this hierarchical data/codeword to the
destinations [71]. Similarly, the relay processing is described as a direct decoding of some function of
source data at the relay in the CaF strategy [13]. The underlying principle of all HDF, DNF and CaF

5)Global channel state estimates must be relayed to respective destinations.
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strategies is quite similar to the traditional NC coding6), but note that here the relay output signal is ob-
tained directly from the observation in the MAC phase, separate source packetsare not decodedby the
relay. In all these strategies both destinations are able todecode the desired data from the relay signal and
own (previously sent) data iff theeXclusive law(see e.g. [31]) of NC is not violated (more details will be
given later). In the following chapter we focus in somewhat more detail on the basic concepts, principles
and research challenges in the HDF-family of WNC processing.

6)A fundamental idea of HDF/DNF/CaF can be described as an attempt to generalize the finite field NC principles to the contin-
uously valued constellation space.
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Chapter 3

Wireless (Physical Layer) Network
Coding

"To be happy in this world, first you need a cell phone and then you need an airplane.
Then you’re truly wireless."

Ted Turner

As we have already mentioned in the previous chapters, WNC isa promising technique which possesses
a great potential to significantly increase the achievable throughput in wireless networks. In this chapter
we focus solely on the HDF-family (DNF [31,65], CaF [13,76]) of WNC processing. Readers interested
in AF processing should refer e.g. to [31,62,67,69,70].

We demonstrate the basic concepts of HDF7) on the simple 2-WRC model, which, despite of its
simplicity, allows to clearly describe the basic principles of HDF [71], together with all the research and
design challenges naturally accompanied with this technique. We focus solely on the core principles of
HDF which are neccessary for introduction of our own research results (as presented in PartsII , III ).

Following the adage,"A picture is worth a thousand words",we try to explain the HDF principles
as simply and illustratively as possible, without diving deep into the detailed and rigorous mathematical
descriptions. A rigorous description of HDF, DNF and CaF strategies is available in the excellent papers
[10,12,13,71].

3.1 HDF relaying in 2-WRC

3.1.1 System model

The 2-WRC system contains three physically separated nodes(nodesA, B and relayR). NodesA and
B would like to mutually (bi-directionally) exchange data. DataA source is hence co-located with the
destination for dataB (and vice-versa). SinceA, B are not in a radio visibility (direct link is missing),
a support of a common shared relay nodeR is required (Fig.3.1). The transmission from each source
serves also as the Hierarchical Side Information8) (HSI) [19,26] for the reverse link (more details will be
given later).

7)Since the core idea of the HDF, DNF and CaF strategies is essentially identical, from now on we will use the acronym HDF to
refer to all these WNC strategies.

8)This specific form of side information is sometimes also called as the Complementary-Side Information (C-SI) [71] or simply
as the self-information [12].
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A R B A R B

MAC phase BC phase

HSI HSI

Figure 3.1: 2-WRC with Hierarchical Side Information (HSI).

A wireless system is considered, and hence all transmitted and received symbols are signal space
symbols. Channels are modeled as linear frequency flat with Additive White Gaussian Noise (AWGN)
and all nodes are half-duplex (one node cannot simultaneously receive and transmit). The nodes operate
with synchronized symbol timing and Channel State Estimates (CSE) are available only at the receiving
nodes (unless stated otherwise). Due to the half-duplex constraint each bi-directional communication
round can be divided into the MAC and BC phase (Fig.3.1).

3.1.2 MAC phase – source nodes transmission

In the MAC phase both nodesA, B simultaneously transmit their messages (data words)dA,dB to the relay
R. If a channel coding (error-correction) is employed in the system, the sources encode their data messages
prior to the transmission to obtain the codewordscA = C A (dA), cB = C B (dB), whereC i , i ∈ {A,B} is
the channel coding operation. A signal space representation (with anorthonormalbasis) of then−th
transmitted channel symbol9) is sA (cA), sB (cB) (si ∈ A i

s ⊂ CNs,
∣

∣A i
s

∣

∣ = Ms), wherecA, cB are source
node code symbols,A i

s(�) is the channel symbol memoryless mapper at nodei ∈ (A,B), Ns is the complex
dimensionality of channel symbolssA, sB andMs is the source alphabet cardinality.

The constellation space signal received at the relay in MAC phase is

x = hAsA+hBsB+w, (3.1)

and hence then-th constellation space symbol received at the relay can be evaluated as

x= hAsA+hBsB+w, (3.2)

wherew is AWGN10) andhA, hB are scalar complex channel coefficients (constant during the observation
and known at the relay). Note thatsi is generally a vector of vectors sincesi ⊂ CNs.

For some subsequent analysis, it is convenient to equivalently express the useful signal (hAsA+hBsB)
after a rescaling by 1/hA as

u = sA+hsB. (3.3)

whereh= hB/hA, hA,hB,h∈C1. The only purpose of this “rescaling” is an attempt to simplify the signal
analysis in parametric MAC channel [15] by introducing a model of useful signal which incorporatesthe
influence of both channel parameters (hA, hB) in the single one (relative) channel parameterh. Since the
useful signal (3.3) is in fact a superimposed (compound) symbol in the signal space, it it sometimes called
thehierarchical signal(and similarlyu is called thehierarchical symbol). The received signal at the relay
hence can be evaluated also as

x = hAu+w′. (3.4)

Both nodesA, B are assumed to have sufficiently large buffers to store theirown transmitted messages
for subsequent processing. This process is visualized as avirtual transmissionof HSI in Fig.3.1.

9)We will omit the symbol time variablen from the following expressions to improve the readability.
10)w is assumed to be circularly symmetric complex Gaussian noise with varianceσ2

w per complex dimension.
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3.1. HDF relaying in 2-WRC

3.1.3 HDF relay processing

In 2-WRC both destinations have naturally available their previously sent data (HSI). Without HSI, it
would be necessary to decode both separate data messages at the relay and then broadcast both these
decoded messages to secure an end-to-end information exchange between nodesA, B. However, in 2-
WRC this would be strongly sub-optimal, since HSI is available there virtually at no cost (only sufficiently
large buffers are required) and hence it can be utilized to “compress" the relay output similarly as in the
conventional wire-line NC [42].

In 2-WRC the relay can always perform a traditional multi-user decoding to decode both separate
source messagesdA,dB. Since HSI is available at both nodes, the relay can simply create its output mes-
sage asdR = dA⊕dB (⊕ is a convetional NC operation – e.g. bit-wise XOR) and broadcast this message
(after channel coding and modulation) to both destinations. Note that this processing corresponds to the
JDF strategy (as mentioned in Chapter2). NodeB is then able to decode the desired messagedA from the
relay signal and HSI (own datadB) as:

d̂A = d̂R⊕dB

= ̂(dA⊕dB)⊕dB (3.5)

and similarly for the decoding of messagedB at nodeA.
Although the aforementioned principle is nearly optimal atlow SNR (see e.g. [77]), it is possible

to show that even better performance can be achieved when theWNC relaying strategies (see a brief
overview in Chapter2) are employed in 2-WRC. The fundamental underlying principle of WNC strategies
is grounded in the fact that the relay does not have to decode the individual source messagesdA,dB, since
it is not the final destination of the communication. Moreover, as noted e.g. in [10,12,13,71] the inherent
superposition property of wireless channels can be interpreted as anatural NC operation. The relay hence
must only map its observation (3.1) to a valid output message, which will secure that both destinations
are able to decode the desired data similarly as in (3.5). The relay operation in any WNC system11) hence
can be described by the following mapping:

Xd : x(dA,dB)
(HDF)7−→ dR (3.6)

or

Xc : x(cA,cB)
(HDF)7−→ cR (3.7)

MappingXd (respectivelyXc) describes the relay operation which assigns a discrete relay message
(respectively codeword) to the received constellation space signalx. A particular implementation of
this operation can have various forms [10, 12, 65, 67, 71, 72, 78], including a sub-optimal symbol-wise
processing [65, 79–81] (which ignores the structure of the underlying channel codes), a modulo-lattice
operation [13,78] (nested-lattice codes must be employed at both sources) ora processing which exploits
the linearity (group structure)12) of the underlying channel codes [71,82,83]. As noted e.g. in [12,83,84],
the performance of a particular HDF processing depends alsoon thedecoding metricemployed at the
relay node13).

It is obvious thatXc (equivalentlyXd) must fulfil some requirements to guaratee that successful
decoding of the desired data can be performed at both destinations. The first fundamental property is

11)In AF the relay output signalsR is simply an amplified version of the received analogue signal, i.e. sR = βx, whereβ is the AF
amplification factor (see e.g. [31]).

12)Thanks to the linearity of the underlying channel codes any linear combination of codewords is again a valid codeword.
13)Apart of the optimal metric (sum of exponentials [71]), it is possible to use some approximate metrics (e.g. codeword Euclidean

distance [84]) with a sub-optimal (but often near-optimum) performanceto reduce the complexity of the decoding process.
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usually termedeXclusive law[71,79]:

Xc(cA,cB) 6= Xc(c′A,cB)⇔ cA 6= c′A, (3.8)

Xc(cA,cB) 6= Xc(cA,c′B)⇔ cB 6= c′B, (3.9)

and hence the mapping operation is simply called as theeXclusive mapping[71]. The second fundamental
property of the eXclusive mapping is given by the existence of an inverse mapping operationX −1 which
allows to retrieve the desired data message (from the relay singnal and HSI) at both destinations:

X
−1

c (cR,cA) = cB, (3.10)

X
−1

c (cR,cB) = cA. (3.11)

Note that even though the eXclusive mapping is described as afunction of individual source data
dA,dB (or equivalently codewordscA,cB) none of these are decoded by the relay in the HDF strategy.
This expression is used usually only to simplify the analysis [85].

3.1.3.1 HDF, DNF, CaF: terminology

As we have already mentioned, the principles of HDF, DNF and CaF relaying strategies follow essentially
the same basic idea. Here we briefly review the terminology used in the literature to help the reader to get
acquainted with the basic concepts of these relaying strategies:

• HDF: The eXclusive mapping operation (3.6) is described as the (hierarchical) decoding of thehi-
erarchical datamessagedR= dAB (equivalently hierarchical codewordcR= cAB). The hierarchical
data are a joint representation of the data from both sourcessuch that they uniquely represent one
data source given a full knowledge of the other one [86]. For the successful decoding at the des-
tination, a specific Side Information (SI) on the complementary data must be available. Since this
specific SI enables a decoding of the desired data from the hierarchical signal, it is usually denoted
as thehierarchical SI(HSI) [19,26].

• DNF: In DNF, the eXclusive mapping operation (3.6) is denoted asdenoising, to stress the fact that
the effect of noise is eliminated by the mapping operation and only useful signal is transmistted by
the relay (unlike in the AF astrategy). Destinations must have HSI available to decode the desired
data. Although some papers focus on the per-sybol operation(per-symbol denoising) [79–81],
DNF has been originally introduced as an operation on the whole codewords [31, 62]. Example
implementation of the per-codeword denoising14) can be found e.g. in [72,87].

• CaF: The eXclusive mapping operation (3.6) is described as acomputationof some function of
the source codewordscR = f (cA,cB) in the CaF strategy. Again, both destinations must have HSI
available to decode the desired data. The key idea is to decode the linear functions of the transmitted
messages at the relay node, rather than ignoring the interference as noise [13]. The CaF principles
are usually demonstrated on thelattice codes[88] which are well suited to map the finite field
operations (codeword space) to the complex field (constellation space) [13,77].

3.1.4 BC phase and destination decoding

The output of the eXclusive mapping function (eitherdR or cR) is further processed by the relay using
standard PHY algorithms (channel coding and modulation), and hence it is (after a potential re-encoding)

14)Convolutional [87] or LDPC codes [72] are employed at both sources.
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3.1. HDF relaying in 2-WRC

Figure 3.2: MAC phase: 2-WRC with uncoded QPSK (sA = s(3)A andsB = s(2)B sent).

mapped into the signal space channel symbolssR ∈ A R
s and broadcast to destinationsA andB in the BC

phase. Then-th received signal space symbol at nodeA (the destination for dataB) is

yA = hRAsR+wA, (3.12)

where the complex circularly symmetric AWGN (wA) has the varianceσ2
A per complex dimension. Simi-

larly we denote then-th received signal space symbol at nodeB (the destination for dataA) as

yB = hRBsR+wB, (3.13)

where the complex circularly symmetric AWGN (wB) has the varianceσ2
B per complex dimension.

As noted e.g. [12], the key idea of any WNC system is based on the existence of the “network decod-
ing" (inverse) function which allows to decode the desired message at each destination from the observed
relay signal and HSI. The existence of this inverse mapping function is guaranteed by the inverse property
of the eXclusive mapping (3.10), (3.11) and hence the desired codeword can be retrieved from the relay
signal iff the eXclusive mapping operation employed by the relay fulfills this property.

The complete HDF decoding process at nodeA can be simply summarized as an inverse map-
ping operation which maps the received constellation spacesignal from the relay (yA) to the desired
data/codeword (cB), using the own (previously sent) data (dA) as HSI:

D
A
HDF : (yA(cR) ,cA (dA)) 7−→ cB (dB) , (3.14)

and similarly for the node B:

D
B
HDF : (yB(cR) ,cB (dB)) 7−→ cA (dA) . (3.15)

Standard channel decoding algorithms can be used to decode the desired datadi from the codeword
ci , i ∈ {A,B} at each destination. Obviously, there are again numerous ways how to implement the
decoding operation (3.14), (3.15) in the 2-WRC system, including a 2-step processing (decoding of the
relay codewordcR followed by the inverse mapping operation (3.10), (3.11)) or a more general decoder
implementation, where HSI and relay observations are fed directly into the source data decoder and hence
the relay codewordcR is not explicitly decoded at the destination.

3.1.5 Uncoded example

To visualize the basics of the HDF operation we overview the processing of particular nodes in a single
communication round (MAC and BC phase) in the uncoded 2-WRC system with QPSK modulation.
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sA

sB

Figure 3.3: Relay eXclusive mapping: 2-WRC with uncoded QPSK (sA = s(3)A andsB = s(2)B sent).

3.1.5.1 MAC phase

The source messages are mapped directly to constellation symbols15) sA, sB, which are then simultane-
ously transmited towards the relay. Thecompound (hierarchical) constellationobserved at the relay node
is visualized in Fig.3.2(for the sake of simplicity we assume thathA = hB).

3.1.5.2 eXclusive mapping at the relay and BC phase

As it is obvious from Fig.3.2, the relay cannot unambiguously infer the actual transmitted pair of source

symbolss(3)A ,s(2)B , since the corresponding point in the constellation space belongs to multiple (over-
lapped) pairs of source symbols. Fortunately, even in this case it is still possible to map the received
signal to the relay output in such a way that both destinations would be able to retrieve the desired sym-
bol from the relay signal.

In HDF the relay maps the received constellation space signal to the output signal using the eXclusive
mapping operation as in (3.6), (3.7). Since we analyze the uncoded system, this mapping produces
directly the relay symbolXs(sA,sB) = sR. To demonstrate the principle of the mapping operation16)

s
ki j
R = Xs

(

si
A,s

j
B

)

, it is useful to describe it in a matrix form [24]:

Xs =







k11 · · · k1Ms
...

. . .
...

kMs1 · · · kMsMs






, (3.16)

whereki j = Xs(i, j) , i, j ∈ {1,2, . . .Ms} is the index of the relay output symbols
ki j
R andMs is the source

alphabet cardinality.
In the uncoded system the eXclusive mapping operation can besimply visualized (see Fig.3.3) as a

"colouring" process, where the particular colour (i.e. relay output symbolsR) is assigned to the particular
region in the continuous constellation space. As it is also obvious from Fig.3.3, this corresponds to
the assignment of indiceski j (colours) of relay symbols to particular elements of the eXclusive mapping

15)The channel coding operationC i , i ∈ {A,B} is simply an identity operation (ci = C i (bi) = bi ) in the uncoded system.
16)Note again that even though the eXclusive mappingXs is described as a function of individual source symbolssA, sB, none of

these are decoded by the relay in the HDF strategy and this expression is used again only to simplify the analysis [85].

26



3.2. Selected open research problems in WNC

Figure 3.4: Destination decoding: 2-WRC with uncoded QPSK (sA = s(3)A andsB = s(2)B sent).

matrix. The mapping operation visualized in Fig.3.3can be explicitly evaluated as:

Xs =









1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1









.

As already said, the eXclusive mapping operation must not break the eXclusive law (3.8), (3.9) to
guarantee the decodability of the desired data from the relay signal at both destinations. It is quite
straightforward to show that in this simple example this is equivalent to securing that each particular
relay output symbolsR (colour) occurs only once in every row and every column of theeXclusive map-
ping matrix17). Note also that even in this simple uncoded example the “compression" of relay output
information (induced by the eXclusive mapping operation) is clearly demonstrated. Although there are
M2

s total combinations ofMs-ary source symbols, the relay output is “compressed" to theMs-ary symbol
by the eXclusive mapping operation, as it is also aparent from Fig.3.3.

3.1.5.3 Destination decoding

The decoding operation (3.14), (3.15) reduces to a simple inverse mapping operationX −1
s (sR,si) = sj

(i, j ∈ {A,B} and i 6= j) in the uncoded system. Without loss of generality we describe the decoding
process at nodeA. As it is visualized in Fig.3.4, the decoding operation is a two step process in the

observed example. Firstly, the estimate of the relay outputsignal ˆsR = s(4)R (“yellow" symbol) is inferred

and subsequently this estimate is used together with the own(previously sent) symbolsA = s(3)A (HSI) to
retrieve the desired symbol:

X
−1

s

(

s(4)R ,s(3)A

)

= s(2)B .

Note that if HSI would be unavailable at destination, there will remain an ambiguity about the desired
symbolsB after obtaining ˆsR (as it is also visualized in Fig.3.4).

3.2 Selected open research problems in WNC

Although the fundamental idea of HDF processing is relatively straightforward, there is still a great num-
ber of research challenges which quickly arise when more complicated models of channels and networks
are to be analyzed. In this section we briefly overview two specific open problems in the WNC research,

17)Equivalently it can be said that the mapping must form a Latinsquare – see e.g. [81]
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sB

sA

Figure 3.5: Impact of channel parametrization: 2-WRC with uncoded QPSK.

namely the WNC processing inparametric channelsand WNC processing withpartial/imperfect HSI.
Since both these problems are currently under a heavy investigation in the research community we also
provide an overview of the state-of-the-art solutions in these interesting research areas.

3.2.1 HDF in parametric channels

While the HDF strategies are mature in the traditional AWGN channel, their performance infading chan-
nelscan be seriously degraded due to the inherent wireless channelparametrization(e.g. complex channel
gain) [65,71]. As noted also in [79,89], the fixed eXclusive mapping operation (e.g. bit-wise XOR)does
not work always well due to the undesired phase and amplitudeoffset between the source-relay channels
hA,hB.

In a parametric system, channel coefficientshA,hB in the MAC stage determine how the two source
signals overlap in the compound constellation observed at the relay node [65]. If the eXclusive mapping
operation is kept fixed at the relay, some specific values of channel parameters can directly invokefailures
of the eXclusive law(3.8), (3.9), resulting in a decreased performance of the overall system18). The impact
of channel parametrization on the shape of compound constellation in the uncoded system is shown in
Fig. 3.5. As it is obvious from this Figure, the eXclusive mapping operation designed in Fig.3.3 for
hA ≃ hB does not work well forhB/hA ≃ j, since in this case some symbols belonging to the differentrelay
output symbolsR are overlapped in the constellation space, preventing the relay to perform unambiguous
decision about its output. This detrimental effect of channel parametrization is specific for HDF systems
and it has been identified as amajor problemof the WNC-based bi-directional relaying strategies already
in [63,66].

Generally, such performance degradation of a parametric HDF system can be avoided by phase pre-
rotation (and power control) of both source node transmissions [65, 68, 75] or by adapting the relay
eXclusive mapping operation to the actual channel conditions [65]. While the first aproach virtually
reverts the fading channel into the conventional (non-parametric) AWGN, the second one aims on the
adaptive design of eXclusive mappingoperation (adaptation to the actual value of channel parameters
hA,hB), which can also prevent the occurance of eXclusive law failures. However, both these approaches
have several drawbacks, including a practical infeasibility of the (synchronized) multi-node transmission
phase pre-rotation or a sensitivity to channel estimation errors of adaptive solutions (inaccurate channel
estimates results in an improper choice of the relay eXclusive symbol mapper) [90].

Due to the aforementioned drawbacks of HDF with phase-synchronization or adaptive eXclusive
mapping, some authors try to attack the problem from a different angle. In [91] a simple multi-level

18)This detrimental effect of channel parametrization affects the performance of the system even if the relay has perfect estimates
of source-relay channels available.
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Figure 3.6: Wireline vs. wireless 5-node Butterfly Network.Since HSI channels are generally unreliable
in wireless butterfly network, the particular amount of information which must be broadcast by the relay
(denoted asf (dA,dB) in the figure) depends on the quality of both HSI linksSA → DB andSB → DA (see
e.g. [24]).

coding scheme over QPSK modulation is presented which allows to adaptively change the decoding of
hierarchical codewords at the relay according to the actualchannel conditions. However, this approch is
limited only to the QPSK modulation scheme, and moreover, itavoids the performance degradation only
for some specific values of channel parameters. In [92] the authors try to avoid the occurance ofsingu-
lar fade states(eXclusive law failures) by the design of a distributed space-time coding technique (single
antenna at both sources and relay node is assumed). Another approach is based on the design of new mod-
ulation schemes which can essentialy avoid (or at least decrease) the impact of channel parametrization
on the system performance. Some novelnon-linear modulation schemesfor parametric HDF systems are
introduced in [93,94]. The design oflinear modulation schemesfor parameteric HDF systems represents
one of the two major areas of our own research and it is coveredseparately in PartII . A core of our results
in this field has been already published in [15,16,18,20–22,25,95].

3.2.2 Partial HSI processing

Although the principles of WNC profit from the specific natureof wireless channels (inherent combining
of electromagnetic waves and its broadcast nature), they still remain partially grounded in the essentials
of conventional Network Coding (NC) [14,32].

In wireline NC-based networks, the information packets aresent through orthogonal links with identi-
cal capacity and intermediate relay nodes combine the received packets before re-transmission (instead of
purely relaying them) to boost the system performance. While this packet-based NC processing is natural
in wireline networks, in wireless networks theinherent broadcast propertyis to be exploited on channels
with potentiallysignificantly different capacities. Consequently, even though each node’s transmission
can be potentially overheard by several nodes in its vicinity, the same (perfect) information cannot be
always retrieved by all these nodes due to the varying capacities of related wireless channels. The legacy
of NC principles is hence partially broken in wireless (WNC-based) networks, yielding several significant
and novel research challenges [19].

One example of this phenomenon can be demonstrated in a5-node Butterfly Network(BN) topology
(see Fig.3.6), where, similarly as in 2-WRC, HSI is required to decode thedesired data from a common
(NC/WNC-coded) data stream. While this information can be perfectly delivered to both destinations
through orthogonal links in the wired BN, no dedicated orthogonal channels for transmission of HSI are
required in theWireless BN (WBN),where both destinations can obtain HSI directly from the overheard
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HSI HSI

MAC phase

BC phase

Figure 3.7: HDF signal flow in Wireless Butterfly Network (WBN).

source node transmission (Fig.3.7). Unfortunately, when channel conditions on such "overheard" HSI
link(s) are not favourable, onlylimited (partial/imperfect) HSIcan be received at destinations, making
the conventional (perfect HSI) decoding impossible [24,96,97].

To the best of our knowledge, there are still only very limited results considering the problem of
imperfect HSI processing. As shown in [96], the performance of WBN withminimal cardinality HDF
relaying19) is limited by theHSI link capacity. Fortunately, it is possible to overcome this limitation by
employing theextended cardinalityprocessing (see e.g. [24,97]). Although the increased cardinality of
the relay output is required in this case, onlypartial HSI becomes sufficient to guarantee a successful
decoding at both destinations. As shown in [24], this approach can outperform (for some specific channel
conditions) the conventional processing with minimal cardinality HDF relaying.

The basic principles of HDF processing in theuncoded WBN systemwith QPSK source alphabet
constellation are summarized in Figs.3.8 (perfect/full HSI),3.9 (no HSI) and3.10 (partial HSI). The
decoding process is visualized only for destinationDB (for the sake of clarity).

The analysis ofpartial/imperfect HSIprocessing represents one of the two major areas of our own re-
search and it is covered separately in PartIII . A core of our results in this field has been already published
in [17,23,24,26,27], [19] has been submitted for publication.

3.3 Further reading

To help the reader get acquainted with another interesting areas of WNC processing research we conclude
this section with an overview of some further relevant references.

3.3.1 Adaptive eXclusive mapping

As already noted, some authors try to avoid the performance degradation of HDF in 2-WRC by the
adaptation of eXclusive mapping [65,75,79]. A design of adaptive relay output mapping was originally
proposed in the paper by Koike et al. [79], where a brute-force search algorithm which identifies theopti-
mal mapping operation20) for a given value of therelative channel parameter(h= hB/hA) was presented.
This technique was later extended to the adaptive modulation case in [98].

An analytical treatment of the eXclusive law failure events(singular fade states) is presented in [80],
where the fact that only some singular fade states contribute dominantely to the average Symbol Error
Rate (SER) in Rician channels is presented21). Koike’s design of adaptive mapping was revised in [81],

19)The cardinality of the relay output alphabetA R
s is given by

∣

∣A R
s

∣

∣= max
{
∣

∣A A
s

∣

∣ ,
∣

∣A B
s

∣

∣

}

in the minimal cardinality HDF.
20)The goal was to find the mapping which has the best Euclidean distance profile of the compound constellation received at the

relay (unocoded QPSK modulation is assumed at both sources).
21)Such behaviour was not observed in Rayleigh channels. Similar conclusions have been drawn already in [22].

30



3.3. Further reading

HSI

sA

sB

sA

sB

Figure 3.8: Perfect (full) HSI processing in WBN. Relay output hasminimal cardinality (
∣

∣A R
s

∣

∣ =

max
{∣

∣A A
s

∣

∣ ,
∣

∣A B
s

∣

∣

}

).

HSI

sA

sB

sA

sB

Figure 3.9: Zero HSI processing in WBN. Relay output hasfull cardinality (
∣

∣A R
s

∣

∣=
∣

∣A A
s

∣

∣ ·
∣

∣A B
s

∣

∣).

31



3. WIRELESS (PHYSICAL LAYER) NETWORK CODING

HSI

sA

sB

sA

sB

Figure 3.10: Partial HSI processing in WBN. Relay output hasextended cardinality
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where a novel construction of adaptive mapping operation (based on the Latin squares) is introduced. The
Latin squares-based design of adaptive mapping was furtherextended to 2-WRC with multiple source and
relay node antennas [99].

While most of the authors focus only on theuncoded 2-WRCcase, there are already some results
available also for the convolutionally-coded [87] and LDPC-coded [72] 2-WRC systems.

3.3.2 Lattice codes

Structured codes (e.g. the lattice codes [88]) are more and more preferred over the random codes in
capacity analyses of multinode wireless networks. In the realm of HDF systems, the inherent linearity
(group structure) of lattice codes can be favourably exploited, since they perfectly suite the requirement
that any linear combination (sum) of codewords (performed by the channel) is again a valid codeword.
This group structure of lattices (with respect to real vector addition) is pointed out e.g. in [77] and it is
exploited later as the basis for the capacity evaluation of the CaF relaying strategy [13,76]. More details
about the lattice code construction can be found e.g. in [10,100–103] and references therein.

3.3.3 Real-world implementation of HDF/WNC

Practical implementation of HDF/WNC systems introduces several new research challenges which do
not have its counterpart in the convetional point-to-pointsystems. First of all, one of the prevailing
assumptions in the research of HDF system is the perfect synchronization of symbol timing among all
simultaneously transmitting nodes. Unfortunately, thereare still only very few papers discussing the
issues associated with the symbol-time synchronization inHDF systems (see e.g. [104–106]).

As already noted in Section3.2.1, performance of HDF systems faces a serious perfromance degrada-
tion in fading channels, which could be potentially avoidedif a synchronization of source nodes transmis-
sion phases is employed in the system. Although this phase-level synchronization is often considered as
unfeasible, Huang et al. introduced aphase synchronization schemefor the 2-WRC with uncoded QAM
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constellation22) [107], providing some promising initial results which encourage an implementation of
phase-synchronous HDF processing.

To the best of our knowledge, there are still very few papers investigating real-world implementations
of WNC processing. These papers include [58] (AF), [108] (3-step DF scheme based on the modified
802.11 MAC/PHY) and [109] (HDF implemented on USRP-ETTUS [110]). The implementation in [109]
(so-called frequency domain WNC) requires only moderate modification of packet preamble design for
802.11 a/g, and it also efficiently exploits the cyclic prefixof OFDM modulation to combat the symbol
asynchronism. The experimental results show that synchronous and asynchronous frequency domain
WNC have nearly the same Bit Error Rate (BER) performance (for both channel coded and uncoded
system).

3.3.4 Further research directions

Design of a suitable processing for channel-coded HDF (joint network-channel coding strategies) repre-
sents another important direction in the research of HDF systems. Some practical design of joint-network
channel coding schemes can be found in [111] (fountain codes [55]), [83] (repeat-accumulate codes)
or [72,89] (LDPC codes).

As noted e.g. in [24], even the mapping of source information bits to the constellation symbols can
have a significant impact on the HDF system performance [107,112]. A non-uniform constellation design
(including the bit mapping) for binary WNC system is presented in [113], where the goal is to lower the
complexity of HDF with higher-order constellation by utilizing the binary codes (lattice codes or non-
binary schemes have higher decoding complexity). The fact that non-binary codes over the finite field
F = GF(q) allow to decode the hierarchical data from a larger set of linear network combinations is
discussed e.g. in [82].

The optimization of BC phase transmission in the HDF systemsrepresents an another poorly inves-
tigated research area. In the 2-WRC systems with full relay decoding (DF or JDF strategy) the optimal
relay BC processing depends on the symmetry of BC channels. While the conventional bit-wise XOR
operation applied on the decoded source data is considered as optimal when the BC channels are symmet-
ric, the assymetric case calls for novel BC schemes, based e.g. on the superposition coding approach (see
e.g. [114] for more details). The broadcast capacity region of 2-WRC with the DF relay is investigated
e.g. in [74].

22)Even better performance of the proposed synchronization scheme is expected in the channel coded systems.
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Part II

WNC in parametric wireless channels

35





Chapter 4

Introduction

"The best way to predict the future is to invent it."

Alan Curtis Kay

As noted in Section3.1.3, the feasibility of HDF is conditioned by the satisfaction of the eXclusive law
(3.10), (3.11). Moreover, it can be shown that this law must hold alongsidethe complete signal path
(MAC and BC) [86] to guarantee that both destinations can decode the desireddata.

A code (codebook) satisfying the eXclusive law at the signalspace codeword level is sometimes
called the Hierarchical eXclusive Code (HXC) [71, 86]. While a direct design of HXC codebooks is
highly complex [86], an alternative approach based on the Layered HXC (L-HXC) design was introduced
in [86, 115]. L-HXC consists (in the simplest case) of the error correcting code (outer layer) and the
alphabet memoryless mapper (inner layer). The inner layer (closer to channel symbols) provides the
eXclusive propertyof the hierarchical symbols and the outer layer code can be arbitrary state-of-the-art
capacity achieving code (e.g. turbo code or LDPC). The alphabet memoryless mapper (A i

s (�), i ∈ (A,B))
fulfilling the eXclusive law is then called the HierarchicaleXclusive Alphabet (HXA) [115] (see Fig.
4.1).

Theorems showing the viability of the L-HXC design in 2-WRC with HDF strategy can be found
in [71,115]. The complexity of the proper HXA design increases in case of the parametricchannel (see
Section3.2.1), where a specific channel parametrization can invoke theeXclusive law failures, resulting
in a significant performance degradation (see e.g. [79,86]). Note again that these eXclusive law failures

occur whenever a specific pair of hierarchical symbolsui, j
(

si
A,s

j
B

)

, ui′, j ′
(

si′
A,s

j ′
B

)

, such thatXs(ui, j) 6=
Xs(ui′, j ′), falls into the same point (or close to each other) in the constellation space, thus increasing the
probability of erroneous decision at the relay (see Fig.3.5).

4.1 Summary of contributions

In this part of the thesis we overview our contributions to the design oflinear modulation schemesfor pa-
rameteric HDF systems (Parametric HXC(PHXC) design). Our first approach to the design of PHXC for

Figure 4.1: Layered Hierarchical eXclusive Code.
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4. INTRODUCTION

A R B A R B

MAC phase BC phase

HSI HSI

Figure 4.2: 2-WRC with HSI.

Figure 4.3: Basic principle of HDF processing in 2-WRC.

parametric2-WRC is presented in [20], where, based on the criterion for parameter-invariant constella-
tion space boundary [116], the design criteria forconstellation space source node codebookswith channel
parameter-invariant decision regionsat the relay are derived. However (as discussed later in [15]), re-
quirements of these design criteria are relatively strict,preventing the design of codebooks with higher
than binary cardinality inC2. To overcome this inconvenience, a relaxed version of thesedesign crite-
ria is introduced in [15], and a construction algorithm for codebooks with arbitrary cardinality inC2 is
presented. An alternative approach (based on a geometricalinterpretation of the design problem) to the
design of multi-dimenisonal HXC (respective HXA) is available in [18,21,117]. The principles of these
two multi-dimensional constellation design approaches are summarized in Chapter5.

Although the novelC2 constellation alphabets (Chapter5) are quite robust to channel parametriza-
tion, this robustness is unfortunately accompanied with a reduction of achievable throughput (a direct
consequence of the increased alphabet dimensionality). Naturally, the goal of the follow-up work was to
find a suitable constellations inC1 to avoid this inherent drawback of multi-dimensional constellations.
Unfortunately, based on the analysis of (squared)Euclidean distance propertiesof hierarchical symbols,
the fact that only binary HXA can avoid violation of the eXclusive law (for arbitrary parametrization) in
C1 is proved in [22]. The analysis of the Euclidean distance of hierarchical symbols is restated in Chapter
6.

Although the occurance of eXclusive law failures cannot be prevented in case of conventional mod-
ulation schemes inC1 (excepting the binary alphabets), it can be shown that inRician fading channels
it is possible to suppress this harmful behaviour of channelparametrization by a design of novel 2-slot
constellation alphabets. The proposedNon-uniform 2-slot (NuT)alphabets [16,25] are robust to channel
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4.2. System model

parametrization effects in Rician channels, outperforming the traditional linear modulation schemes with-
out sacrificing the overall system throughput. The design principles of NuT constellations are discussed
in Chapter7.

4.2 System model

For the purpose of this Chapter we adopt the 2-WRC system model presented in Section3.1(see Fig.4.2).
NodesA andB would like to mutually (bi-directionally) exchange data. Since A, B are not in a radio
visibility (direct link is missing), a support of a common shared relay nodeR is required. The transmission
from each source serves also as HSI for the reverse link.

The basic principle of HDF processing in 2-WRC is summarizedin Fig. 4.3. RelayR maps the
received constellation space signalx to the discrete relay output messageĉR, which carries a joint infor-
mation about sourceA,B data. If HSI (own, previously sent data in 2-WRC) is available at both sources,
the desired information can be decoded from the relay signaland HSI. Note again that a particular imple-
mentation of the relay eXclusive mapping (X ) and destination decoding operations (DA

HDF, DB
HDF) can

have various forms (as discussed also in Section3.1).
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Chapter 5

Multi-dimensional constellation design

"Science never solves a problem without creating ten more."

George Bernard Shaw

5.1 Design criteria for multi-dimensional HXC with parameter in-
variant decision regions

5.1.1 Introduction

One of the first attempts to find a suitable HXC for HDF processing in parametric 2-WRC was based
on the idea to design the source alphabets (codewords) in such a way that the resulting hierarchical
codeword visible at the relay hasparameter-invariant decision regions[15, 20]. Based on the analysis
of conditions which guarantee parameter-invariant decision regions for a particular pair of hierarchical
codewords (PHXC design criteria – see [116] for details), we introduce a design algorithm for complete
PHXC codebooks.

PHXC codebooks are designed by applying the pairwise PHXC design criteria on all“critical” hier-
archical codeword pairs, i.e. on all pairs of hierarchical codeword pairs which mustfollow the eXclusive
law. Such an approach will force all corresponding pairwiseboundaries (i.e. not only the ones which are
directly affecting the decision regions shape) to be parameter-invariant. Although this requirement could
be relatively strict, it allows us to express the codebook design criteria in a compact set of required condi-
tions. In this section we present the design criteria for thePHXC codebook and show that all requirements
of these design criteria can be satisfied at once only if the nodes use different individual codebooks.

5.1.2 Definitions and sytem model

We adopt the 2-WRC system model presented in Section3.1 (see Fig.4.2). For the purpose of this
section we assume that signal space codewordssi (i ∈ {A,B}) are drawn directly from individual source
codebooksBA, BB (source codebooks can be different in general). The equivalent hierarchical signal
u= sA+hsB (as seen by the relay) can be interpreted as an element of the equivalent hierarchical codebook
u∈Bu. The number of individual codewords inBA andBB is assumed to be equal, i.e.|BA|= |BB|=N
and the number of hierarchical codewords is|Bu (h) | ≤ N2. Throughout this section we assume only a
minimalcardinality of the hierarchical codebook|Bu (h) | = N. For a general discussion on hierarchical
codebook cardinality see [86].
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5. MULTI-DIMENSIONAL CONSTELLATION DESIGN

iB1 iB2 . . . iBN

iA1 u(iA1,iB1) u(iA1,iB2) . . . u(iA1,iBN)

iA2 u(iA2,iB1) u(iA2,iB2) . . . u(iA2,iBN)

...
...

...
. . .

...
iAN u(iAN,iB1) u(iAN,iB2) . . . u(iAN,iBN)

Table 5.1: Example of hierarchical codeword table (|BA|= |BB|= N).

5.1.3 Parametric Hierarchical Exclusive Code in 2-WRC

5.1.3.1 Relay processing in parametric 2-WRC

In parametric 2-WRC the codewords visible at the relayu(h) ∈ Bu (h) are parametrized by the rela-
tive channel parameterh = hA/hB, making the decision regions of the relay HDF re-encoder to be also
dependent onh. Consequently, the exclusive law must be generalized inparametricchannel [116]:

Xs(sA,sB,h) 6= Xs
(

s′A,sB,h
)

⇔ sA 6= s′A, (5.1)

Xs(sA,sB,h) 6= Xs
(

sA,s
′
B,h

)

⇔ sB 6= s′B, (5.2)

and it must hold for all permissible values ofh.
The code which has the relay processing invariant to the channel parametrization is usually called

PHXC [116]. PHXC generally comprises source codebooksBA, BB, the relay output codebookBR and
particular relay processing functions. In the following sections we introduce a design criteria forBA and
BB which can guarantee that the relay decoding function does not depend onh, i.e. the relay decision
regions areparameter-invariant[116].

5.1.3.2 HDF decoder decision regions

We denote the particular signal space codewords in codebooks as follows:BA =
{

siA
}

iA
, BB =

{

siB
}

iB

andBu =
{

uk
}

k. Letuk(iA,iB)(h) = siA+hsiB be the equivalent hierarchical codeword received at the relay.
Codeword indicesk, iA, iB must follow the exclusive law (5.1), (5.2). Note that the index of hierarchical
codeword (k) is a function of the pair of individual codeword indices (iA, iB), hence it is useful to list
all permissible combinations of individual codewordssiA, siB (and corresponding hierarchical codewords
uk(iA,iB)) in a “hierarchical codeword table” (Table5.1). We generally assume that all codebooks are
subsets of 2-dimensional vector space over the fieldC (BA,BB,Bu,BR ⊂ C2) and that the parameter is
a scalar inC, h∈ C. The field is typically the set of real or complex numbers.

For the subsequent analysis, we need to define apairwise boundaryas a set of points which have the
same constellation space distance to a pair of hierarchicalcodewordsuk (h) andul (h).

Definition 4. Pairwise boundaryRkl (h) is the set of points having the same (constellation space) Eu-

clidean distance to a pair of hierarchical codewordsuk(iA,iB) (h) andul(i′A,i
′
B) (h) for anyk 6= l . Thepairwise

boundaries setSPB is the union of all pairwise boundariesRkl (h).

The pairwise boundary (see the example in Fig.5.1) is defined for every permissible pair of hierar-
chical codewords (uk (h),ul (h)). It is obvious that, from the perspective of the codebook design, the most
critical are those pairs of hierarchical codewords, which have one of the comprising individual codewords
identical (sA = s′A or sB = s′B). These hierarchical codeword pairs may directly violate the exclusive law
(5.1), (5.2), if some specific value of parametrization cause them to fall into an identical decision region
of the relay decoder. The codewords from such pair must hencebe designed appropriately to ensure
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5.1. Design criteria for multi-dimensional HXC with parameter invariant decision regions

Figure 5.1: Visualization of the pairwise boundary in the constellation space.

Figure 5.2: HDFD decision regions shape example (R2 codebook). Note that some boundaries lieinside
the decision region corresponding toone hierarchical codeword(given by the same region colour). Such
boundariesdo notaffect the final decision region shape an hence can be considered as “masked”.

that they always fall into twodistinct mapping regionsof the output HDF codebookBR, otherwise the
error-less communication would be impossible. As it is noted in the following Definition, the particular
pairwise boundaries between all such pairs of hierarchicalcodewords constitute some subset ofSPB.

Definition 5. Critical boundaries subsetSCB ⊂SPB is the set of all pairwise boundariesRkl (h) between

all permissible hierarchical codewords pairsuk(iA,iB) (h), ul(i′A,i
′
B) (h) such thatiA = i′A or iB = i′B.

Pairwise boundaryRkl between the hierarchical codewords pairuk(iA,iB) (h), ul(i′A,i
′
B) (h) is hence

classified as critical (Rkl
CB) by Definition 5, if the corresponding hierarchical codewords reside in the

same row (iA = i′A) or column (iB = i′B) of the hierarchical codeword table (Table5.1).

5.1.3.3 Pairwise PHXC design criteria

As already mentioned, one of the possible ways how to design PHXC is to design the codebooksBA

andBB in such a way that the relay decoding function would not depend on h, i.e. the HDF decoder
(HDFD) decision regions areh-invariant. The shape of the HDFD decision regions is given directly by
some subset of pairwise boundaries, the so-calledactive boundaries subset23) (SAB ⊂ SPB) - see the
example in Fig.5.2. As it is also obvious from this figure, the final shape of the HDFD decision regions
generally does not have to be formed by all boundaries fromSCB. Boundaries for some index pairs
could be overlapped by other decision boundaries. E.g., boundaries between two neigbouring hierarchical
codewords (in one column or row of the hierarchical codewordtable) do not have to appear as a true
decision boundaries of the overall hierarchical codebook.However, considering all, even the “masked”
ones, enables simplified parametric codebook constructionat the expense of fulfilling stricter criterion
than actually required. Such code design rules are thus sufficient but not necessary ones.

The pairwise design criterion for theh-invariant pairwise boundaryRkl (i.e. for theh-invariant

23)In general, the active boundaries subsetSAB does not have to comprise solely the boundaries fromSCB (SAB * SCB).
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5. MULTI-DIMENSIONAL CONSTELLATION DESIGN

Figure 5.3: Shift of pairwise boundaries affects the HDFD decision regions shape (R2 codebook).

hierarchical codeword pairuk(iA,iB) andul(i′A,i
′
B)) in C2 isderived as a pair of required conditions in [116]:

〈

siA − si′A;siB + si′B
〉

= 0, (5.3)
〈

siB − si′B;siB + si′B
〉

= 0. (5.4)

5.1.4 Design criteria for full PHXC codebooks

Thefinal shapeof the HDFD decision regions is given entirely by active boundaries (Rkl
AB (h) ∈ SAB )

and hence it could seem quite reasonable to apply the pairwise design criteria (5.3), (5.4) only to these
boundaries inSAB . In this case the design criteria would ensure that the constellation space “position”
of all boundaries fromSAB will remain fixed, however some other boundaries could potentially “move”
along with the varying channel parameterh.

This “boundary movement” could (for some values ofh) change the HDFD decision regions shape
and hence break the requirement of parameter-invariant HDFD decision regions (Fig.5.3). One way how
to potentially avoid this undesirable behavior is to apply the design criteria onall critical boundaries
(Rkl

CB(h) ∈ SCB), thus requiring all pairwise boundaries inSCB to beh-invariant. As we prove later in
this section, this condition is sufficient to force the entire setSPB to be parameter-invariant.

5.1.4.1 E-PHXC design criteria

Forcing all critical pairwise boundaries to beh-invariant is a relatively strict requirement, nevertheless it
allows us to express the design criteria in a compact set of required conditions and it avoids the movement
of all critical boundaries (complete setSCB), which are dominantly responsible for the final shape of the
HDFD decision regions. We apply the design criteria (5.3), (5.4) for the parameter-invariant pairwise
boundary toall critical boundaries, resulting in the set ofextended design criteriafor complete PHXC
codebooks.

A code which has all thecritical boundaries (Rkl
CB(h) ∈ SCB) invariant to the channel parameter will

be calledExtended Parametric Hierarchical eXclusive Code(E-PHXC). Now we will formally define the
E-PHXC codebooks and introduce the necessary conditions for the codebooks design in Lemma7.

Definition 6. The codebooksBA =
{

siA
}

iA
, BB =

{

siB
}

iB
areE-PHXCwhen all the critical boundaries

Rkl
CB(h) ∈ SCB for hierarchical codebookBu (h) at the relay areh-invariant.
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5.1. Design criteria for multi-dimensional HXC with parameter invariant decision regions

Lemma 7. CodebooksBA =
{

siA
}

iA
, BB =

{

siB
}

iB
areE-PHXC if the following conditions hold:

〈

siA − si′A;siB
〉

= 0 ∀iA < i′A, (5.5)
〈

siB − si′B;siB + si′B
〉

= 0 ∀iB < i′B, (5.6)

for all iA, iB, i′A, i
′
B ∈ {1,2, . . .N}, where N= |BA|= |BB|.

Proof. We apply the PHXC design criteria (5.3), (5.4) to all critical boundaries. The critical boundary

Rkl
CB(h) is the pairwise boundary between hierarchical codewordsuk(iA,iB) (h) andul(i′A,i

′
B) (h) whereiA =

i′A or iB = i′B (from Definition5).
Now we have (from (5.3)):

0=
〈

siA − siA;siB + si′B
〉

=
〈

0;siB + si′B
〉

, (5.7)

for all iA = i′A, iB 6= i′B, iA, iB, i′B ∈ {1,2, . . .N} and

0=
〈

siA − si′A;siB + siB
〉

=
〈

siA − si′A;2siB
〉

, (5.8)

for all iB = i′B, iA 6= i′A, iA, i′A, iB ∈ {1,2, . . .N}.
From (5.4) we have:

0=
〈

siB − si′B;siB + si′B
〉

, (5.9)

for all iB 6= i′B, iB, i′B ∈ {1,2, . . .N} and

0=
〈

siB − siB;siB + siB
〉

=
〈

0;2siB
〉

, (5.10)

for all iB = i′B, iB, i′B ∈ {1,2, . . .N}.
It is obvious that the inner products in (5.7) and (5.10) are always zero, and hence these conditions are

always satisfied for all the required individual codeword indices. From the remaining two inner products
(5.8) and (5.9) we have the following criteria for the E-PHXC design:

〈

siA − si′A;siB
〉

= 0 ∀iA, i
′
A, iB ∈ {1,2, . . .N}, iA 6= i′A, (5.11)

〈

siB − si′B;siB + si′B
〉

= 0 ∀iB, i
′
B ∈ {1,2, . . .N}, iB 6= i′B. (5.12)

Furthermore the condition (5.11) for a given pair of indices (iA, i′A) is equivalent to the same condition

for a “reversed” pair of these indices (i′A, iA), because
〈

si′A − siA;siB
〉

= −1
〈

siA − si′A;siB
〉

(and similarly

for (5.12)). Hence it is sufficient to check (5.11) only for iA < i′A (and (5.12) for iB < i′B).

5.1.4.2 E-PHXC decoder decision regions

Design criteria for E-PHXC codebooks (5.5), (5.6) force all critical boundaries (setSCB) to be invariant
to the channel parameter. Hence, all pairs of hierarchical codewords which are in the same row (or col-
umn) of the hierarchical codeword table (Table5.1) have the corresponding pairwise boundary invariant
to the channel parameter. Moreover, the design criteria aresufficient to force theentire setof pairwise
boundaries (SPB) to be parameter-invariant, i.e. the constellation space boundaryRkl between any per-
missible pair of hierarchical codewords is forced to be parameter-invariant by the E-PHXC design criteria
(5.5), (5.6). We prove this proposition in the following Lemma:
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1 2

3 4

?

Figure 5.4: Impact of E-PHXC design criteria on non-critical (Rkl /∈ SCB) boundaries.

Lemma 8. If the codebook fulfills E-PHXC design criteria then it hasall permissible pairwise boundaries
(Rkl ∈ SPB) invariantto the channel parameter.

Proof. We choose (without loss of generality) two hierarchical codewords (u(iA1,iB1) andu(iA2,iB2)) which
have different both indices (iA1 6= iA2 andiB1 6= iB2). These hierarchical codewords reside in a different
row and column of the hierarchical codeword table (Table5.1). The corresponding pairwise boundary
is not considered as critical by Definition5 (R(iA1,iB1),(iA2,iB2) /∈ SCB), hence it is not directly forced to
be parameter-invariant by the E-PHXC design criteria (see Fig. 5.4). We prove thatR(iA1,iB1),(iA2,iB2) is
parameter-invariant if the E-PHXC design criteria are satisfied.

Assume that codebooksBA, BB are E-PHXC. Then any hierarchical codeword pair residing inthe
same row or column of the corresponding hierarchical codeword table has the pairwise boundary invariant
to channel parameter (corresponding boundary is considered as critical by Definition5 and required to be
parameter-invariant by Definition6). All such boundaries satisfy the PHXC pairwise criteria (5.3), (5.4).
The following four boundaries are hence parameter-invariant (marked asSCB in Fig. 5.4)

R
(iA1,iB1),(iA2,iB1) = R

13, (5.13)

R
(iA1,iB1),(iA1,iB2) = R

12, (5.14)

R
(iA1,iB2),(iA2,iB2) = R

24, (5.15)

R
(iA2,iB1),(iA2,iB2) = R

34. (5.16)

BoundariesR13,R12,R24,R34 satisfy the PHXC design criteria (5.3), (5.4), and hence the following
three inner products (conditions forR12 andR34 are identical) are forced to be zero:

〈

siA1 − siA2;siB1
〉

= 0, (5.17)
〈

siB1 − siB2;siB1 + siB2
〉

= 0, (5.18)
〈

siA1 − siA2;siB2
〉

= 0. (5.19)

The examined pairwise boundary (R(iA1,iB1),(iA2,iB2) = R14) are parameter-invariant if the following
two inner products are zero:

〈

siA1 − siA2;siB1 + siB2
〉

= 0, (5.20)
〈

siB1 − siB2;siB1 + siB2
〉

= 0. (5.21)

Now it is obvious that (5.21) is identical with (5.18) and (5.20) is forced to be zero by (5.17) and (5.19):
〈

siA1 − siA2;siB1 + siB2
〉

=
〈

siA1 − siA2;siB1
〉

+
〈

siA1 − siA2;siB2
〉

〈

siA1 − siA2;siB1 + siB2
〉

= 0. (5.22)
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The pairwise boundaryR(iA1,iB1),(iA2,iB2) satisfies both (5.20), (5.21), and hence it is indirectly forced to
be parameter-invariant by the E-PHXC design criteria (5.5), (5.6). In the same way we can prove that any
permissible pairwise boundary (Rkl ∈ SPB) with arbitrary indicesk, l is forced to be parameter-invariant
by the E-PHXC design criteria.

5.1.4.3 E-PHXC with identical codebooks

Here we analyze the design criteria for a special case of identical codebooks (BA = BB = B) to show
that E-PHXC does not exist if the sources are limited to have identical codebooks. Note that by “identical
codebooks” we mean codebooks which have completely identical all codewords24) (i.e. including the
indexing of codewords in the codebook). In this case both codebooks contain the same codewords, so we
may omit the subscripts (A,B) from indices.

Theorem 9(E-PHXC with identical codebooks). CodebookB =
{

si
}

i is E-PHXC if the following con-
ditions hold:

∥

∥si
∥

∥=
∥

∥

∥
si′
∥

∥

∥
∀i < i′, (5.23)

∥

∥s1
∥

∥

2
=
〈

si ;si′
〉

∀i < i′, (5.24)

for all i , i′ ∈ {1,2, . . .N}, where N= |B|.

Proof. We start with (5.6), from which we get for the two pairs of codeword indices(i, j) and(i′, j ′)
〈

si − si′ ;si + si′
〉

= 0,

∥

∥si
∥

∥

2−
∥

∥

∥
si′
∥

∥

∥

2
+ j2ℑ

{〈

si ;si′
〉}

= 0 ∀i < i′, (5.25)

where j is an imaginary unit. Should this hold for alli < i′, the inner products
〈

si ;si′
〉

must be real-valued

and all norms
∥

∥si
∥

∥ ,
∥

∥

∥
si′
∥

∥

∥
must have same magnitude. Thus, the condition (5.6) is equivalent to a pair of

conditions
〈

si ;si′
〉

∈ R and‖si‖= const.

From (5.5) we get
〈

si − si′ ;sj
〉

= 0,

〈

si ;sj〉=
〈

si′ ;sj
〉

∀i < i′, (5.26)

for all i, i′, j ∈ {1,2, . . .N}. Considering the symmetry, this is equivalent to

〈

si ;sj〉=
〈

si′ ;sj
〉

∀i, i′, j, (5.27)

which is in turn equivalent to
〈

si ;si′
〉

= const= ‖s1‖2, ∀i, i′. (5.28)

And thus the condition (5.5) is equivalent to
〈

si ;si′
〉

= ‖s1‖2.

Theorem 10. E-PHXC does not exist for identicalbinarycodebooks (BA = BB = B, |B|= 2).

24)Two mutually rotated BPSK are hence not considered as identical codebooks.
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Proof. The binary codebook contains two individual codewordsB =
{

s1,s2
}

. Each codeword is a vector
overC2. The design criteria for the E-PHXC with identical binary codebooks require (from (5.23) and
(5.24)):

∥

∥s1
∥

∥=
∥

∥s2
∥

∥ , (5.29)
∥

∥s1
∥

∥

2
=
〈

s1;s2〉 . (5.30)

We assume that there exists1 6= s2 such that both conditions are satisfied.
TheCauchy-Bunyakovskii-Schwartz inequality(CBS) [118] states that for all vectorsx,y holds

|〈x,y〉| ≤ ‖x‖ · ‖y‖ , (5.31)

where the equality is achieved iffx = γy for γ = 〈x,y〉
‖x‖2 . Since the inner product

〈

s1;s2
〉

must be positive

and real-valued (from (5.30)) it is obvious that
∣

∣

〈

s1;s2
〉∣

∣ =
〈

s1;s2
〉

. Now we apply the CBS inequality
(5.31) on vectorss1,s2 :

∣

∣

〈

s1;s2〉
∣

∣≤
∥

∥s1
∥

∥ ·
∥

∥s2
∥

∥ ,
〈

s1;s2〉≤
∥

∥s1
∥

∥

2
, (5.32)

because
∥

∥s1
∥

∥ =
∥

∥s2
∥

∥ (from (5.29)). Condition (5.30) requires the equality in (5.32). This equality is

achieved iffs1 = γs2, whereγ =
〈s1;s2〉
‖s1‖2 = 1, i.e. the equality is achieved iffs1 = s2, which is a contradic-

tion with the assumptions1 6= s2.

Corollary 11. E-PHXC does not exist for any identical individual codebooks (BA =BB =B, |B|= N).

Proof. Conditions (5.29) and (5.30) form a subset of all required conditions for any individualcodebook
with cardinality greater than two (|B| > 2). As shown in a proof of Theorem10, it is impossible to find
two different codewords satisfying this condition.

5.1.4.4 E-PHXC with non-identical codebooks

We proved that source codebooks satisfying all the requiredE-PHCS design criteria does not exist if
we limit both codebooks to be identical. In this section we derive the E-PHXC design criteria for the
assumption of two non-identical individual codebooks (BA 6= BB).

Theorem 12(E-PHXC with different codebooks). CodebooksBA =
{

siA
}

iA
, BB =

{

siB
}

iB
areE-PHXC

if the following conditions hold:
∥

∥siB
∥

∥ =
∥

∥

∥
si′B

∥

∥

∥
∀iB < i′B, (5.33)

ℑ
〈

siB;si′B
〉

= 0 ∀iB < i′B, (5.34)
〈

siA − si′A;sjB
〉

= 0 ∀iA < i′A, (5.35)

for all iA, i′A, iB, i
′
B, jB ∈ {1,2, . . . ,N}.

Proof. We start again with (5.6) from which we get:
〈

siB − si′B;siB + si′B
〉

= 0,

∥

∥siB
∥

∥

2−
∥

∥

∥
si′B

∥

∥

∥

2
+ j2ℑ

{〈

siB;si′B
〉}

= 0 ∀iB < i′B, (5.36)

for all iB, i′B ∈ {1,2, . . . ,N}, which gives us directly (5.33) and (5.34). From (5.5) we get immediately the
last condition (5.35).
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s1A s2A s1B s2B

codebook I (−1,1) (1,−1) (1,1) (−1,−1)

codebook II (0,1) (0,−1) (1,0) (−1,0)

codebook III (−1+ j,1− j) (1− j,−1+ j) (1+ j,1+ j) (−1− j,−1− j)

Table 5.2: Example binary E-PHXC codebooks

s1A s2A s1B s2B

codebook IV (2,1) (1,2) (1,1) (−1,−1)

codebook V (1,2) (1,1) (1,0) (−1,0)

codebook VI (1, j) (j,1) (1+ j,1+ j) (−1− j,−1− j)

codebook VII (2,1+ j) (1+ j,2) (1+ j,1+ j) (−1− j,−1− j)

codebook VIII (2+ j,1) (1+2j,2− j) (1+ j,1+ j) (−1− j,−1− j)

Table 5.3: Example (non-orthogonal) binary E-PHXC codebooks

5.1.4.5 Example binary alphabet construction algorithm

We showed that E-PHXC codebooks have all pairwise boundaries invariant to the channel parameter and
that they could be designed only if the sources use two different individual codebooks (BA 6= BB). Here
we exemplify the E-PHXC design criteria for this case ((5.33), (5.34), (5.35)) on a few simple cases.

Assume two different binary codebooks|BA|= |BB|= 2 in C2 with code indicesiA, iB ∈ {1,2} and
scalar relative channel parameterh∈ C1. Considering these assumptions, the design criteria for a binary
E-PHXC (from Theorem12) are:

∥

∥s1B
∥

∥=
∥

∥s2B
∥

∥ , (5.37)

ℑ
{〈

s1B;s2B
〉}

= 0, (5.38)
〈

s1A − s2A;s1B
〉

= 0, (5.39)
〈

s1A − s2A;s2B
〉

= 0. (5.40)

As it is obvious from (5.39) and (5.40), a trivial example of E-PHXC are codebooksBA, BB with
mutually orthogonalcodewords (

〈

siA;siB
〉

= 0 for all siA,siB), provided that also (5.37) and (5.38) are
not violated. Some examples of these “orthogonal” binary codebooks are presented in Table5.2. Code-
booksBA, BB spanning mutually orthogonal subspaces have additional advantage of providing unitary-
parameter-invariant performance (e.g. with respect to thephase rotation). The decision sub-spaces for
both source codebooks are independent (orthogonal) and thus an unitary rotation of one subspace cannot
affect the overall performance. Despite of the fact that theorthogonality itself puts the HXC (in MAC
phase) on the same level as the classical MAC with joint decoding of both data streams, the HDF strategy
with such HXC can still utilize all the BC phase benefits of network coding principles (see e.g. [65] for
details), regardless of the MAC phase channel parametrization.

Example design process fornon-orthogonalE-PHXC codebooksBA, BB is presented in Algorithm
5.1. Some examples of non-orthogonal binary codebooks are presented in Table5.3. The construction
algorithm however does not guarantee zero-mean nor equal distance (Gram matrix) codebooksBA, BB.
However, it is obvious that if alphabetBi satisfies the design criteria from Theorem12, then codebook

49



5. MULTI-DIMENSIONAL CONSTELLATION DESIGN

Algorithm 5.1 Binary E-PHXC codebook - Example design

1. Choose arbitrarilys1B ∈ C2.

2. Chooses2B ∈ C2, s2B = δ1s1B, whereδ1 ∈ C1 is arbitrary scaling constant such that (5.37), (5.38)
are satisfied.

3. Findv ∈C2 such that
〈

v;s1B
〉

= 0.

4. Choose arbitrarilys1A ∈ C2.

5. Finds2A ∈ C2 such thats2A = s1A − δ2v, whereδ2 ∈C1 is arbitrary scaling constant.

6. BA =
{

s1A,s2A
}

, BB =
{

s1B,s2B
}

B′
i = −Bi (all codewords have inverted signs) satisfies the design criteria as well (this holds for any

alphabet cardinality). The non-zero mean of any codebook hence can be quite easily adjusted by sequen-
tial swapping of the codebooksBi and−Bi at the particular source, since the resulting “compound”
codebook will be zero-mean.

5.1.5 Min-distance based design criteria for higher-ordercodebooks

The new challenge in the codebook design arises when we need to design a codebook with higher car-
dinality. It can be shown that the strictness of the completeE-PHXC design criteria ((5.33), (5.34) and
(5.35)) disable the codebook design inC2 for higher than binary cardinality. To overcome this inconve-
nience, we will slightly “relax” the E-PHXC design criteriaand propose a new codebook design algorithm
which provides a feasible tool for the construction of codebooks with arbitrary cardinality. By relaxing
the proposed design criteria we lose the parameter-invariant shape of the decision regions at the relay
HDF decoder, but nevertheless the overall system performance does not have to be negatively influenced.
As we will show in this section, the performance analysis of the codebooks constructed according to
the modified design algorithm shows some promising performance (compared to the traditional linear
modulation schemes - e.g. PSK, QAM).

5.1.5.1 Minimum hierarchical distance

As we have already mentioned, the eXclusive law failure occurs whenever the channel parametrization
cause that some pair of useful signals (u(h) , u′ (h)) which corresponds to a distinct eXclusive relay out-
put codeword (Xs(u(sA,sB,h)) 6= Xs(u′ (s′A,s

′
B,h))) falls in (or close) to each other in the constellation

space, thus increasing the probability of erroneous decision at the relay. It is useful to analyze these eX-
clusive law failures by observing the (squared) Euclidean distance of useful signals in the constellation
space:

d2
(u,u′) (h) =

∥

∥u(h)−u′ (h)
∥

∥

2
. (5.41)

For a general pair of useful signals (u(iA,iB), u(i′A,i
′
B)) it becomes

d2

u(iA,iB),u(i′A,i
′
B)

(h) =
∥

∥

∥

(

siA − si′A
)

+h
(

siB − si′B
)∥

∥

∥

2
. (5.42)

The minimum hierarchical distance represents an approximation of the hierarchical decoder exact
metric (as discussed e.g. in [65]) and its performance is quite closely connected with the error rate
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Algorithm 5.2 Higher-order codebook - Relaxed (min-distance based) design

1. Choosex,y ∈ C2 such that〈x;y〉= 0.

2. BB = {qiB ·x}N−1
iB=0; qiB ∈ C

3. Pickv ∈ C2.

4. BA = {v−qiA ·y}N−1
iA=0; qiA ∈ C.

performance of the whole system [65]. The minimum hierarchical distance for the HDF strategy can be
defined as25):

d2
min(h) = min

Xs(u) 6=Xs(u′)
d2
(u,u′) (h) . (5.43)

The eXclusive law failures caused2
min (h) → 0, which in turn results into a faulty decision of the relay

decoder, and consequently a performance degradation. In the following subsection we show that the
fulfillment of (5.35) from the E-PHXC design criteria (Theorem12) are sufficient to completly avoid the
eccurance of eXclusive law failures for arbitrary channel parametrization.

5.1.5.2 Modified design criteria

The following Theorem shows that (5.35) is sufficient to avoid the significant performance degradation
of the system by avoiding the eXclusive law failures (d2

min(h) = 0).

Theorem 13. The codebooksBA =
{

siA
}

iA
, BB =

{

siB
}

iB
are resistant to eXclusive law failures (for

|h|> 0) if the following condition holds:
〈

siA − si′A;sjB
〉

= 0 ∀iA < i′A, (5.44)

for all iA, i′A, jB ∈ {1,2, . . . ,N}.

Proof. It is obvious that (5.44) forces the following inner product to be always equal to zero:
〈(

siA − si′A
)

;
(

sjB − sj ′B
)〉

= 0, (5.45)

and hence vectors∆siA,i
′
A =

(

siA − si′A
)

and∆siB,i
′
B =

(

sjB − sj ′B
)

are mutually orthogonal. Now since

the pairs of mutually orthogonal vectors are always linearly independent (e.g. [118]) and the norm of the
vector is equal to zero iff the vector is a zero vector (‖x‖= 0⇔ x= o), we can conclude that the minimum

distance (5.42) is non-zero for anyh 6= 0, because
(

siA − si′A
)

+h
(

siB − si′B
)

is a linear combination of the

linearly independent vectors. The eXclusive law failuresd2
min(h)= 0 are hence avoided for anyh 6= 0.

The “relaxed” design criteria (5.44) guarantee that the eXclusive law failures are avoided for any
permissible value of the channel parametrization (excluding the singular caseh= 0). The Algorithm5.2
presents an example design process for codebooks of generally arbitrary cardinality.

Vectorv defines the mean of the codebookBA. For v = o we obtain a trivial solution with mutually
orthogonalcodewords (

〈

siA;siB
〉

= 0 for all siA,siB). In this case the main benefits of the HDF strategy
are again mainly in the BC phase. Forv 6= o we have the codebook with a non-zero mean, which can be

25)A detailed analysis of minimum hierarchical distance is available in Chapter6.
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Figure 5.5: Minimum hierarchical distance performance forQPSK and 4-ary example codebook (zero-
mean).

again easily adjusted by sequential swapping of the codebooksBA and−BA . The coefficientsqiA, qiB

can be chosen from the classical linear modulation constellation (e.g. PSK or QAM) and can be generally
identical (qiA = qiB) for both codebooks.

5.1.5.3 Performance evaluation

We analyze the minimum hierarchical distance performance of the codebooks designed according to the
Algorithm 5.2. Figures5.5, 5.6 and5.7present the performance comparison of the example codebooks
(with zero mean (v = o)) and classical linear modulation constellations (for various channel parametriza-
tion). All codebooks are scaled to have identical mean symbol energy. Note that the distance shortening
at |h| → 0 is generally inevitable [65].

5.1.6 Discussion of results

Utilizing the criterion for parameter-invariant constellation space boundary [116], construction criteria
for E-PHXC codebooks are derived in this Section. Unfortunately, these criteria require to have two non-
identical source node codebooks and moreover, their strictnature disables the possibility of designing the
codebooks with higher than binary cardinality inC2. Fortunately, the modified codebook construction
algorithm (Algorithm5.2), based on the relaxed version of the full E-PHXC design criteria, provides a
feasible way for the design of arbitrary cardinality codebooks inC2.

Although neither of the construction algorithms require mutual orthogonality of the codebooks, it
appears to be the simplest way how to fulfill their requirements. Despite of the fact that the orthogonality
itself puts the HXC (in MAC phase) on the same level as the classical MAC with joint decoding of both
data streams, the performance gain of the HDF strategy is in this case given by the increased reliability
of the BC phase (similarly as in the conventional NC).
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Figure 5.6: Minimum hierarchical distance performance for8-PSK and 8-ary example codebook (zero-
mean).
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Figure 5.7: Minimum hierarchical distance performance for16-QAM and 16-ary example codebook
(zero-mean).
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Invariant pairwise boundaries

Pairwise boundaries

Generalized PI−HXA designE−PHXC design

Figure 5.8: The final shape of the relay decision regions is affected only by the pairwise boundaries
between different hierarchical codewords (given by a different colour of the region in the figure). The
generalized approach to the PI-HXA design requires only these particular boundaries to beinvariant to
the channel parametrization (unlike E-PHXC).

5.2 Geometrical approach to the multi-dimensional HXC design

5.2.1 Introduction

An alternative approach (based on a geometrical interpretation of the design problem) to the design of
multi-dimenisonal HXC (respective HXA) is introduced in [18,21,117]. Similarly like in the case of E-
PHXC design, the goal is to take the channel parametrizationinto account inherently from the beginning
of the HXA design by forcing the relay decision regions to be invariant to the relative channel parameter
h:

Xs(h)(sA,sB) = Xs(sA,sB), ∀h∈ C (5.46)

HXAs that have the relay decision regions invariant to channel parametrization are called Parameter-
Invariant HXAs (PI-HXA) in [18].

A first attempt to design PI-HXA for layered HXC in 2-WRC was given by the E-PHXC design
criteria [20] (see Section5.1). The strictness of the E-PHXC design criteria (which in turn essentially
causes only the orthogonal solution to PI-HXA design to be feasible) is due to the fact thatall permissible
pairwise boundaries (in the relay decision regions) are forced to be parameter invariant. This is obviously
not necessary since some of these boundaries can be “overlaid” by other boundaries or remain somehow
“hidden” inside the relay decision region. In such cases, the resulting final shape of relay decision regions
remains unaffected by these boundaries and hence these boundaries do not have to be considered by the
PI-HXA design criteria. This approach to PI-HXA design should relax the strictness of the design criteria
(compared to E-PHXC) and hence non-orthogonal PI-HXAs withthe rate region extending the classical
MAC region can possibly be found. A comparison of this “generalized” design approach with E-PHXC
based design is shown in Fig.5.8.
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5.2.2 PI-HXA Design

5.2.2.1 Principles of geometrical design

The derivation of the systematic design criteria (design algorithm) for PI-HXA is still relatively com-
plex. The particular constellation space boundaries of therelay decision regions result from the selected
PI-HXA constellation (i.e. alphabet mapperAs), and the design criteria for invariant decision region
boundaries directly affect the requirements given on the PI-HXA constellation. This mutual relationship
increases the complexity of the systematic solution to PI-HXA design.

We show the viability of the layered HXC solution in parametric channels (i.e. the possibility to
find PI-HXA) by introducing some major simplifications whichallow a geometricinterpretation of the
PI-HXA design problem. The idea of the geometric approach toPI-HXA design is based on the “constel-
lation space patterns” of the useful signalu= sA+hsB.

Definition 14. A constellation space patternU iA is the subspace spanned by the useful signal
u= sA+hsB for sA = siA, ∀sB ∈ A B

s and∀h∈ C.

The absolute value of the channel parameter|h| ∈ (0;∞) causes the constellation space patterns to be
potentially unbounded. This is the only remaining inconvenience for a simple geometric interpretation
of PI-HXA design. As we will show in the following subsection, the constellation space patterns can be
effectively bounded by simple processing at the relay.

5.2.2.2 Two-mode relay processing

The received (useful) signalu is obtained by rescaling the true channel response (hAsA+hBsB) by 1/hA.
Note again that the only purpose of this rescaling is to obtain a simplified expression of the useful signal
(3.3), which is (after rescaling) parametrized only by a single complex channel parameterh= hB/hA. It
is obvious that the true channel response can alternativelybe rescaled by 1/hB, hence we can obtain two
alternative models of the useful signalu:

M1 : uM1 = sA+hsB, (5.47)

M2 : uM2 =
1
h

sA+ sB. (5.48)

This corresponds to two alternative models of the received signal at the relay:

xM1 = hAuM1 +w′, (5.49)

xM2 = hBuM2 +w′′. (5.50)

The relay can potentially swap these two channel models (respective models of the useful signal) in
such a way that the absolute value of the channel parameter (h for modelM1 and 1

h for M2) is always
less than (or equal to) one. This processing at the relay willbe called2-mode relay processing. If the
hierarchical mapping at the relay is “symmetric”:

sR(cAB) = Xs(s
i
A,s

j
B) = Xs(s

j
A,s

i
B),

′ ∀i, j ∈ {1, . . . |As|} (5.51)

(where|As| =
∣

∣A A
s

∣

∣ =
∣

∣A B
s

∣

∣ is the source alphabet carindality), then 2-mode relay processing can be
used transparently to both sources A,B (i.e. the sources arenot aware which channel model is in use at
the relay for the current transmission), and hence it is feasible for the HDF strategy with HXC.

The symmetry of the relay hierarchical mapper (5.51) allows the relay to swap these two equivalent
models of the useful signal (5.47), (5.48) transparently to both sources. In this way the relay can ensure
that the value of the channel parameter in the useful signal model remains bounded, which in turn affects
the subspaces spanned by the useful signalsuM1, uM2, i.e. the constellation space patterns.
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Figure 5.9: Example of the constellation space patterns for2-mode relay processing (|As| = 4). The
particular line style corresponds to the particularhsB, ∀sB ∈ A B

s .

channel |h|
∣

∣

1
h

∣

∣ u U ′i

|hA| ≥ |hB| ≤ 1 ≥ 1 uM1 U iA

|hA|< |hB| > 1 < 1 uM2 U iB

Table 5.4: Principles of the 2-mode relay processing

Definition 15. A constellation space patternU iB is the subspace spanned by the useful signal
uM2 =

1
hsA+ sB for sB = siB, ∀sA ∈ A A

s and∀h∈ C.

Definition 16. A bounded constellation space patternU ′i is the subspace given by:

U
′i =

{

U iA for |h| ≤ 1

U iB for |h|> 1
. (5.52)

Constellation space patternsU ′i are effectively bounded (Fig.5.9) by simple swapping of the useful
signal models at the relay. The only requirement for this 2-mode relay processing is symmetry of the relay
hierarchical output mapper (5.51). We summarize the principles of 2-mode relay processing inTable5.4.

5.2.2.3 An example of 2-dimensional PI-HXA

We assume a real-valued channel symbol memoryless mapperAs ⊂ R2 (common to both sources). The
channel parameter is complexh ∈ C, and the useful signals areuM1, uM2 ∈ C2. The assumption of a
real-valued alphabet (As ⊂ R2) allows the following simple interpretation of the real andimaginary part
of the received useful signaluM1 ∈ C2 (similarly for uM2):

ℜ{uM1}= sA+ℜ{h}sB, (5.53)

ℑ{uM1}= ℑ{h}sB, (5.54)

which corresponds to the following vector notation:

ℜ
{[

uM1,1

uM1,2

]}

=

[

sA,1

sA,2

]

+ℜ{h}
[

sB,1

sB,2

]

, (5.55)

ℑ
{[

uM1,1

uM1,2

]}

= ℑ{h}
[

sB,1

sB,2

]

. (5.56)

It is obvious that the imaginary part of the useful signalℑ{uMi} depends solely on the channel symbols
from one source (source B for modeM1 (5.47) and source A for modeM2 (5.48)). This can be viewed as
an additional side information transmission from the corresponding source.
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s1 s2 s3 s4

As (−1,1) (1,1) (−1,−1) (1,−1)

Figure 5.10: Channel symbol mapper (As) and the resulting constellation space patterns (U ′i
Re) for the

example of PI-HXA.

sA

sB

sA

sB

sA

sB

sA

sB

Figure 5.11: Design of a suitable hierarchical eXclusive mapperXs(si
A,s

j
B) for the example of PI-HXA

from Fig.5.10. The resulting hierarchical eXclusive mapper correspondsto a bit-wise XOR of the symbol
indices (i, j ∈ {1,2, . . . |As|}).
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The relay employs 2-mode processing, hence the corresponding constellation space patternsU ′i are
bounded. To simplify the design example even more, only the real part of the constellation space patterns
(U ′i

Re= ℜ
{

U ′i}) will be considered here. These assumptions allow a simple geometric interpretation of
the PI-HXA design problem inR2. The common channel symbol mapperAs cause that foriA = iB the
corresponding patternsU iA andU iB define identical subspaces. Hence it is sufficient to consider only
U iA for the case|h| ≤ 1 (it is equivalent to the analysis ofU iB for the case

∣

∣

1
h

∣

∣< 1).

By defining the particular channel symbol mapper (As) we also directly define the corresponding
constellation space patternsU iA. In this case, the geometrical PI-HXA design example turns into a
puzzle-like problem of the constellations space pattern (U

iA
Re for iA ∈ {1,2, . . . |As|}) arrangement inR2.

The main goal of this “puzzle” is to find a suitable channel symbol mapperAs and a proper hierarchical
eXclusive mappersR(cAB)= X s(si

A,s
j
B), which will jointly prevent the possibility of violation ofthe

exclusive law for arbitrary channel parameterh.

Here we show an example of a two-dimensional 4-ary (|As| = 4) PI-HXA, designed according to
the assumptions given in this section. The selected constellation space symbols (i.e. the chosen channel
symbol mapperAs) and the resulting constellation space patterns (U ′i

Re) are depicted in Fig.5.10. The
final task of the example of geometrical PI-HXA design is a proper choice of the hierarchical eXclusive
mapper. The selection of a suitable hierarchical eXclusivemapper can be visualized as a “colouring”
(partitioning) process of the constellation space patterns. A visualization of this colouring process for the
example of PI-HXA from Fig.5.10is presented in Fig.5.11. The resulting hierarchical eXclusive mapper
Xs(si

A,s
j
B) corresponds to a bit-wise XOR of the symbol indices (i ∈ {1,2, . . . |As|}).

5.2.3 Numerical Results

To show the viability of the layered HXC design in a parametric 2-WRC with HDF strategy we present
some numerical evaluations of the mutual information (capacity) and the minimum squared distance of
the example of PI-HXA design from Fig.5.10.

5.2.3.1 Mutual information (capacity)

We evaluate the hierarchical and single-user (alphabet limited cut-set bound) rates (Fig.5.12) for an
example alphabetAs (see Fig.5.10) and various channel parametrization. The Signal-to-Noise Ratio
(SNR) is defined as the ratio of the real base-band symbol energy of one source (e.g.A, to have a fair
comparison for reference cases) to the noise power spectrumdensity ratioγx =

(

ĒsA/2
)

/N0. Assuming
orthonormal basis signal space complex envelope representation of the AWGN, we haveσ2

w = 2N0 and
thusγx = E

[

‖sA‖2
]

/σ2
w. The alphabetAs is indexed by symbolssA,sB ∈ {0, . . . ,Ms−1}. The exclusive

hierarchical mapping corresponds to a bit-wise XOR of the symbol indices (Fig.5.11).

The graph (Fig.5.12) shows the classical MAC cut-set bounds (1st and 2nd order) related to one
user in comparison to the capacity of the HDF strategy with the example PI-HXA. The HDF capacity
is parametrized by actual relative phase shift of the source-relay channels, while the amplitude is kept
constant|h| in our setup (to respect the symmetry of the rates fromA andB). We show the minimal,
maximal and mean values of the HDF capacity. The results wereobtained using the technique shown
in [86].

It is obvious from Fig.5.12that the HDF capacity approaches the alphabet constrained cut-set bound
limit for medium to high SNR. For SNR values above approximately2dB the capacity outperforms the
classical MAC capacity, irrespective of the channel parametrization (relative phase shift of the source-
relay channel), which has only a minor impact on the resulting performance.
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5.2. Geometrical approach to the multi-dimensional HXC design
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5. MULTI-DIMENSIONAL CONSTELLATION DESIGN

5.2.3.2 Minimum distance

We conclude the discussion of multi-dimensional constellation design by an analysis of the minimum
squared Euclidean distance of the proposed alphabet. Fig.5.13depicts the squared minimum distance
as a function of channel parameterh. It is obvious from this figure, that the minimum squared distance
is again highly resistant to the relative phase shift (∠h) of the source-relay channels. Note that distance
shortening at|h| → 0 is inevitable. Interestingly, the min-distance performance of the proposed alphabet
is identical to that of the example 4-ary codebook shown in Fig. 5.5. However, the geometrical design
introduced in this Section allows to employ identical alphabets at both sources, while the relaxed E-PHXC
design criteria (Algorithm5.2) forces the sources to use non-identical alphabets.

5.2.4 Discussion of results

The geometrical approach to PI-HXA design was presented in this Section. Alhough this design approach
is based on many simplifying assumptions, the numerical results show relatively high resistance of both
the capacity (Fig.5.12) and the minimum distance (Fig.5.13) to the channel parametrization. In addition,
our setup requires no adaptation of the hierarchical exclusive mapping (unlike [65, 79]) and hence the
processing at the relay can always be kept transparent to both sources. Nevertheless, similarly like in the
case of the relaxed E-PHXC design criteria, the presented geometrical design approach requires multi-
dimensional alphabets at source nodes, resulting again in areduction of the maximal potential throughput
(a direct consequence of the increased alphabet dimensionality).
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Chapter 6

Hierarchical distance analysis

"Success is a science; if you have the conditions, you get theresult."

Oscar Wilde

6.1 Introduction

In this chapter we investigate the impact of channel parametrization on the HDF system processing. We
analyse theEuclidean distance of hierarchical symbolsobserved by the relay node to reveal the relation
between channel parametrization and achievable performance of the system. Based on this analysis, we
prove that it is impossible to fully avoid the occurance of eXclusive law failure events, if the source
alphabets are restricted toC1.

6.2 Euclidean distance analysis

The minimum hierarchical distancerepresents an approximation of the exact per-symbol measure de-
coding metric for hierarchical symbols received at the relay (as discussed e.g. in [65, 84, 86]) and its
performance is quite closely connected with the error-rateperformance of the whole system [65]. In the
following text we analyze the hierarchical distance as a function of the actual channel parametrization in
2-WRC (given by the relative channel parameterh= hB/hA ∈ C).

6.2.1 Minimum hierarchical distance

The (squared) Euclidean distance (d2
ui, j ,ui′, j′ (h)) of a general pair of hierarchical symbols (ui, j = si

A+hsj
B

andui′, j ′ = si′
A+hsj ′

B) can be defined as:

d2(h) =
∥

∥

∥

(

si
A+hsj

B

)

−
(

si′
A+hsj ′

B

)∥

∥

∥

2

=
∥

∥

∥
∆si, i′

A +h∆sj , j ′
B

∥

∥

∥

2

=
∥

∥

∥
∆si, i′

A

∥

∥

∥

2
+ |h|2

∥

∥

∥
∆sj , j ′

B

∥

∥

∥

2
+2ℜ{h∗z} , (6.1)

wherez=
〈

∆si, i′
A ;∆sj , j ′

B

〉

, ∆si, i′ = si − si′ andi, i′, j, j ′ ∈ {1,2, . . .Ms}.
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6. HIERARCHICAL DISTANCE ANALYSIS

Table 6.1: Hierarchical symbol table (
∣

∣A A
s (�)

∣

∣=
∣

∣A B
s (�)

∣

∣= Ms).

j1 j2 . . . jM

i1 u(i1, j1) u(i1, j2) . . . u(i1, jM)

i2 u(i2, j1) u(i2, j2) . . . u(i2, jM)

...
...

...
. . .

...
iM u(iM , j1) u(iM , j2) . . . u(iM , jM)

If some pair of hierarchical symbols (u, u′) belongs to the same eXclusive relay output (Xs(ui, j) =

Xs(ui′, j ′)), it will be “clustered” by the relay decoder and such pair does not affect the finalminimum
hierarchicaldistance. The minimum hierarchical distance (d2

min (h)) is hence given by:

d2
min(h) = min

Xs(ui, j)6=Xs(ui′ , j′)
d2

ui, j ,ui′ , j′ (h) . (6.2)

Note that the eXclusive law failures caused2
min(h) → 0, which in turn results into a faulty decision

of the relay decoder (and consequently the performance degradation). To provide a better insight into
the following discussion, we introduce thehierarchical symbol table(Table6.1), which illustrates the
relation between the source (A,B) output symbolssi

A, sj
B (given by the indicesi, j ∈ {1,2, . . .Ms}) and the

corresponding hierarchical symbolsuiA, jB.
The eXclusive law constraints, together with the assumption of minimal cardinality of L-HXC (see

[71] for details), prevents the mapping of hierarchical symbols (ui, j , ui′, j ′ ) which have one index in com-
mon (i.e. i = i′ or j = j ′) to the same relay output. All such hierarchical symbol pairs lie in the same
row (i = i′) or column (j = j ′) of the hierarchical symbol table (Table6.1). Since only the L-HXC with
minimal cardinality is considered in this Chapter, the search of the minimum Euclidean distance in (6.2)
can be divided into the following three cases:

1. i = i′ (rows):

d2
row (h) = min

ui, j 6=ui, j′
d2

ui, j ,ui, , j′ (h)

= |h|2min
j 6= j ′

∥

∥

∥
∆sj , j ′

B

∥

∥

∥

2
(6.3)

2. j = j ′ (columns):

d2
col = min

ui, j 6=ui′, j
d2

ui, j ,ui′ , j (h)

= min
i 6=i′

∥

∥

∥
∆si, i′

A

∥

∥

∥

2
(6.4)

3. i 6= i′ and j 6= j ′ (general case). In this case the Euclidean distance remainsin the “full” form of
(6.1):

d2
g (h) = min

Xs(ui, j)6=Xs(ui′, j′)
d2

ui, j ,ui′, j′ (h) . (6.5)

The minimum distance (6.2) of the hierarchical symbols (as observed by the relay) hence can be equiva-
lently defined as:

d2
min(h) = min

{

d2
row(h) , d2

col, d2
g (h)

}

. (6.6)
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6.2. Euclidean distance analysis

6.2.2 Bounds of the hierarchical distance

Those hierarchical symbol pairs (ui, j , ui′, j ′ ) which have one index in common (i.e.i = i′ or j = j ′)
cannot be clustered by a commonXs(�) (minimal cardinality assumption). The corresponding Euclidean
distances ((6.3) and (6.4)) hence always (for arbitrary HXA and relay output eXclusive mapperXs(�))
form the upper bound of the minimum hierarchical distance:

d2
min,UB (h) = min

{

d2
row (h) ,d

2
col

}

. (6.7)

And consequently:

d2
min(h) = d2

min,UB (h) , for d2
g (h)≥ d2

min,UB (h) , (6.8)

d2
min(h)< d2

min,UB (h) , for d2
g (h)< d2

min,UB (h) . (6.9)

As we will show in the following discussion, the min-distance upper bound given by (6.7) is not tight
in general (for a considerable range of channel parameter (h) values). However, it defines an upper bound
for the overall min-distance performance, since it is givensolely by the properties of the HXA mappers at
sources (A A

s (�) , A B
s (�)) and it is not affected by the choice of the relay output eXclusive mapperXs(�).

Note that the min-distance upper bound (6.7) does not depend on∠h.
The reason why the hierarchical min-distance upper bound (as given by (6.7)) could be quite broad

is given by the last term in the search of the min-distance in (6.6). This term (given by (6.5)) depends
generally on both HXA mappers (A A

s (�) , A B
s (�)), the relay output eXclusive mapperXs(�) and also

on the value of channel parameterh∈ C. Even for the fixed HXA and eXclusive mappers, the value of
d2

g (h) could change significantly with the varying channel parameterh. As we will show in the following
Lemma, the search of the minimum in (6.5) can be bounded, if we consider the worst case value of∠h
and focus only on the varying absolute value of the channel parameter (|h|).

Lemma 17. The Euclidean distance d2
g (h) of the general pair of hierarchical symbolsui, j , ui′, j ′ is lower

bounded by

d2
g,LB(h) = min

i 6=i′, j 6= j ′

{

∥

∥

∥
∆si, i′

A

∥

∥

∥

2
+ |h|2

∥

∥

∥
∆sj , j ′

B

∥

∥

∥

2
−2|h| |z|

}

, (6.10)

where z=
〈

∆si, i′
A ;∆sj , j ′

B

〉

, ∆si, i′ = si −si′ and i, i′, j, j ′ ∈ {1,2, . . .Ms}, such thatXs
(

ui, j
)

6= Xs

(

ui′, j ′
)

.

Proof. The minimum ofd2
ui, j ,ui′, j′ (h) in (6.5) is taken over all permissible hierarchical symbol pairs

ui, j , ui′, j ′ (such thatXs
(

ui, j
)

6= Xs

(

ui′, j ′
)

). The general form ofd2
ui, j ,ui′ , j′ (h) is given by (6.1), where

ℜ{h∗z} = ℜ{|h| |z|exp( j (∠h∗+∠z))}. Now sinceh ∈ C and consequently(∠h∗+∠z) ∈ (−Π;Π〉,
there can always be foundh′∗ such that(∠h′∗+∠z) = Π. This gives usℜ{h∗z} ≥ −|h| |z|, where the
minimum is achieved forh′∗. By applying the minimum ofℜ{h∗z} to (6.1) we immediately obtain
(6.10).

The min-distance lower bound in (6.10) is always achievable, since the complex channel parameterh
can have arbitrary phase (∠h) and hence it can achieve the value ofh′∗ as in the proof of Lemma17. Now
it can be easily shown that (6.10) is equivalent to the search of minimum over the set of parabolas given
by

∥

∥

∥
∆si, i′

A

∥

∥

∥

2
+ |h|2

∥

∥

∥
∆sj , j ′

B

∥

∥

∥

2
−2|h| |z| (6.11)

for each of the particulari, i′, j, j ′ ∈ {1,2, . . .Ms}, such thatXs
(

ui, j
)

6= Xs

(

ui′, j ′
)

.

To illustrate the influence of the derived bounds (6.7), (6.10) on the the overall hierarchical min-
distance performance, we will observe thed2

min (|h|), i.e. the minimum Euclidean distance as a function of
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6. HIERARCHICAL DISTANCE ANALYSIS
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Figure 6.1: Minimum hierarchical distanced2
min(|h|) for BPSK alphabet.

the absolute value of the channel parameter|h|. The results for some classical linear modulation schemes
are available in Figs.6.1, 6.2, 6.3and6.4. Standard Gray mapping of alphabet indices (i ∈ {1,2, . . .Ms})
to constellation space symbols (si) was used and the eXclusive hierarchical mapping (Xs(�)) was defined
by the bit-wise XOR operation of the symbol indices. All alphabets were scaled to have identical mean
symbol energy. All parabolas defined by (6.11) are included in the figures, to show their influence on
the search of minimum in (6.10). Note that since it is possible to employ the 2-mode relay processing
(see [21]), which effectively bounds the range of channel parametervalues, it could be sufficient to
observe only the interval bounded by|h| ≤ 1.

Many important conclusions can be stated by observing the Figs.6.1, 6.2, 6.3 and6.4. Sinced2
g (h)

essentially does not exist for binary alphabets (e.g. BPSK)the hierarchical min-distance is always equal
to the bound given by (6.7) and hence the binary alphabets are highly resistant to the channel parametriza-
tion. For higher alphabet cardinality (QPSK, 8-PSK and 16-QAM in our Figures) an increasing number
of parabolas (given by (6.11)) quickly emerge and significantly affect the resulting values ofd2

min (|h|).
Note again that for some specific value of channel parametrization (respective specific value of∠h)

the minimum hierarchical distance will achieve the lower bound (d2
min(h) = d2

g,LB(h)). Hence the ob-
servations presented in the Figs.6.1, 6.2, 6.3 and6.4 can help us to identify the eXclusive law failures
(d2

min(h)→ 0) for any alphabet mapper.

6.3 Parametric HXA design

In this section we focus on the possibility to constructParametric HXA26) (P-HXA), which is able to
prevent the occurance of eXclusive law failures (d2

min(h)→ 0) for arbitrary parametrization (h∈ C). We

26)Note that P-HXA (source alphabet which prevents the occurance of eXclusive law failures) and PI-HXA (source alphabet with
parameter-invariant decision regions at the relay) refer to the two different approaches to the source alphabet design.

64



6.3. Parametric HXA design
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Figure 6.2: Minimum hierarchical distanced2
min(|h|) for QPSK alphabet.
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Figure 6.3: Minimum hierarchical distanced2
min (|h|) for 8-PSK alphabet.
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Figure 6.4: Minimum hierarchical distanced2
min(|h|) for 16-QAM alphabet.

prove that only binary P-HXA can be constructed inC1, while C2 is sufficient to design P-HXA with
arbitrary cardinality.

6.3.1 HXA design inC1

In the following Lemma we show that it is impossible to designP-HXA in C1 (with Ms> 2) if we require
the eXclusive law failures (d2

min(h)→ 0) to be avoided for arbitrary channel parametrization.

Lemma 18. The eXclusive law failures d2
min(h)→ 0 (h 6= 0, h∈C1) cannot be avoided for any alphabets

A A
s (�) , A B

s (�) such thatA A
s (�) , A B

s (�) ∈ C1 and|As(�)|= Ms > 2.

Proof. The eXclusive law failure occur wheneverd2
ui, j ,ui′, j′ (h) = 0 for any hierarchical symbol pair

ui, j , ui′, j ′ such thatXs
(

ui, j
)

6= Xs

(

ui′, j ′
)

. We focus on the (squared) Euclidean distance (as defined

in (6.1)) in the following form:

d2 (h) =
∥

∥

∥
∆si, i′

A +h∆sj , j ′
B

∥

∥

∥

2
. (6.12)

Now since for a general vectora holds‖a‖ = 0 ⇔ a = o, it is obvious from (6.12) that d2(h) = 0 ⇔
∆si, i′

A +h∆sj , j ′
B = 0. If this linear combination of vectors∆si, i′

A , ∆sj , j ′
B should be non-zero for anyh 6= 0,

these vectors must be linearly independent. However, it is impossible to find two (non-zero) linearly in-

dependent vectors inC1, and hence the assumption ofA A
s (�) , A B

s (�) ∈C1 forces the vectors∆si, i′
A , ∆sj , j ′

B

to be always linearly dependent. Consequently, for any pairof hierarchical symbolsui, j , ui′, j ′ in C1 (such

thatXs
(

ui, j
)

6= Xs

(

ui′, j ′
)

) it can always be found someh′ 6= 0 resulting in a failure of the eXclusive

law.
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6.3. Parametric HXA design

Figure 6.5: Visualization of hierarchical symbol pairs vulnerable to eXclusive law failures.

For a givenui, j there is a total of
[

(Ms−1)2− (Ms−1)
]

=
(

M2
s −3Ms+2

)

such pairs ofui, j , ui′, j ′

(see Fig.6.5) and each of these pairs can consequently violate the eXclusive law. It is obvious that
(

M2
s −3Ms+2

)

is always nonzero for cardinalityMs> 2, and hence forMs > 2 there always exists some

pair of hierarchical symbolsui, j , ui′, j ′ , which can invoke the eXclusive law failure. Note that forMs = 2
such pair of hierarchical symbols never exists (since all such pairs are clustered by a commonXs(�) - see
Fig. 6.5), which corresponds to the fact thed2

g (h) essentially does not exist for binary alphabets.

6.3.2 Construction algorithm for 2-dimensional alphabets

Since it is impossible to find P-HXA inC1 we conclude this Chapter with an example design of two-
dimensional alphabet mappersA A

s (�) , A B
s (�) ∈ C2. The following orthogonality

〈

∆si, i′
A ;∆sj , j ′

B

〉

= 0 (6.13)

guarantees the linear independence of vectors∆si, i′
A , ∆sj , j ′

B , which in turn prevents the occurance of eXclu-
sive law failures for a corresponding pair of hierarchical symbolsui, j , ui′, j ′ (see the proof of Lemma18).
Moreover, if the source alphabets fullfil this orthogonality condition (6.13) for all i, j, i′, j ′ ∈ {1, . . .Ms},
Euclidean distance of the corresponding hierarchical symbols (6.1) reduces to:

d2
orth(h) =

∥

∥

∥
∆si, i′

A

∥

∥

∥

2
+ |h|2

∥

∥

∥
∆sj , j ′

B

∥

∥

∥

2
, (6.14)

and consequently, the minimum hierarchical distance achieves the upper bound given by (6.7) for arbitrary
parametrization.

It is obvious that the orthogonality of vectors∆si, i′
A , ∆sj , j ′

B can be simply achieved by forcing all indi-
vidual constellation symbols (given by the alphabet mappersA A

s (�) , A B
s (�)) to be mutually orthogonal

〈

si
A;sj

B

〉

= 0, (6.15)

for all i, j ∈ {1,2, . . .M}. Please note that such (orthogonal) solution does not have to be optimal in
general. We introduce it only as an example solution to the P-HXA design problem.

An example alphabet construction (based on the aforementioned discussion) is available in Algo-
rithm 6.1, which enables a design of P-HXA with arbitrary cardinality. CoefficientsqiA, qiB can be cho-
sen from a conventional linear modulation constellation, and even identical coefficients for both alphabets
(
{

qiA
}Ms−1

iA=0 =
{

qiB
}Ms−1

iB=0 ) can be chosen. The resulting alphabets are then denoted as P-HXA-QPSK, P-
HXA-8-PSK etc.
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6. HIERARCHICAL DISTANCE ANALYSIS

Algorithm 6.1 Higher-order codebook - Example design

1. Choosex,y ∈ C2 such that〈x;y〉= 0.

2. A A
s = {qiA ·x}Ms−1

iA=0 ; qiA ∈ C

3. A B
s = {qiB ·y}Ms−1

iB=0 ; qiB ∈ C

ℜ {h}

ℑ
 {

h}

d
min
2 (h) for alphabet QPSK
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Figure 6.6: Minimum hierarchical distance performance forQPSK and 4-ary P-HXA.

6.4 Numerical evaluations

It is obvious that Algorithm6.1 is a zero-mean equivalent of Algorithm5.2 (relaxed E-PHXC design
criteria) and hence the alphabets designed according to these two design Algorithms have identical min-
distance performance. This is obvious also from a comparison of Figs.6.6, 6.7, 6.8) with Figs.5.5, 5.6and
5.7 in Chapter5. A numerical evaluation of hierarchical distanced2

min(|h|) of some example alphabets is
presented in Figs.6.9, 6.10and6.11(compare with Figs.6.2, 6.3and6.4).

6.5 Discussion of results

The impact of channel parametrization on the Euclidean distance performance of compound constellation
(hierarchical distance) in 2-WRC with HDF strategy is analyzed in this Chapter. Based on this analysis,
the bounds of hierarchical distance are identified and the fact that occurance of eXclusive law failures
cannot be completly prevented (if the source alphabets are restricted toC1) is proved. A simple construc-
tion Algorithm for the design of source alphabets inC2 is then presented. The presented Algorithm6.1
appears to be a simplified (zero-mean) version of Algorithm5.2. This is a direct consequence of the fact
that the relaxed E-PHXC design criteria (Algorithm5.2) are also based on the min-distance properties of
source alphabets.
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Figure 6.7: Minimum hierarchical distance performance for8-PSK and 8-ary P-HXA.
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Figure 6.9: Minimum hierarchical distanced2
min (|h|) for P-HXA with QPSK alphabet.
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Figure 6.10: Minimum hierarchical distanced2
min (|h|) for P-HXA with 8-PSK alphabet.
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Figure 6.11: Minimum hierarchical distanced2
min(|h|) for P-HXA with 16-QAM alphabet.

Despite of the fact that again only multi-dimensional alphabets were identified to be resistant to chan-
nel parametrization, thebounds of minimum hierarchical distancerevealed in this Chapter help us to
identify the major performance limits invoked by channel parametrization in 2-WRC, and moreover, they
provide us some useful hints for the design ofnovel constellation alphabetsin C1. As we show in the fol-
lowing Chapter, these novel alphabets have a potential to outperform the conventional linear modulation
schemes in HDF without sacrificing the overall system throughput.

71





Chapter 7

Non-uniform 2-slot constellations

"The part can never be well unless the whole is well."

Plato

7.1 Introduction

In this Chapter we show that it is possible to improve the performance of the 2-WRC system (in a special
case of Rician fading channels) by adesign of novel 2-slot source alphabets.The proposedNon-uniform
2-slot (NuT) alphabetsare robust to channel parameterization effects, while avoiding the requirement of
phase pre-rotation (or adaptive processing) but still preserving theC1 (per symbol slot) dimensionality
constraint (to avoid the throughput reduction). Based on the analysis of the hierarchical (Euclidean)
distance [22] (see Chapter6), we introduce a design algorithm for NuT alphabets and we compare their
Symbol Error Rate (SER) performance to that of the traditional linear modulation constellations.

7.1.1 Summary of minimum hierarchical distance analysis

The (squared)Minimum Hierarchical Distance(MHD) is closely connected to the error rate performance
of the system (similarly as the minimum Euclidean distance of the single user constellation in a tradi-
tional point-to-point communication), and hence the goal of the novel alphabet design is tomaximize the
hierarchical distancefor all permissible values ofh= hB/hA ∈ C. However, this is not an easy task in the
parametric MAC channel, since there the minimum Euclidean distance of the compound constellation is
strongly influenced by a (mutual) variation of complex channelshA, hB (see e.g. [16,22]).

As noted in the previous Chapter, the (squared) Euclidean distance (d2
ui, j ,ui′ , j′ (h)) of a general pair of

compound symbols (ui, j = si
A+hsj

B andui′, j ′ = si′
A+hsj ′

B) can be defined as

d2
ui, j ,ui′, j′ (h) = ‖∆sA‖2+ |h|2‖∆sB‖2+2ℜ{h∗z} (7.1)

wherez= 〈∆sA;∆sB〉, ∆sA = si − si′ , ∆sB = sj − sj ′ andi, i′, j, j ′ ∈ {1,2, . . .Ms}.
As shown in [22], the MHD27)

d2
min (h) = min

(i, j ,i′, j ′):Xs(i, j)6=Xs(i′, j ′)
d2

ui, j ,ui′, j′ (h) (7.2)

27)In the rest of this Chapter we will use a slightly relaxed notation for the eXclusive mapping operation:Xs(i, j) =Xs

(

si
A,s

j
B

)

.
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is (for the worst case phase∠h′) lower bounded by aset of parabolasSp =
{

pi, j ,i′, j ′
}

Xs(i, j) 6=Xs(i′, j ′)
,

where each particular parabola is given by

pi, j ,i′, j ′ (|h|) = min
∠h

d2
ui, j ,ui′, j′ (h)

= |h|2‖∆sB‖2−2|h| |z|+ ‖∆sA‖2 . (7.3)

The lower bound defined bySp is always achieved for some specific∠h [22] and hence

d2
min (|h|) = min

Xs(i, j) 6=Xs(i′, j ′)
pi, j ,i′, j ′ (|h|) . (7.4)

The min-distance parabolapi, j ,i′, j ′ (|h|) is hence defined for all permissible 4-tuples of indicesi, j, i′, j ′

such thatXs(i, j) 6= Xs(i′, j ′) and it virtually describes the min-distanced2
ui, j ,ui′, j′ (|h|) of a pair of com-

pound symbols (ui, j = si
A+hsj

B andui′, j ′ = si′
A+hsj ′

B) for the worst case phase∠h′ of the channel parameter
h∈ C [22].

This parabolic behaviourof the hierarchical min-distance (see an example in Fig.7.1) results nec-
essarily in eXclusive law failures (d2

min(h)→ 0), and consequently in destination decoding errors, since
the relay cannot unambiguously determine the output symbol[22]. The analysis of the complete set
of these min-distance parabolas (given bySp) can help us to identify the eXclusive law failure events
(d2

min(h)→ 0) i.e. the values ofh, for which the hierarchical min-distance is poor.

7.2 Non-uniform 2-slot alphabets

As proved in [22] (see Lemma18), the parabolic behaviour of hierarchical min-distance cannot be fully
avoided for traditional linear modulation constellationsin C1 (excepting the binary alphabets). However,
as we will show in the following section, in case ofRician fading channelsit is possible to suppress this
harmful behaviour by a suitable design of 2-source NuT constellation alphabets.

7.2.1 Parabolic behaviour analysis

It can be shown that for Rician source-relay channels (|hA| , |hB|), the probability distribution of channel
parameter|h|= |hB|/|hA| is diminishing as|h|→ 0 (see Fig.7.2). Considering the hierarchical min-distance
d2

min (|h|) of QPSK (Fig.7.1) along with the probability distribution of|h| (Fig. 7.2) it is obvious that the
performance of HDF system with QPSK source alphabets is presumably poor. Fortunately, it is possible
to decrease the negative impact of this parabolic min-distance behaviour by shifting the min-distance
parabolas (7.3) towards the less probable values of|h|.

A position of each particular min-distance parabola (7.3) vertex (minimum) is given by

∣

∣h′min

∣

∣= argmin
|h|

pi, j ,i′, j ′ (|h|) =
|〈∆sA;∆sB〉|
‖∆sB‖2 . (7.5)

In case of constellation alphabets inC1, this formula can be further simplified to

∣

∣h′min

∣

∣=
‖∆sA‖ · ‖∆sB‖

‖∆sB‖2 =
‖∆sA‖
‖∆sB‖

, (7.6)

since any pair of vectors inC1 is always linearly dependent, which gives us the equality inthe general
Cauchy-Schwartz inequality(see e.g. [118]).
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Figure 7.1: SetSp of min-distance parabolas for the QPSK alphabet (dashed lines) and NuT(QPSK;1)
alphabet (dotted lines). The hierarchical min-distanced2

min (|h|) of both alphabets coincides.
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Figure 7.2: Probability distribution of channel parameter|h| ≤ 1 (Rician fading channels|hA| , |hB| with a
Rician factorK = 10dB).
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Figure 7.3: Hierarchical min-distanced2
min (|h|) and the setSp of min-distance parabolas for the

NuT(QPSK;0.25) alphabet (compare to Fig.7.1and distribution of|h| in Fig. 7.2).
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t
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P

Figure 7.4: Re-distribution of power among the particular slots of 2-source NuT alphabet supersymbols.

Algorithm 7.1 NuT constellation alphabet design.

1. Pick a base alphabetAs.

2. Choose a power scaling factorsf ∈(0,2).

3. SourceA alphabet:A A
s = [

√
sf As,

√

2− sf As].

4. SourceB alphabet:A B
s = [

√

2− sf As,
√

sf As].

7.2.2 Alphabet design algorithm

As it is obvious from (7.6), a position of the minimum of each particular min-distanceparabolapi, j ,i′, j ′ (|h|)
is given solely by a ratio of

∥

∥

∥
∆si,i′

A

∥

∥

∥
and

∥

∥

∥
∆sj , j ′

B

∥

∥

∥
, i.e. by the corresponding min-distances of individual

source alphabetsA A
s ,A B

s . Now it seems quite straightforward that it should be possible to control the
positions of particular min-distance parabolas directly by the design of source alphabets. Considering the
distribution of the channel parameter|h| for Rician |hA| , |hB| (Fig. 7.2), the goal is to designA A

s ,A B
s in

such a way that all the min-distance parabolaspi, j ,i′, j ′ (|h|) ∈ Sp will be situated close to|h| → 0. This

could be obviously achieved by increasing
∥

∥

∥
∆si,i′

A

∥

∥

∥
relatively to

∥

∥

∥
∆sj . j ′

B

∥

∥

∥
, i.e. by a suitable allocation of

output power at both sources.

Since the average power constraint must be taken into account, it is not feasible to purely increase
the output power of one source relatively to the other one. However, if we allow pairing of two subse-
quent source symbols into a2-slot super-symbol, we obtain an additional degree of freedom, since the
available power can be arbitrarily re-distributed among the two slots of the super-symbol. This principle
is visualized in Fig. If we denote this power asP2slot= 2P1slot, it is obvious that the only restriction is
that the power scaling coefficients for both slots in the super-symbol must sum up to 2, which gives us
P2slot= sf P1slot+

(

2− sf
)

P1slot, wheresf ∈ (0,2) defines thepower scaling factor.

Based on this observation we propose a design algorithm for theNuT constellation alphabets(Algo-
rithm 7.1). The NuT constellation (NuT

(

As;sf
)

) is a 2-source alphabet (A A
s ,A B

s ), where the power is
re-allocatednon-uniformlyamong the 2-slots (see Fig.7.4). Note that NuT(As;1) constellation is a pure
2-slot extension of a traditional linear modulation constellation with identical hierarchical min-distance
properties as the "base" alphabetAs (see Fig.7.1).
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Figure 7.5: MHDd2
min (h) of NuT(QPSK;1) and NuT(QPSK;0.25) alphabets as a function of channel

parameterh∈C.

7.3 Numerical evaluation

In this section we evaluate the performance of some example NuT alphabets. We choose QPSK and 8PSK
constellations as the base alphabetsAs in Algorithm 7.1and we observe the performance of NuT alpha-
bets for variable values of the power scaling factorsf . To provide a relevant comparison with the con-
ventional linear modulation schemes, we always compare theproposed NuT alphabets with NuT(As;1)
constellation. Note again that the NuT(As;1) constellation is a pure 2-slot extension of a traditional lin-
ear modulation constellation with identical hierarchicalmin-distance properties as the "base" alphabetAs

(see Fig.7.1).

7.3.1 Minimum hierarchical distance

The hierarchical min-distanced2
min (|h|) (together with min-distance parabolas setSp ) of the NuT(QPSK;0.25)

constellation is depicted in Fig.7.3. Considering Figs.7.1, 7.3it is obvious that the hierarchical minimum
distance of NuT(QPSK;1) alphabet is relatively poor for 0.6≤ |h| ≤ 1, while the NuT(QPSK;0.25) al-
phabet has this poor min-distance performance “shifted" towards|h| ≤ 0.6, i.e. towards the less probable
values of|h| (compare this with the distribution of|h| in Fig. 7.2). A comparison of the overall MHD
d2

min (h) properties (i.e. as a function ofh∈C) for some examples of NuT alphabets is in Figs.7.5, 7.6.

7.3.2 Symbol error rate

Evaluation of the SER of the proposed NuT alphabets (with variablesf ) is in Figs.7.7, 7.8. Since the
source alphabetsA A

s ,A B
s are used only in the MAC phase, we analyze only the SER of Hierarchical

(compound) symbols (H-SER) received by the relay. The decoder of the 2-slot alphabets decodes the
compound symbols on a per-slot basis (for a better comparison with traditional linear modulation con-
stellations). Rician fading channelshA,hB with a Rician factorK = 10dB are assumed. The average

SNR is defined as1
2σ2

w
E
[

|hA|2+ |hB|2
]

. For simplicity reasons we do not use error-correcting codes at

the relay.
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Figure 7.6: MHDd2
min(h) of NuT(8PSK;1) and NuT(8PSK;0.1) alphabets as a function of channel

parameterh∈C.
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alphabets. It is obvious that a crucial part of
the alphabet design (Algorithm7.1) is a choice of the scaling factorsf .
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Figure 7.8: H-SER of NuT(8PSK;1) and NuT
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alphabets. It is obvious that the choice of the
scaling factorsf is again a crucial part of the alphabet design (Algorithm7.1).

Remarkable SNR gains can be observed for the proposed NuT alphabets (∼ 10−15dB in Fig. 7.7,
∼ 5−7dB in Fig.7.8) for moderately high SNR. It is important to note that the overall system throughput
is not sacrificed, since the cardinality of the NuT alphabet is

∣

∣A A
s

∣

∣ =
∣

∣A B
s

∣

∣ = M2
s for |As| = Ms (see

Algorithm 7.1). The promising parametric performance of the proposed 2-slot alphabets is hence not
accompanied with a reduction of achievable throughput (inherent for multi-dimensional alphabets).

7.4 Discussion of results

The NuT constellation alphabet design can be generally characterized as an alphabet-diversity technique
regarding the hierarchical min-distance. A suitable selection of the scaling factorsf (in Algorithm 7.1)
is evidently critical for alphabet performance, since it allows to trade-off the vulnerability to eXclusive
law failures with the alphabet distance properties, resulting in an improved performance in the medium
to high SNR region. As it is obvious from Figs.7.7, 7.8, it is not appropriate to purely allocate most of
the available source power to a one slot of the 2-slot alphabet (sf ≪ 0.1 for As = QPSK), since H-SER
performance of such alphabet will be poor (even for a reasonably high SNR).
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Part III

WNC processing with imperfect/partial
HSI
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Chapter 8

Introduction

"Science may set limits to knowledge, but should not set limits to imagination."

Bertrand Russell

As noted in Section3.2.2, all specific aspects of wireless channels must be properly taken into consid-
eration to efficiently utilize their favourable propertiesin WNC-based systems. Theinherent broadcast
propertyof wireless channels allows that each source transmission can be overheard by several nodes in
its vicinity, however, it cannot guarantee that all these nodes are facing a channel of sufficient capacity,
i.e. that all these nodes are able to perfectly decode the overheard source information. The importance of
this phenomenon is even more emphasized in multi-node wireless networks, where a successful decoding
of some specificoverheard informationcan be required to retrieve the desired data at a given destination.
A particular example of this event can be demonstrated in WBN(see Fig.8.1), where each destination
can overhear the “unintended" source transmission (HSI) toenable WNC processing at the relay. Un-
fortunately, a conventional WNC processing (similar to that in 2-WRC) can be employed in WBN only
if the HSI channels have sufficient capacity (allowing a perfect decoding of overheard source informa-
tion). Whenever the channel conditions on HSI link(s) are not favourable, onlylimited (partial/imperfect)
HSI can be received at destinations, thus requiring an appropriate modification of relay and destination
processing [24,96,97].

MAC phase BC phase

HSI HSI

Figure 8.1: HDF signal flow in Wireless Butterfly Network.
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8. INTRODUCTION

8.1 Summary of contributions

In this part of the thesis we overview our contribution to theresearch ofpartial/imperfect HSI processing
in WNC networks. A Superposition Coding (SC) based scheme for relaying in WBN is introduced
in [26,27]. This SC-based scheme is capable to adapt to arbitrary amount of HSI and hence it provides a
natural information theoretic tool for the implementationof HDF strategy in WBN. The basic principles
of SC-based relaying are summarized in Chapter9.

A general analysis ofmaximal sum-ratesof various WNC strategies in WBN is presented in [19],
where the conventional bi-directional 3-step (DF) and 2-step (AF, JDF and HDF) WNC strategies are
modified to guarantee that successful decoding at destinations is made possible even if only partial HSI
is available. Thispartial HSI processingusually provides a better sum-rate than the straightforward
solution, where the availability of perfect HSI is secured by a decrease of the source transmission rate.
The analysis of maximal sum-rates of WNC strategies with general imperfect HSI is restated in Chapter
10.

One of the crucial steps in the design of particular HDF processing for partial HSI systems is the
choice of a suitable eXclusive mapping operation at the relay. As noted in [23,24], the unreliable trans-
mission of HSI can be overcome by increasing the cardinalityof the relay output [71]. A design of
eXclusive mapping operation is quite simple for theminimal mapping(perfect HSI assumption) oper-
ation, where it is usually given by a simple bit-wise xor operation. However, in case of theextended
cardinality mapping(see Fig.3.10), a suitable eXclusive mapper must respect the amount of HSIat des-
tinations to maximize the system throughput. A systematic approach to the design of aset of eXclusive
relay output mappersfor WBN is introduced in Chapter11.

Since 2-WRC can be viewed as the perfect HSI equivalent of WBN, the promising parametric channel
performance ofNuT source alphabets(see Chapter7) can be likewise efficiently exploited in the WBN
systems [17]. While this favourable parametric MAC channel performance of NuT alphabets induces a
lower error floor in both minimal and extended cardinality relaying, the increased reliability ofpartial
one-slot HSItransforms into anadditional SNR gainin the extended cardinality case, where the worse
aggregate HSI performance is compensated by an increased cardinality of the relay output alphabet. The
promising performance of NuT constellations in WBN is discussed in Chapter12.

8.2 System model

The parametric WBN (Fig.8.1) contains five physically separated nodes (sourcesSA,SB, destinations
DA,DB and relayR). SinceA, B are not in a radio visibility (direct link is missing), a support of a
common shared relay nodeR is required. The transmission from each source can be overheard by the
“unintended" destination as HSI. A wireless system is considered, and hence all transmitted and received
symbols are signal space symbols. Channels are modeled as linear frequency flat with AWGN and all
nodes are half-duplex (one node cannot simultaneously receive and transmit). The nodes operate with
synchronized symbol timing and CSE is available only at the receiving nodes (unless stated otherwise).
Due to the relay half-duplex constraint each communicationround can be again divided into the MAC
and BC phase (Fig.8.1) with potentially uneven lengths (unless stated otherwise).

8.2.1 MAC phase – source nodes transmission

In the MAC phase sourcesSA, SB simultaneously transmit their messages (data words)dA,dB to the relay
R. Due to the broadcast property of wireless transmission, thetransmitted signal is overheard at desti-
nationsDA, DB. If a channel coding (error-correction) is employed in the system, the sources encode
their data messages prior to the transmission to obtain the codewordscA = C A (dA), cB =C B (dB), where
C i , i ∈ {A,B} is the channel coding operation. A signal space representation (with anorthonormalbasis)
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8.2. System model

of then−th transmitted channel symbol28) is sA (cA), sB (cB) (si ∈ A i
s ⊂ CNs,

∣

∣A i
s

∣

∣ = Ms), wherecA, cB

are source node code symbols,A i
s(�) is the channel symbol memoryless mapper at nodei ∈ (A,B), Ns is

the complex dimensionality of channel symbolssA, sB andMs is the source alphabet cardinality.
Then-th constellation space symbol received atR in MAC phase is

x= hSARsA+hSBRsB+wR, (8.1)

wherewR is the circularly symmetric complex Gaussian noise (variance σ2
wR

per complex dimension)
andhSAR, hSBR are scalar complex channel coefficients (constant during the observation and known at the
relay). Sources’ transmissions in the MAC phase are overheard by destinationsDA, DB as HSI:

zB = hSADBsA+w′
B, (8.2)

zA = hSBDAsB+w′
A, (8.3)

wherew′
i , i ∈ {A,B} is the circularly symmetric complex Gaussian noise (variance σ2

w′
i

per complex

dimension) andhSADB, hSBDA are scalar complex channel coefficients (constant during the observation
and known at the respective destination).

8.2.2 Relay processing

Similarly like in the 2-WRC case, the relay must map its observation (signal space signalx) to a valid
output message, which ensures that both destinations are able to decode the desired data from the relay
signal and observed (generally imperfect) HSI. A particular implementation of thiseXclusive mapping
operation(sometimes also called as theHierarchical Network Code(HNC) [119]) can have various forms
(similarly as in 2-WRC), but note that in WBN it must respect also the amount of HSI, which can be
reliably decoded at destinations (from the overheard source signal). The relay operation in WBN system
hence can be described again by the following mapping29) :

X : x(dA,dB)
(WNC)7−→ sR(cR) (8.4)

Note that standard PHY algorithms (channel coding and modulation) can be implemented at the relay.
To simplify the description, all these potential PHY operations are assumed to be encapsulated by the
eXclusive mapping operation (8.4).

8.2.3 BC phase and destination decoding

In the simplified description (8.4), the relay eXclusive mapping operation is assumed to produce directly
the signal space channel symbolssR ∈ A R

s , which are then broadcast to destinationsDA andDB in the
BC phase. Then-th constellation space symbol received atDi (i ∈ {A,B}) is

yi = hRDi sR+w′′
i . (8.5)

wherew′′
i , i ∈ {A,B} is the circularly symmetric complex Gaussian noise (variance σ2

w′′
i

per complex

dimension) andhRDi is scalar complex channel coefficient (constant during the observation and known at
the respective destination). Assuming that a suitable eXclusive mapping (HNC map) is used by the relay,
both destinations are able to decode the desired data from the relay signal and observed (partial) HSI.

28)We will omit the symbol time variablen from the following expressions to improve the readability.
29)Note again that in AF the relay output signalsR is simply an amplified version of the received analogue signal, i.e. sR = βx,

whereβ is the AF amplification factor (see e.g. [31]).
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Figure 8.2: Basic principle of WNC processing in WBN.

The complete decoding process atDA can be simply summarized as an inverse mapping operation
which maps the received constellation space signal from therelay (yA) to the desired data message (dA),
using the overheard data fromSB as (generally)partial HSI (d′

B) :

D
DA :

(

yA(cR) ,zA
(

c′B
(

d′
B

)))

7−→ cA(dA) , (8.6)

and similarly forDB:
D

DB :
(

yB(cR) ,zB
(

c′A
(

d′
A

)))

7−→ cB(dB) . (8.7)

As already noted, HSI generally carries only a partial information about the source data in WBN and
hence

0≤
∣

∣d′
i

∣

∣≤ |di | ,
where|di | denotes the number of bits in a binary messagedi (transmitted from sourceSi , i ∈ {A,B}).
Obviously, there are again numerous ways how to implement the decoding operation (8.6), (8.7) in the
WBN system, including the most general decoder implementation, where the HSI channel (zi , i ∈ {A,B})
and relay (yi , i ∈ {A,B}) observations are fed directly into a joint decoder. The basic principle of WNC
processing in WBN is summarized in Fig.8.2.
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Chapter 9

Superposition coding for wireless
butterfly network with partial HSI

"There is nothing in a caterpillar that tells you it’s going to be a butterfly."

Richard Buckminster Fuller

9.1 Introduction

An optimal strategy for communication in WBN is to a great extent dependent on the amount of HSI
which can be reliably retrieved at both destinations from the overheard source transmission (Fig.8.1).
Considering two special cases (zero & perfect HSI), two (in principle) different kinds of relay processing
in WBN can be distinguished:

1. Zero HSI case:Destinations are not able to overhear any information from the sources and conse-
quently the relay has to deliver full information to both destinations on its own. Note that network
coding-based operations are not allowed due to the lack of HSI and hence both separate data streams
must be fully decoded by the relay prior to transmission. Theonly one constraint for the design of
WBN processing for this case is hence given by the convex MAC capacity region [6], which gives
the upper-bound for the maximum transmission rates from both sources.

2. Perfect/full HSI case:Destinations can decode perfectly the information overheard from the source
broadcast, making this case virtually equivalent to the 2-WRC scenario. Consequently, the relay
can fully utilize the WNC principles to deliver the information to both destinations. Note that
similarly as in the 2-WRC scenario, full decoding of both separate data streams is not required.
The design of WBN processing for this case must guarantee full decodability of overheard source
signal at both destinations, while the relay processing is no longer limited by the MAC capacity
region (see e.g. [10,65,71]).

By observing these two special HSI cases, we are one step closer to derive a suitable strategy for WBN
relaying. Obviously, the optimal WBN processing could be adapted to any available amount of HSI by a
suitable combination of the two principles mentioned above. By splitting the source information into the
two separate data streams, we should be able to utilize the available (partial) HSI to exploit all the WNC-
related benefits (see e.g. [10]) for the first stream, while the information carried by the second stream has
to be fully decoded by the relay and then separately delivered to both destinations (see Fig.9.1).
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MAC phase BC phase

HSI HSI

Figure 9.1: Principle of SC-based relaying in WBN.

In this chapter we show thatSC[6] provides a natural tool for implementation of WBN relayingunder
an arbitrary HSI assumption. By splitting the source information into two separate data streams (and opti-
mization of rate and power allocated to each particular stream) it is possible to adapt the WBN processing
to actual channel conditions (and hence the available HSI atdestinations). Under this optimization, SC
represents a viable solution for the case where onlypartial HSI is available at both destinations and
moreover, it is feasible also for thezeroandperfect HSIcases.

9.1.1 Definitions and modification of system model

Complex channel coefficients of source-relay (hSAR, hSBR), source-destination (i.e. HSI –hSADB, hSBDA)
and relay-destination links (hRSA, hRSB) are assumed to be constant during the observation and perfectly
known by all nodes. This enable to adapt the transmission rates of all nodes (allowing an unequal duration
of MAC and BC steps) to the actual channel conditions and thusto optimize the rates of basic and
superposed messages. Transmitted symbols from all nodes are zero-mean with a power normalized to
unity. Consequently, SNR of a particular link can be defined as:

γi j =

∣

∣hi j
∣

∣

2

N0
i, j ∈ {SA,SB,DA,DB,R} , (9.1)

whereN0 is the variance of the complex additive Gaussian noise (CN (0,N0)) at the receiving node.
Similarly as in [31,120] we assume that all channels have bandwidth normalized30) to 1 Hz and hence a
rate up to

C(γ) = log2 (1+ γ) [bit/s] (9.2)

can be reliably sent through a channel with SNRγ. For the sake of simplicity we assume a symmetric
WBN and hence the particular channel SNRs can be summarized as:

γSAR = γSBR = γ1,
γSADB = γSBDA = γ2,
γRDA = γRDB = γ3,

(9.3)

30)The bandwidth normalization allows to express the rates in bits/s [31]. Moreover, it makes also the the terms “rate" and
“spectral efficiency" equivalent [120].
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9.2. Superposition coding in wireless butterfly network

Similarly as in [31] we assume that the time is measured in the number of symbols,such that when a
packet ofN symbols is sent at a rater, it containsNr bits. Packet lengths are assumed to be sufficiently
large, such that we can use codebooks that offer zero errors if r ≤ C (C is the channel capacity). The
duration of the MAC phase will be without loss of generality fixed toNMAC symbols. We define the
two-way rate in WBN as the total sum of information exchangedbetween source-destination pairsSA,DA

andSB,DB during one communication round (MAC and BC phase):

Definition 19. (Two-way rate):SourceSA (respectivelySB) transmits a packet with the rateRA (respec-
tively RB) in the MAC phase. If each destinationDi is able to reliably decode the packet sent from its
intended sourceSi (i ∈ {A,B}) using only the signal received from the relay and signal overheard as HSI,
the two-way rate can be defined as:

R2way=
NMAC (RA+RB)

NMAC +NBC
[bit/s] , (9.4)

whereNMAC (respectivelyNBC) is the length of MAC (respectively BC) phase in symbols. Note thatNBC

is generally a function ofRA,RB,NMAC andγ3.

9.2 Superposition coding in wireless butterfly network

Source messagesdA, dB are divided into basic (db
A, db

B) and superposed (ds
A, ds

B) messages. Only the basic
messages are decoded by destinations as HSI (superposed messages cannot be decoded), while the relay
needs to decode only some function of the basic messages (e.g. bit-wise XOR - denoted as⊕ in Fig.9.1).
Since there is no additional HSI at destinations, the remaining superposed messages must be individually
decoded and broadcast separately by the relay. Note that theperfect HSI case corresponds to a situation
where source signals contain only basic messages, while in the zero HSI case source signals comprise
solely superposed messages.

9.2.1 SC relaying scheme

We assume that each sourceSi , i ∈ {A,B} broadcasts the following signal in the MAC phase:

si [m] =
√

1−αis
b
i [m]+

√
αis

s
i [m] , (9.5)

wheresb
i [m] (respectivelyss

i [m]) is them-th signal space symbol of the basic (respectively superposed)
message transmitted from nodei, and 0≤ αi ≤ 1 is the SC power-division parameter. In the following
discussion we omit the time variablem to simplify the notation.

Due to the system symmetry the two-way rate is maximized for symmetric source output ratesRA =
RB = R. Consequently, the basic (respectively superposed) messages are sent with identical rateRb

(respectivelyRs) from both sources and henceαA = αB = α. Note that in the following discussion it will
be assumed that only basic messages can be decoded by both destinations as HSI.

9.2.1.1 Relay processing

RelayR receives the following signal in the MAC phase:

x= hSAR

(√
1−αsb

A+
√

αss
A

)

+hSBR

(√
1−αsb

B+
√

αss
B

)

+wR, (9.6)

wherewR is the complex additive Gaussian noiseCN (0,N0). Relay performs HDF decoding (see
[65, 71] for more details) to decode only some specific function (“hierarchical signal” – e.g. bit-wise
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XOR operation) of the basic messages from the received signal (9.6). This hierarchical signal is denoted
simply asdb

A⊕db
B. Note that individual messagesdb

A, db
B are not separately decoded. After decoding the

hierarchical signal, the relay tries to perform Interference Cancellation (IC) to remove the “mixture” of
basic messages (

√
1−α

(

hSARsb
A+hSBRsb

B

)

) from the received signal31).
After IC, the relay has the following observation:

x′R =
√

α (hSARss
A+hSBRss

B)+wR. (9.7)

Since there is no additional HSI at destinations (superposed messages cannot be decoded there), the relay
must fully decode both individual superposed messagesds

A, ds
B.

In the BC phase the relay has to broadcast the following message:

dR =





db
A⊕db

B
ds

A
ds

B



 , (9.8)

wheredb
A⊕db

B is the hierarchical signal. To simplify the analysis, we do not optimize the relay broadcast
strategy and hence we assume that all three parts ofdR in (9.8) are broadcast separately by the relay.

9.2.1.2 Destination processing

We describe the decoding process at destinationDA, decoding atDB follows identical steps. In the MAC
phase,DA overhears the following signal transmitted by the sourceSB:

zA = hSBDA

{(√
1−α

)

sb
B+

√
αss

B

}

+w′
A. (9.9)

Only the basic messagedb
B is decodable (as HSI) at the destination and hence the signalcorresponding to

the superposed message (ss
B) is considered only as an interference. Surprisingly, thanks to the information

content of the relay signal (it contains both superposed messagesds
A, ds

B) and the symmetry of the system,
IC of the superposed message signalss

B from (9.9) can be performed. Consequently,DA does not perform
any decoding after the MAC phase, and only stores the signal (9.9) in its buffer.

In the BC phaseDA decodes the full relay message (9.8) from the received relay signal, and hence it
has available the desired superposed message (ds

A), the superposed message of the unintended source (ds
B)

and the hierarchical basic message (db
A⊕db

B). The superposed message of the unintended source (ds
B) can

be used to generate a local version ofss
B, and hence IC of this signal from (9.9) can be performed atDA

to obtain the following (interference free) HSI observation:

z′A = hSBDA

(√
1−α

)

sb
B+w′

A. (9.10)

Theefficient HSI(db
B) can be then decoded from (9.10) and combined with hierarhical message (db

A⊕db
B)

to get the desired basic messagedb
A. This completes the decoding of the full desired messagedA =

[

db
A,d

s
A

]

at DA. The principle of the decoding at both destinations in SC-based WBN is summarized in
Fig. 9.2.

31)The feasibility of such IC should be justified, since constellation space signal (
√

1−α
(

hSARsb
A+hSBRsb

B

)

) corresponding to
basic messages should be removed from (9.6) after db

A ⊕ db
B is decoded. Obviously, this could introduce some constraints on the

particular modulation/coding design. For the purpose of this Chapter we assume that perfect IC of the mixture signal canbe always
performed by the relay. Consequently, the derived two-way rates should be understood as the upper-bounds, conditionedon the
possibility of perfect IC of basic messages from the relay observation.
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9.2. Superposition coding in wireless butterfly network

HSI HSI

Figure 9.2: Principles of the decoding process in SC-based WBN.

9.2.2 Information-theoretic bounds for SC rates

Apparently, the two-way rate of the proposed scheme depens on the particular choice of parameterα.
While conjectures on the optimal value of power division parameterα for the special cases of zero and
perfect HSI can be easily drawn (more details will be given later), its value needs to be optimized for the
general HSI case.

Lemma 20. (Bounds for SC-messages rates): Rates of basic (Rb) and superposed messages (Rs) are
bounded by:

Rb (α)≤C

(

(1−α)γ1

2αγ1+1

)

(9.11)

Rb (α)≤C((1−α)γ2) (9.12)

Rs(α)≤ 1
2

C(2αγ1) (9.13)

Rb (α)+Rs(α)≤C(γ1) (9.14)

Proof. The first bound forRb corresponds to the relay decoding of the hierarchical (basic messages)
signal from the relay observation (9.6), considering the superposed messages as interference. The second
bound forRb is given by destination decoding of the basic message from the equivalent HSI channel
observation (9.10). RateRs is bounded by the requirement of full decoding of individualsuperposed
messages from the equivalent relay MAC channel (9.7). It can be easily shown (see e.g. [6]), that the
maximal symmetric rate for this equivalent MAC channel withgain αγ1 is given by (9.13). The last
bound (9.14) is obvious.

Note that we assume that inequalities in (9.11), (9.14) are not strict. This should be understood only
as a conjecture, since the exact proof of achievability of these bounds is still not available (see e.g. [103]).
Under the constraints given by Lemma20, we can easily derive the maximal two-way rate of the SC
scheme:

Lemma 21. (SC-scheme two-way rate): The maximal two-way rate of the SC scheme is given by:

RSC(γ1,γ2,γ3)≤
2C(γ3)

(

Rb
(

αopt
)

+Rs
(

αopt
))

C(γ3)+Rb
(

αopt
)

+2Rs
(

αopt
) , (9.15)

whereαopt is the optimal value of SC power division parameter maximizing the two-way rate for a given
SNR tripletγ1,γ2,γ3.
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Proof. Total of NMAC (RA+RB) = 2NMACR= 2NMAC (Rb+Rs) bits are transmitted from sources in the
MAC phase. Since the relay needs to send separately three independent messages (9.8) in the BC phase
through the channel with capacityC(γ3), the duration of the BC phase will be at leastNBC = RbNMAC

C(γ3)
+

2RsNMAC
C(γ3)

. Consequently, from (9.4) we haveRSC≤ 2NMAC(Rb+Rs)
NMAC+NBC

, which gives us finally (9.15).

9.2.3 Optimization of SC parameterα
In this section we optimize the value of parameterα to maximize the two-way rateRSC under the con-
straints given by Lemma20.

This optimization problem can be rewritten in a compact formas following:

maximize
α ,Rb,Rs

2C(γ3) (Rb+Rs)

C(γ3)+2Rs+Rb

subject to Rb ≤C

(

(1−α)γ1

2αγ1+1

)

Rb ≤C((1−α)γ2)

Rs ≤
1
2

C(2αγ1)

Rb+Rs ≤C(γ1)

Note that for a fixedα the constraints are linear. Now sinceRb ≥ 0 andRs ≥ 0, we can equivalently
transfer the maximization of the objective function into the minimization of its inverse. As a result, the
objective function can be optimized using Linear Fractional Programming (LFP), which can be trans-
formed into a linear programming [121].

The optimization problem can be thus rewritten equivalantly as

minimize
α

f (α)

subject to 0≤ α ≤ 1,

where

f (α) = min
Rb,Rs

C(γ3)+2Rs+Rb

2C(γ3)(Rb+Rs)
(9.16)

Hence, the maximal value of the two-way rateRSC can be found by finding the optimal value of parameter
α, for which (9.16) is minimized. The minimum off (α) (under the constraints given by Lemma20) can
be found for a fixed value ofα using LFP.

In order to simplify the analysis, we can use LFP to find the optimal SC messages ratesRb, Rs for a
fixed α and then perform an exhaustive search to find the optimal value αopt (maximizing the two-way
rate). The numerical results of the optimization problem are shown in the next section.

9.2.4 Reference schemes for perfect & zero HSI

Here we introduce the reference scenarios for zero and perfect HSI case and analyze their maximal 2-way
rates.

Theorem 22. (Zero HSI). The maximal two-way rate for WBN with zero HSI at destinations is:

Rmax
zero=

C(2γ1)C(γ3)

C(γ3)+C(2γ1)
. (9.17)
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9.3. Maximal two-way rates

Proof. When HSI is unavailable at destinations, the relay must fully decode the received signal in MAC
phase. ConsideringRA = RB = R, total of 2RNMAC bits are sent by sources in the MAC phase. Maximal
Rallowing full decoding of both messages isR≤ 1

2C(2γ1). In the BC the relay must send separately both

decoded messages through a channel withC(γ3) and henceNBC = 2NMACR
C(γ3)

. Under the given assumptions

we immediately obtain (9.17) from (9.4) by settingR= 1
2C(2γ1).

Theorem 23. (Perfect HSI). The maximal two-way rate for the WBN with perfect HSI at destinations is:

Rmax
perf =

2C(γ1)C(γ3)

C(γ3)+C(γ1)
. (9.18)

Proof. When perfect HSI is available at destinations, WBN is virtually equivalent to 2-WRC, where
RA = RB = R≤C(γ1) (see e.g. [31]). Total of 2RNMAC bits are sent by sources in the MAC phase. In the
BC phase the relay sends only the hierarchical (WNC-coded) message of sizeNMACR through a channel
with C(γ3) and henceNBC = NMACR

C(γ3)
. Under the given assumptions we immediately obtain (9.18) from

(9.4) by settingR=C(γ1).

Comparing the ratesRmax
zero (9.17) andRmax

perf (9.18) with (9.15), one can easily infer thatRSC = Rmax
zero

whenα = 1, Rb = 0, Rs =
1
2C(2γ1) andRSC= Rmax

perf whenα = 1 andRb =C(γ1), Rs = 0. As expected,
for these special HSI cases the SC scheme reduces to a single message transmission.

9.3 Maximal two-way rates

The rates of basic (Rb) and superposed (Rs) SC-messages maximizingRSC for arbitrary values ofγ1,γ2,γ3

can be found by optimizing the value of power division parameterα. The maximal 2-way rate of the pro-
posed SC scheme and the optimized values ofRb, Rs are depicted (as a function ofγ2) in Figs.9.3, 9.4, 9.5,
9.6, 9.7 for variousγ1, γ3. Maximal rates given by the reference schemes (9.17), (9.18) are also shown
in these Figures for a comparison. The optimized parameterαopt, maximal individual source rateC(γ1)
and maximal symmetric rate12C(2γ1) are also shown. Comparison of the maximal 2-way rates for the
complete range of the observedγ1,γ2,γ3 is available in Fig.9.8.

As it is obvious from Figs.9.3, 9.4, 9.5, 9.6, 9.7, in the lowγ2 region the two-way rate of SC scheme
is maximized by allocating all the power to the superposed messages (α = 1, Rb = 0) and ignoring the
weak (unreliable) HSI links. This case is hence equivalent to the zero HSI case. Note that in this region
the SC scheme achieves the bound given by (9.17) and the two-way rate does not depend onγ2. On the
other hand, in the highγ2 region the two-way rate is maximized by allocating all the power to the basic
messages (α = 0, Rs= 0) and thus fully exploiting the favourable quality of HSI links. This case is hence
equivalent to the perfect HSI case. Note that in the highγ2 region the 2-way rate can still depend onγ2

(e.g. see Fig.9.7for 10dB≤ γ2 ≤ 30dB), while the bound given by (9.18) is finally achieved forγ2 ≥ γ1.
The most interesting results have been observed for the partial HSI case (middleγ2 region). Here the
partial available HSI is exploited (by mixing the optimal rates of both SC-messages, i.e.Rb 6= 0, Rs 6= 0
and 0< α < 1) to increase the 2-way rate, and thus to bridge the gap between the zero and perfect HSI
cases.

9.4 Discussion of results

The maximal two-way rates of the proposed SC scheme for relaying in WBN under arbitrary HSI assump-
tion is analyzed in this Chapter. Numerical optimization ofpower division parameterα and SC-messages
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Figure 9.3: Maximal 2-way rate & optimized ratesRb, Rs for the proposed SC scheme (γ1 = 10 dB,
γ3 = 30 dB).
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Figure 9.4: Maximal 2-way rate & optimized ratesRb, Rs for the proposed SC scheme (γ1 = 20 dB,
γ3 = 30 dB).
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Figure 9.5: Maximal 2-way rate & optimized ratesRb, Rs for the proposed SC scheme (γ1 = 30 dB,
γ3 = 30 dB).
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Figure 9.6: Maximal 2-way rate & optimized ratesRb, Rs for the proposed SC scheme (γ1 = 30 dB,
γ3 = 20 dB).
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Figure 9.7: Maximal 2-way rate & optimized ratesRb, Rs for the proposed SC scheme (γ1 = 30 dB,
γ3 = 10 dB).
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9.4. Discussion of results
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Figure 9.8: Comparison of maximal 2-way rates of the SC scheme.

rates is performed to maximize the two-way rate. The proposed SC scheme achieves the maximal 2-
way rates defined in the reference schemes (zero and perfect HSI), and moreover, it is able to adapt its
performance to actual SNR conditions and thus utilize even the partially available HSI.

As expected, when only partial HSI is available at destinations, the proposed SC scheme can adapt
to the situation by a suitable mixing of the basic and superposed messages, and thereby increase the 2-
way rate in the given SNR region. Surprisingly, for some specific SNR values (e.g. check Fig.9.7 for
5dB≤ γ2 ≤ 15dB) the 2-way rate can be improved by completly removing the transmission of superposed
messages (Rs = 0), even if this results in a significant decrease of the totalsource transmission rate
(Rb+Rs).
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Chapter 10

WNC in wireless butterfly network:
Maximal sum-rate analysis

"People cannot foresee the future well enough to predict what’s going to develop from
basic research. If we only did applied research, we would still be making better spears."

George Smoot

10.1 Introduction

In this Chapter we analyse the impact of limited HSI on various state-of-the-art relaying strategies in
WBN and determine the maximal sum-rate performance as a function of the quality of HSI channels.
Based on the results of this information-theoretic investigation, a modified version of SC-based scheme
from [27] (see Chapter9) is also introduced. We show that themodified SC-based schemeis also capable
to adapt to arbitrary amount of available HSI, without requiring the implementation of challenging IC of
hierarchical signal at the relay (more details will be givenlater).

The rest of this Chapter is organized as follows. First, we briefly summarize the system model and
all the required definitions and assumptions in Section10.2. Then, an overview of relaying strategies,
including a comparison of their performance in WBN is provided in Section10.3. SC-based relaying
scheme is finally introduced in Section10.4, together with a numerical optimization of its performance.

10.2 Symmetric wireless butterfly network

For simplicity reasons the symmetric WBN is analyzed in thisChapter (see Fig.10.1). SourcesSA, SB

transmit their data to the relayR in step I. Due to the inherent broadcast nature of wireless channels,
transmission of sourceSA (respectivelySB) is overheard by its “unintended" destinationDB (respectively
DA). Generally only limited HSI can be gathered from this observation at destinations32). The relay node
processes the received signal and broadcasts the output signal to both destinationsDA, DB in step II. A
particular relay processing (and the corresponding form ofrelay output signal) depends on a particular
WNC strategy (more details will be provided in the followingsections). Since the relay output signal
contains always some specific function of source signals (a particular form of this function is given by the

32)Note that the 2-WRC system where nodes have finite (limited) buffer size for previously sent messages can be also described
by this model. There only a part of the previously sent message can be stored in the node’s buffer, calling likewise for a modified
WNC processing.
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10. WNC IN WIRELESS BUTTERFLY NETWORK: MAXIMAL SUM-RATE ANALYSIS

Figure 10.1: Half-duplex communication in symmetric WBN.

specific WNC strategy), the relay output signal is sometimescalled generally as thehierarchical signal
(see e.g. [122]). DestinationsDA, DB decode the desired information from the hierarchical signal, using
HSI overheard in step I as SI.

10.2.1 Definitions and assumptions

A signal space representation of the signal transmitted from nodeK and observed at nodeL is:

yL [m] = hKLsK [m]+wL [m] , (10.1)

wheresK [m] denotes them-th complex constellation symbol from nodeK to nodeL, hKL is the complex
channel coefficient on linkKL andw[m] is the complex additive Gaussian noiseCN (0,N0) . Complex
valued vector will be denoted byx. Complex channel coefficients of source-relay (hSAR, hSBR), source-
destination (i.e. HSI –hSADB, hSBDA) and relay-destination links (hRSA, hRSB) are assumed to be constant
during the observation and perfectly known by all nodes. This assumption allows us to adapt the trans-
mission rates of all nodes (allowing an unequal duration of steps I, II) to the actual channel conditions
and thus evaluate the maximum sum-rate performance of all the analysed WNC strategies.

Transmitted symbols from all nodes are zero-mean with a power normalized to unity. Consequently,
Signal-to-Noise Ratio (SNR) of a particular link can be defined as:

γi j =

∣

∣hi j
∣

∣

2

N0
i, j ∈ {SA,SB,DA,DB,R} . (10.2)

For simplicity reasons a symmetric WBN is assumed in this Chapter. Hence, the channel SNRs can be
summarized as (see also Fig.10.1):

γSAR = γSBR = γ1,
γSADB = γSBDA = γ2,
γRDA = γRDB = γ3,

(10.3)

10.2.2 Sum-rate performance

We extend the results of the WNC performance investigation presented in [31] to the case with limited
HSI at destinations. Similarly as in the previous Chapter weassume that all channels have bandwidth
normalized33) to 1 Hz and hence a rate up toC(γ) = log2 (1+ γ) [bit/s] can be reliably sent through a

33)Note again that this bandwidth normalization allows to express the rates in bits/s [31] and it makes also the the terms “rate" and
“spectral efficiency" equivalent [120].
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channel with SNRγ. Time can be expressed in a number of symbols and henceNr bits are transmitted
whenN symbols are sent with a rate equal tor. We assume that codewords are sufficiently long, securing
a zero error probability for the rates below the channel capacity (i.e. if r ≤C).

We evaluate the sum-rate (equivalent to the 2-way rate in 2-WRC) to compare the performance of
various WNC relaying schemes in WBN with limited HSI. The sum-rate can be defined as the total sum
of bits successfully transmitted between the intended source-destination pairs (SA→DA, SB→DB) during
one communication round (step I & step II):

Definition 24. (Sum-rate):One communication round comprises step I (lengthNI symbols) and step II
(lengthNII symbols). In step I, sourcesSA,SB transmit their messagesdA,dB to the relay. If destination
DA (respectivelyDB) can reliably decode the desired messagedA (respectivelydB) from sourceSA (re-
spectivelySB) using only HSI (overheard during step I) and the relay messagedR (received during step
II), the sum-rate can be defined as:

Rsum=
|dA|+ |dB|
NI +NII

, (10.4)

where|d| denotes the number of bits in a binary messaged.

10.3 Relaying strategies in WBN with limited HSI

The main goal of this Chapter is the analysis of the impact of limited HSI on the performance of state-of-
the-art WNC strategies. In particular, we analyse theAmplify & Forward (AF), Joint Decode & Forward
(JDF) andHierarchical Decode & Forward(HDF) strategies (see [12,13,31,65,70,71,73,79] and ref-
erences therein for 2-WRC implementation of these strategies). Apart of these 2-step strategies, we also
analyse the 3-stepDecode & Forward(DF) strategy [31], where step I (Fig.10.1) is time-shared by both
sources (orthogonal source transmissions).

Due to the system symmetry (see Fig.10.1) the maximum sum-rate can be achieved when both
sources transmit at the same rate, i.e. whenrA = rB = r and hence (10.4) can be rewritten for 2-step
strategies (AF, JDF, HDF) as

R2step
sum =

NI (rA+ rB)

NI +NII
=

2rNI

NI +NII
(10.5)

and similarly as

R3step
sum =

1
2NI (rA+ rB)

NI +NII
=

rNI

NI +NII
, (10.6)

for the 3-step strategy (DF), where equal time-sharing of step I is applied34). Note thatNII , i.e. the length
of step II generally depends on the length of step I (NI ), source rates (r), channel SNRs (γ1, γ2, γ3) and
also on the employed WNC strategy. Hence, the choice of source rater in step I is a key factor for
maximizing the sum-rates in all the analysed WNC strategies.

In the following analysis we assume (without loss of generality) that the total length of step I is always
kept fixed toNI symbols in all the relaying strategies, while step II is allowed to have variable length35).
For the sake of our analysis we also assume that the relay is aware about the information content of the
HSI available at destinations after step I. Although this could be viewed as a relatively strong assumption,
we will show later that some coding strategies (e.g.SC [6]) can naturally guarantee this. To further
simplify (and clarify) the analysis, we assume that each destination performs a hard decision on the HSI

34)In the 3-step DF scheme both sources equally share the available time resources in an orthogonal way and hence each source
transmits1

2NI symbols.
35)Note that in AF the relay only retransmits each received symbol [70] and hence both steps have always equal length, i.e.

NI = NII .
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10. WNC IN WIRELESS BUTTERFLY NETWORK: MAXIMAL SUM-RATE ANALYSIS

prior to the processing of relay signal. Even though such processing could be sub-optimal, it still allows
a fair comparison of WNC relaying strategies in alimited-HSI network36).

10.3.1 WBN with perfect and partial HSI

Before proceeding to the sum-rate analysis we classify the WBN processing according to the amount
of available HSI. Since HSI is some specific portion of sourceinformation which can be overheard by
destinations on the channel with SNRγ2 (Fig. 10.1), its effective amount depends on the mutual relation
between the source rater and HSI channel capacityC(γ2). Hence, as shown in Tables10.1, 10.2, the
WBN system can be classified intoperfect and partial HSIcases37).

It is apparent that the system can be always forced to operatein the perfect HSI region, if the source
rates are kept bounded below the HSI channel capacity (i.e. if r ≤ C(γ2)). However, it can be shown
that such approach is usually only sub-optimal (especiallyin the low γ2 region) and superior sum-rate
performance can be achieved ifr > C(γ2) and partial HSI processing is allowed. The particular node
operations in both perfect and partial HSI regions are summarized in Table10.1for DF and in Table10.2
for JDF and HDF relaying schemes38). Note that the HSI channels become completely unreliable for
C(γ2) → 0 and hence separate individual source messages must be decoded and broadcast by the relay
(in all DF, JDF and HDF strategies), making the WBN processing equivalent to the conventional routing
approach (see Tables10.1, 10.2for C(γ2) = 0).

In the following sections we derive the maximal sum-rates rates of particular relaying strategies in
WBN. Note that since we have defined some operational restrictions to the applied WNC schemes, the
provided sum-rates are not the absolute capacities of the WBN. Similarly as in [31] we also do not
optimize the relay broadcast strategy.

10.3.2 3-step scheme

SourcesSA, SB equally share the available time in step I of the 3-step scheme, resulting in two orthogonal
source-relay channels (SA → R, SB → R). Source signals do not mutually interfere and hence the relay
is able to decode both individual source massages if a suitable transmission rater is set at both sources.
The relaying strategy where such separate decoding of orthogonal source transmissions is performed is
usually called DF [31].

10.3.2.1 Decode & Forward

The individual source messagesdA,dB are always decoded by the relay (from orthogonal observations),
regardless of the amount of HSI which can be gathered at destinations. Since we assume that the relay
knows the amount (and information content) of HSI received at destinations, it is always able to compose
the output messagedR from the decoded messages and then broadcast it toDA,DB (see Table10.1). The
maximal sum-rate of the DF scheme can be evaluated as shown inthe following Theorem:

Theorem 25. (DF sum-rate):The maximal sum-rate in WBN with DF relaying strategy is:

RDF
sum=







C(γ1)C(γ3)
C(γ3)+0.5C(γ1)

, γ2 ≥ γ1

max
[

RDF2

sum; RDF2′
sum

]

, γ2 < γ1
(10.7)

whereRDF2

sum = C(γ2)C(γ3)
C(γ3)+0.5C(γ2)

andRDF2′
sum = C(γ1)C(γ3)

C(γ3)+C(γ1)−0.5C(γ2)
.

36)Later in the analysis of the SC-based scheme we show how the potential correlation of HSI and relay messages can be exploited
to further boost the sum-rate performance.

37)Note that WBN with perfect HSI is equivalent to the 2-WRC scenario.
38)More details about the particular processing in the AF relaying scheme will be provided later.
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10.3. Relaying strategies in WBN with limited HSI

Available HSI Perfect/full Imperfect/partial

SA,SB broad-
cast
(step I)

SourcesSA, SB orthogonally share the available time in step I and hence they
successively broadcast their messagesdA,dB (|dA|= |dB|= 1

2NI r) towards the
relay and unintended destinationsDB,DA with rater.

HSI channel
capacity vs.
source rate

C(γ2)≥ r C (γ2)< r

DA:
HSI processing

Decodes perfectly the information mes-
sage transmitted by the unintended
sourceSB,

∣

∣dA
HSI

∣

∣= 1
2NI r.

Decodes only the partial HSI message,
∣

∣

∣
d(A1)

HSI

∣

∣

∣
= 1

2NIC(γ2).

DB:
HSI processing

Decodes perfectly the information mes-
sage transmitted by the unintended
sourceSA,

∣

∣dB
HSI

∣

∣= 1
2NI r.

Decodes only the partial HSI message,
∣

∣

∣
d(B1)

HSI

∣

∣

∣
= 1

2NIC(γ2).

DF relay
decoding

Decodes separate source datadA,dB

(|dA| = |dB| = 1
2NI r) and combines

them to form|dAB| = 1
2NI r (e.g. bit-

wise XOR of the messages) [12].

Decodes separate source datadA,dB

(|dA| = |dB| = 1
2NI r) and then splits

each data messagedi (i ∈ {A,B}) into

two separate parts, where
∣

∣

∣
d(1)

i

∣

∣

∣
=

1
2NIC(γ2) and

∣

∣

∣
d(2)

i

∣

∣

∣
= |di | −

∣

∣

∣
d(1)

i

∣

∣

∣
=

1
2NI (r −C(γ2)). Subsequentlyd(1)

A and

d(1)
B are combined to form the hierarchi-

cal messaged(1)
AB.

Relay broad-
cast
(step II)

Broadcasts (after a potential re-
encoding) the hierarchical message
dR = dAB, |dR| = 1

2NI r with rate
rR =C(γ3) to both destinations.

Forms the output message asdR =
[

d(1)
AB,d

(2)
A ,d(2)

B

]

, |dR| = 1
2NIC(γ2) +

NI (r −C(γ2)) and broadcasts it (after
a potential re-encoding) with raterR =
C(γ3) to both destinations.

DA decoding
Full HSI dA

HSI = dB is combined with
dAB to decodedA.

Partial HSI d(A1)
HSI = d(1)

B is combined

with d(1)
AB to obtaind(1)

A and joined with

d(2)
A to getdA.

DB decoding
Full HSI dB

HSI = dA is combined with
dAB to decodedB.

Partial HSI d(B1)
HSI = d(1)

A is combined

with d(1)
AB to obtaind(1)

B and joined with

d(2)
B to getdB.

Table 10.1: Node operations in DF relaying scheme in perfectand partial HSI cases.
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Available HSI Perfect/full Imperfect/partial

SA,SB broad-
cast
(step I)

SourcesSA, SB simultaneously broadcast their messagesdA,dB

(|dA|= |dB|= NI r) towards the relay and unintended destinationsDB,DA with
rater.

HSI channel
capacity vs.
source rate

C(γ2)≥ r C (γ2)< r

DA:
HSI processing

Decodes perfectly the information mes-
sage transmitted by the unintended
sourceSB,

∣

∣dA
HSI

∣

∣= NI r.

Decodes only the partial HSI message,
∣

∣

∣
d(A1)

HSI

∣

∣

∣
= NIC(γ2).

DB:
HSI processing

Decodes perfectly the information mes-
sage transmitted by the unintended
sourceSA,

∣

∣dB
HSI

∣

∣= NI r.

Decodes only the partial HSI message,
∣

∣

∣
d(B1)

HSI

∣

∣

∣
= NIC(γ2).

JDF relay
decoding

Decodes separate source datadA,dB

(|dA|= |dB|= NI r) and combines them
to form |dAB|= NI r (e.g. bit-wise XOR
of the messages) [12].

Decodes separate source datadA,dB

(|dA| = |dB| = NI r) and then splits
each data messagedi (i ∈ {A,B}) into

two separate parts, where
∣

∣

∣
d(1)

i

∣

∣

∣
=

NIC(γ2) and
∣

∣

∣
d(2)

i

∣

∣

∣
= |di | −

∣

∣

∣
d(1)

i

∣

∣

∣
=

NI (r −C(γ2)). Subsequentlyd(1)
A and

d(1)
B are combined to form the hierarchi-

cal messaged(1)
AB.

HDF relay
decoding

Decodes directly the hierarchical data
dAB (|dAB|= NI r).

Decodes directly the partial hierarchi-

cal data d(1)
AB (

∣

∣

∣
d(1)

AB

∣

∣

∣
= NIC(γ2)) and

separately the two remaining parts of

individual source messagesd(2)
i (i ∈

{A,B}), where
∣

∣

∣
d(2)

i

∣

∣

∣
= |di | −

∣

∣

∣
d(1)

i

∣

∣

∣
=

NI (r −C(γ2)).

Relay broad-
cast
(step II)

Broadcasts (after a potential re-
encoding) the hierarchical message
dR = dAB, |dR| = NI r with rate
rR =C(γ3) to both destinations.

Forms the output message as

dR =
[

d(1)
AB,d

(2)
A ,d(2)

B

]

, |dR| =

NIC(γ2) + 2NI (r −C(γ2)) and broad-
casts it (after a potential re-encoding)
with rate rR = C(γ3) to both destina-
tions.

DA decoding
Full HSI dA

HSI = dB is combined with
dAB to decodedA.

Partial HSI d(A1)
HSI = d(1)

B is combined

with d(1)
AB to obtaind(1)

A and joined with

d(2)
A to getdA.

DB decoding
Full HSI dB

HSI = dA is combined with
dAB to decodedB.

Partial HSI d(B1)
HSI = d(1)

A is combined

with d(1)
AB to obtaind(1)

B and joined with

d(2)
B to getdB.

Table 10.2: Node operations in JDF and HDF relaying schemes in perfect and partial HSI cases.
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Proof. Step I is time-shared by both sources and hence the sources transmit separately their messages of
1
2NI symbols to the relay. The optimal value of source raterDF which maximizes the sum-rate depends
on the mutual relation betweenγ1 andγ2 and hence we split the proof into two disjunctγ2 regions:

• (γ2 ≥ γ1): Source raterDF1

max = C(γ1) guarantees that both individual source messages can be de-
coded by the relay. SinceC(γ2) ≥ rDF1

max = C(γ1) in this region, source messages can be decoded
also by the unintended destinations in step I and hence the perfect HSI processing can be applied
according to Table10.1. After decoding of source messages, the relay broadcasts the output mes-
sage of size|dR|= |dAB|= 1

2NIC(γ1) with raterR=C(γ3) to ensure a decodability of this message
at both destinations and hence the sum-rate (10.6) can be evaluated as:

RDF1

sum =
1
2NIC(γ1)+

1
2NIC(γ1)

NI +NII
=

NIC(γ1)

NI

(

1+
1
2C(γ1)

C(γ3)

) . (10.8)

• (γ2 < γ1): The HSI channels are the bottleneck of the system in this region. There are two possible
solutions how to cope with this problem. If the source rate isdecreased torDF2

max = C(γ2) we can
still guarantee that perfect HSI is retrieved by destinations, which leads to the following sum-rate
(similarly as in (10.8)):

RDF2

sum =
1
2NIC(γ2)+

1
2NIC(γ2)

NI +NII
=

NIC(γ2)

NI

(

1+
1
2C(γ2)

C(γ3)

) . (10.9)

The second option is to keep the source rate atrDF2′
max = rDF1

max = C(γ1), at the price of having only

partial HSI. SinceC(γ2) < rDF2′
max = C(γ1) in this region, only partial HSI can be received by des-

tinations and the partial HSI processing must be applied according to Table10.1. After decod-

ing of source messages, the relay broadcasts the output messagedR =
[

d(1)
AB,d

(2)
A ,d(2)

B

]

of size

|dR| = 1
2NIC(γ2)+2

(

1
2NI (C(γ1)−C(γ2))

)

with raterR = C(γ3) to ensure a decodability of this
message at both destinations and hence the sum-rate (10.6) can be evaluated as:

RDF2′

sum =
1
2NIC(γ1)+

1
2NIC(γ1)

NI +NII
=

NIC(γ1)

NI

(

1+
C(γ1)− 1

2C(γ2)

C(γ3)

) . (10.10)

Although it is possible to explicitly evaluateγ2,γ3 region whereRDF2′
sum > RDF2

sum, for a better clarity

of results we express the sum-rate forγ2 < γ1 simply as max
[

RDF2

sum; RDF2′
sum

]

. This gives us finally

(10.7).

Since perfect HSI can be received by both destinations whenever γ2 ≥ γ1, WBN with DF strategy
becomes equivalent to the 2-WRC scenario in this SNR region.Here the source-relay channels are the
main bottleneck of the system and henceRDF

sum does not depend onγ2. Much more interesting situation
occurs ifγ2 < γ1, i.e. if the HSI channels are the bottleneck of the system. A straightforward approach is to
reduce the source rate torDF =C(γ2) to guarantee a decodability of perfect HSI at destinations.Another
option is to exploit the partial HSI processing (Table10.1), while keeping the source rate at the maximum
possible value for the given relaying strategy (rDF = C(γ1) guarantees successful DF relay decoding).
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Figure 10.2: Comparison of the maximal DF sum-rates for perfect (RDF2

sum) and partial (RDF2′
sum ) HSI pro-

cessing inγ2 < γ1 region. Red curves correspond to the partial HSI processing(Table10.1). Note that

RDF2′
sum > RDF2

sum ⇔C(γ3)>
1
2C(γ2).

It can be easily shown that the latter approach (i.e. the partial HSI processing) provides a higher sum-

rate (RDF2′
sum > RDF2

sum) iff C(γ3)>
1
2C(γ2) and hence max

[

RDF2

sum; RDF2′
sum

]

in (10.7) can be further simplified

according to this mutual relation betweenC(γ3) andC(γ2). An example comparison ofRDF2′
sum andRDF2

sum
is in Fig.10.2.

Similar behaviour can be observed in the other relaying strategies (AF, JDF, HDF). When the HSI
channels have sufficient capacity (C(γ2) ≥ r), perfect HSI is available at destinations and the system is
equivalent to the 2-WRC. On the other hand, if the HSI channels become the bottleneck of the system
(e.g. if γ2 < γ1 in DF), we can either decrease the source rate to retain the availability of perfect HSI
at destinations or employ the partial HSI processing to avoid the potential performance reduction of the
former method in the medium to lowγ2 region (see the rapid decrease ofRDF2

sum with γ2 in Fig. 10.2).

10.3.3 2-step schemes

Both sourcesSA,SB are allowed to transmit simultaneously in step I of all the 2-step schemes and hence
the relay has only a single compound observation of source signals in the Multiple-Access Channel
(Fig. 10.1). Several 2-step relaying strategies can be distinguishedin WBN according to a particular
processing of this compound signal, including AF, JDF and HDF. More details on the individual strate-
gies, together with their maximal sum-rate performance in WBN is provided in the following text.
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10.3.3.1 Amplify & Forward

The AF relay always only amplifies the received signal prior to broadcasting it to both destinations [31,
70]. Since the AF relay does not decode the source messages fromthe received signal, it is not able to
modify its output message (contrary to DF, JDF, HDF – see Tables10.1,10.2) to respect the actual HSI
observed at destinations. Each destination thus receives amixture of source signals from the relay, having
its desired data interfered by the data from the unintended source. This creates two equivalent channels
SA → DA, SB → DB, where the particular equivalent SNR depends mainly on the destinations’ ability to
remove the interfering signal.

The interfering signal can be perfectly removed iff the destination is able to decode the unintended
source message overheard on HSI channel, i.e. iffr ≤C(γ2) . On the other hand, if the destination is not
able to decode the HSI signal (i.e. ifr > C(γ2)), it can either estimate its value from the HSI channel
observation (and subtract this estimate from the received relay signal) or completely ignore the HSI
channel observation and treat the interfering signal as an additional noise. Note again that each received
symbol is only re-transmitted by the relay, keeping the length of both communication steps in AF always
equal (NI = NII ). The maximal rate of AF strategy is proved in the following Theorem:

Theorem 26. (AF sum-rate):The maximal sum-rate in WBN with AF relaying strategy is:

RAF
sum=















C
(

γ1γ3
2γ1+γ3+1

)

, γ2 ≥ γ1γ3
2γ1+γ3+1

C(γ2) ,
γ1γ3

2γ1+γ1γ3+γ3+1 ≤ γ2 <
γ1γ3

2γ1+γ3+1

C
(

γ1γ3
2γ1+γ1γ3+γ3+1

)

, γ2 <
γ1γ3

2γ1+γ1γ3+γ3+1

(10.11)

Proof. In step I both sources transmit their messages ofNI symbols simultaneously to the relay. The relay
has the following observation:

yR = hSARsA+hSBRsB+wR. (10.12)

After receiving (10.12), the relay simply multiplies it by the AF amplification factor β [31,70]:

β =

√

1
∣

∣hSAR
∣

∣

2
+ |hSBR|2+N0

=

√

1
N0 (2γ1+1)

, (10.13)

to keep the mean energy per symbol constant, and broadcasts the resulting signalsR= βyR to destinations.
In the following, we describe the destinationDA processing (DB processing follows the same steps).

DA receives the following signal from the relay:

yDA = hRDAsR = βhRDAhSARsA+βhRDAhSBRsB+(βhRDAwR+wDA) . (10.14)

The interfering signalsB can be completely removed fromyDA iff perfect HSI is received in step I,

resulting in an equivalent interference freeSA → DA channel with SNRγperf−HSI
AF (similarly also forSB →

DB):

γperf−HSI
AF =

β 2 |hRDA|2
∣

∣hSAR
∣

∣

2

N0

(

β 2 |hRDA|2+1
) =

γ1γ3

2γ1+ γ3+1
.

The source raterAF1

max =C
(

γperf−HSI
AF

)

guarantees that the desired message can be decoded from the equiv-

alent channel and the sum-rate (10.5) can be evaluated as:

RAF1

sum=
NIC

(

γperf−HSI
AF

)

+NIC
(

γperf−HSI
AF

)

NI +NII
=C

(

γperf−HSI
AF

)

, (10.15)
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sinceNII = NI in AF. Note that (10.15) can be achieved iffC(γ2) ≥ C
(

γperf−HSI
AF

)

, as perfect HSI must

be available at destinations to allow a perfect removal of the interfering signal at destinations.

Now we have to analyse the sum-rate in the region whereC(γ2) < C
(

γperf−HSI
AF

)

, i.e. in the region

where the HSI channels are the bottleneck of the system. Perfect HSI (and consequently a perfect cancel-
lation of the interfering signal) can be guaranteed even in this region, simply by reducing the source rate to
rAF2

max =C(γ2). Since the equivalent source-destination channels still have SNRγperf−HSI
AF = γ1γ3

2γ1+γ3+1 > γ2

in this region, the desired source message can be decoded at each destination and hence the sum-rate
(10.5) reduces to:

RAF2

sum =
NIC(γ2)+NIC(γ2)

NI +NII
=C(γ2) . (10.16)

The other option in this region (C(γ2) < C
(

γperf−HSI
AF

)

) is to keep the source rate atrAF
′

max = rAF1

max =

C
(

γperf−HSI
AF

)

and employ the AF equivalent of partial HSI processing. Since C(γ2) < rAF
′

max, DA can-

not perfectly decode the sourceSB message from its HSI observationyHSI
DA

= hSBDAsB+wHSI
DA

. However,
it can always try to estimate the value of HSI signal (ŝB) and use it to (at least partially) remove the
interfering signalsB from (10.14). A particular implementation of this partial-HSI processing in AF (to-
gether with a particular method for partial HSI estimation)is a standalone research problem and hence it
is beyond the scope of this analysis39). We assume that AF operates with full HSI in this region, keeping
the sum-rate equal to (10.16). Note that this generally provides only a lower bound of theAF maximal

sum-rate inC(γ2)<C
(

γperf−HSI
AF

)

.

It is obvious thatRAF2

sum = C(γ2) deteriorates rapidly with the quality of HSI channels. Fortunately,
since each destination observes an analogue superpositionof source messages from AF relay, it can
completely ignore the unreliable HSI observation in lowγ2 region and try to decode the desired message
directly from the relay signal (10.14). The resulting equivalent channel has SNRγzero−HSI

AF :

γzero−HSI
AF =

β 2 |hRDA|2
∣

∣hSAR
∣

∣

2

β 2 |hRDA|
2 |hSBR|2+N0

(

β 2 |hRDA|
2+1

) =
γ1γ3

γ1γ3+2γ1+ γ3+1
.

The source raterAF3

max = C
(

γzero−HSI
AF

)

guarantees a decodability of the desired source message from the
interference channel (10.14) and hence the sum-rate (10.5) can be evaluated as:

RAF3

sum =
NIC

(

γzero−HSI
AF

)

+NIC
(

γzero−HSI
AF

)

NI +NII
=C

(

γzero−HSI
AF

)

. (10.17)

Now it is straightforward to show thatRAF3

sum> RAF2

sum iff γzero−HSI
AF > γ2 which gives us finally (10.11).

10.3.3.2 Joint Decode & Forward

The JDF relay always decodes the individual source messagesdA,dB from MAC channel observation (see
Fig. 10.1), regardless of the amount of HSI which can be gathered at destinations. Since we assume that
the relay always knows the amount (and information content)of HSI received at destinations, it is always
able to compose the output messagedR and then broadcast it toDA,DB (see Table10.2). The maximal
sum-rate of the JDF scheme can be evaluated as shown in the following Theorem:

39)The optimal HSI estimator (and its performance) can generally depend also on the employed source modulation/coding strategy.
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Theorem 27. (JDF sum-rate):The maximal sum-rate in WBN with JDF relaying strategy is:

RJDF
sum =







C(2γ1)C(γ3)
C(γ3)+0.5C(2γ1)

, C(γ2)≥ 1
2C(2γ1)

max
[

RJDF2

sum ; RJDF2′
sum

]

, C(γ2)<
1
2C(2γ1)

(10.18)

whereRJDF2

sum = 2C(γ2)C(γ3)
C(γ3)+C(γ2)

andRJDF2′
sum = C(2γ1)C(γ3)

C(γ3)+C(2γ1)−C(γ2)
.

Proof. In step I both sources transmit their messages ofNI symbols simultaneously to the relay. The
optimal value of source raterJDF which maximizes the sum-rate depends on the mutual relationof γ1 and
γ2 and hence we split the proof into two disjunctγ2 regions:

• (C(γ2)≥ 1
2C(2γ1)): Maximum symmetric source rate which guarantees that both individual source

messages can be decoded by the relay isrJDF1

max = 1
2C(2γ1) [6]. SinceC(γ2) ≥ rJDF1

max = 1
2C(2γ1)

in this region, source messages can be decoded also by the unintended destinations in step I and
hence the perfect HSI processing can be applied according toTable10.2. After decoding of source
messages, the relay broadcasts the output message of size|dR| = |dAB| = NI

1
2C(2γ1) with rate

rR = C(γ3) to ensure a decodability of this message at both destinations and hence the sum-rate
(10.5) can be evaluated as:

RJDF1

sum =
NI

1
2C(2γ1)+NI

1
2C(2γ1)

NI +NII
=

NIC(2γ1)

NI

(

1+
1
2C(2γ1)

C(γ3)

) . (10.19)

• (C(γ2)<
1
2C(2γ1)): The HSI channels are the bottleneck of the system in this region. There are two

possible solutions how to cope with this problem. If the source rate is decreased torJDF2

max =C(γ2)
we can still guarantee that perfect HSI is retrieved by destinations, which leads to the following
sum-rate (similarly as in (10.19)):

RJDF2

sum =
NIC(γ2)+NIC(γ2)

NI +NII
=

2NIC(γ2)

NI

(

1+ C(γ2)
C(γ3)

) . (10.20)

The second option is to keep the source rate atrJDF2′
max = rJDF1

max = 1
2C(2γ1), at the price of having

only partial HSI. SinceC(γ2)< rJDF2′
max = 1

2C(2γ1) in this region, only partial HSI can be received
by destinations and the partial HSI processing must be applied according to Table10.2. After

decoding of source messages, the relay broadcasts the output messagedR =
[

d(1)
AB,d

(2)
A ,d(2)

B

]

of

size|dR|= NIC(γ2)+2NI
(

1
2C(2γ1)−C(γ2)

)

with raterR =C(γ3) to ensure a decodability of this
message at both destinations and hence the sum-rate (10.5) can be evaluated as:

RJDF2′

sum =
NI

1
2C(2γ1)+NI

1
2C(2γ1)

NI +NII
=

NIC(2γ1)

NI

(

1+ C(2γ1)−C(γ2)
C(γ3)

) . (10.21)

Although it is possible to explicitly evaluateγ2,γ3 region whereRJDF2′
sum > RJDF2

sum , for a better clarity

of results we express the sum-rate forC(γ2)<
1
2C(2γ1) simply as max

[

RJDF2

sum ; RJDF2′
sum

]

. This gives

us finally (10.18).

It can be easily shown that forC(γ2) <
1
2C(2γ1) the partial HSI processing in JDF provides a better

sum-rate than the perfect one (RJDF2′
sum > RJDF2

sum ) iff C(γ3) > C(γ2) and hence max
[

RJDF2

sum ; RJDF2′
sum

]

in

(10.18) can be further simplified according to the mutual relation betweenC(γ2) andC(γ3).
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10.3.3.3 Hierarchical Decode & Forward

The fundamental idea of the HDF relaying strategies (see [12,13,65,71] and references therein) is based
on the fact that the intermediate relay node is not the final destination of communication and hence it does
not have to decodeseparate individual source messages. This in turn allows to increase the source rates
above the limits of the underlying relayMAC capacity region[6] (compare with JDF) and hence to further
boost the sum-rate performance. However, a sufficient amount of HSI must be available at destinations
to gather this potential performance benefit of HDF. In otherwords, HDF provides higher sum-rates than
JDF only if HSI channels support the rates above the MAC capacity region (i.e. ifC(γ2)≥ 1

2C(2γ1)) This
is illustrated in Fig.10.3.

When sufficient HSI is available, the HDF relay decodes directly the hierarchical messagedAB from
its observations40), and hence the individual source messagesdA,dB are not necessarily decoded. Since
we assume that the relay knows the amount (and information content) of HSI received at destinations, it
is always able to compose the output messagedR and then broadcast it toDA,DB (see Table10.2). The
maximal sum-rate of the HDF scheme can be evaluated as shown in the following Theorem:

Theorem 28. (HDF sum-rate):The maximal sum-rate in WBN with HDF relaying strategy is:

RHDF
sum =















2C(γ1)C(γ3)
C(γ1)+C(γ3)

, C(γ2)≥C(γ1)
2C(γ2)C(γ3)
C(γ2)+C(γ3)

, 1
2C(2γ1)≤C(γ2)<C(γ1)

max
[

RHDF3

sum ;RHDF3′
sum

]

, C(γ2)<
1
2C(2γ1)

(10.22)

whereRHDF3

sum = 2C(γ2)C(γ3)
C(γ3)+C(γ2)

andRHDF3′
sum = C(2γ1)C(γ3)

C(γ3)+C(2γ1)−C(γ2)
.

Proof. In step I both sources transmit their messages ofNI symbols simultaneously to the relay. The
optimal value of source raterHDF which maximizes the sum-rate depends on the mutual relationof γ1

andγ2 and hence we split the proof into three disjunctγ2 regions:

• (C(γ2) ≥ C(γ1)): In the HDF strategy, the source rates are theoretically upper bounded only by
the 1st order cut-set bound of the underlying MAC channel [6], i.e. by r = C(γ1). Even though
the achievability of this rate has not been rigorously proved in general Gaussian channels (see
e.g. [103]), we follow the conjecture from [31] and assume that hierarchical messagedAB can be
successfully decoded by the relay if the sources transmit with the raterHDF1

max =C(γ1)−ε. By setting
ε = 0 we obtain the upper-bound of the maximal sum-rate of the HDFstrategy. SinceC(γ2) ≥
rHDF1

max = C(γ1) in this region, source messages can be decoded by the unintended destinations in
step I and hence the perfect HSI processing can be applied according to Table10.2. After decoding
of source messages, the relay broadcasts the output messageof size|dR| = |dAB| = NIC(γ1) with
raterR=C(γ3) to ensure a decodability of this message at both destinations and hence the sum-rate
(10.5) can be evaluated as:

RHDF1

sum =
NIC(γ1)+NIC(γ1)

NI +NII
=

2NIC(γ1)

NI

(

1+ C(γ1)
C(γ3)

) . (10.23)

• ( 1
2C(2γ1)≤C(γ2)<C(γ1)): The HSI channels become the bottleneck of the system in this region.

Perfect HSI can still be provided if the source rate is reduced to rHDF2

max = C(γ2), which results in

40)dAB is generally some invertible function of source data. Each destination can decode its desired data fromdAB iff data from
the unintended source (HSI) are also available [13].
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Figure 10.3: Operational regions of HDF strategy: impact ofthe relationship between the HSI channel
capacityC(γ2) and relay MAC capacity region.

the following sum-rate:

RHDF2

sum =
NIC(γ2)+NIC(γ2)

NI +NII
=

2NIC(γ2)

NI

(

1+ C(γ2)
C(γ3)

) . (10.24)

• (C(γ2) ≤ 1
2C(2γ1)): In this region the HSI channels cannot support the rates above the limits

induced by the relay MAC capacity region and hence the HDF strategy becomes equivalent to JDF.
Source rate can be set torHDF3

max = rJDF1

max = 1
2C(2γ1) and hence the maximal sum-rate is the same as

in the JDF strategy, i.e.RHDF3

sum = max
[

RJDF2

sum ; RJDF2′
sum

]

, which gives us finally (10.22).

10.3.4 Performance comparison

Here we finally compare the performance of particular relaying schemes in WBN. Apart of the sum-rates
we evaluate also the corresponding relative lengths of stepII in all relaying strategies to emphasize the
fact that WBN must operate with uneven lengths of steps I, II to achieve the sum-rates evaluated in the
previous section. Since we are interested mainly in the impact of limited HSI, the sum-rate and relative
length of step I are analysed as a function of the HSI channel SNR (γ2).

10.3.4.1 Maximal sum-rates

Maximal sum-rates of the analysed relaying schemes are compared in Fig.10.4(γ1 = 10dB,γ3 = 30dB),
Fig. 10.5 (γ1 = 30dB, γ3 = 10dB) and Fig.10.6 (γ1 = γ3 = 30dB). The values ofγ2 whereC(γ2) is
equal to the 1st and 2nd order (symmetric rates) cut-set bounds of the underlying relay MAC channel
are emphasized in all Figures. These cut-set bounds determine the HSI operating regions in most of the
strategies (see equations (10.7), (10.18), (10.22)).

Many interesting observations can be made from Figs.10.4, 10.5, 10.6. Similarly as in the 2-WRC
scenario [31], the best sum-rate is provided by the HDF strategy in the whole range of channel SNRs41).

41)Note that in the low to mediumγ2 region only a lower bound on AF strategy sum-rate is provided(see proof of Theorem26).
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However, whenC(γ2) ≤ 1
2C(2γ1) the performance of HDF degrades theoretically to that of theJDF

strategy, since the actual quality of HSI channels does not allow to increase the source rates above the
conventional MAC capacity region (see Fig.10.3).

As expected, the sum-rates depend strongly on the actual SNRof HSI channels (γ2), and all the
relaying strategies are capable to support non-zero sum-rates even when the HSI channels are very weak
(C(γ2) → 0). On the other hand, when the HSI channels are sufficiently strong the sum-rates tend to
saturate (for fixedγ1,γ3) as the HSI channels no longer limit the performance of the system. Similar
behaviour can be observed in the lowγ2 region, where the impact of weak (unreliable) HSI channels on
the maximal sum-rate becomes negligible. As it is obvious from Figs.10.4, 10.5, 10.6, the particular
regions ofγ2 where this saturation of sum-rates can be observed depend mainly on the applied relaying
strategy and also on the actual values ofγ1, γ3.

10.3.4.2 Relative length of communication steps

The WBN system must operate with uneven lengths of step I, II to achieve the sum-rates evaluated in
(10.7), (10.18), (10.22). Since the relay itself is not a source of information (it does not have any own
data to transmit) the length of step II is always proportional to the length of step I, i.e.NII = δNI (note
again thatNI is kept fixed in all strategies), whereδ is the proportional coefficient. Both steps have a
constant length (NI = NII , δAF = 1) only in the AF strategy where the relay always only retransmits each
received symbol [70]. .

The sum-rate in (10.5) can be evaluated as:

R2step
sum =

2r
1+ δ

= 2rnI , (10.25)

wherenI =
NI

NI+NII
= 1

1+δ is the relative length of step I, and similarly for the 3-stepstrategy (10.6):

R3step
sum =

r
1+ δ

= rnI . (10.26)

From (10.25), (10.26) is is obvious that the corresponding optimal relative lengths of step II (nII = 1−nI )
can be directly evaluated from the sum-rates proved in Theorems25, 27, 28and hence we omit a detailed
derivation ofnII in this paper.

The optimal values ofnII which correspond to the sum-rates in Figs.10.4, 10.5, 10.6are compared in
Fig. 10.7(γ1 = 10dB,γ3 = 30dB), Fig. 10.8(γ1 = 30dB,γ3 = 10dB) and Fig.10.9(γ1 = γ3 = 30dB). As
it is obvious from these Figures, the lengths of step I, II must be always optimized to achieve the optimal
sum-rate performance in WBN. For example, less resources are required in step II whenγ1 < γ3, due to
the superior quality of relay→destination channels (see Fig.10.7). On the other hand, the length of step
II must be increased relatively to step I whenγ1 > γ3, i.e. when the relay→destination channels are weak
(see Fig.10.8). Quite surprisingly, the optimal lengths of steps I, II arenot always equal (nII 6= 1

2) even if
γ1 = γ3 (see Fig.10.9). Note that the values ofγ2 wherenII curves change its derivative (in DF, JDF and
HDF) in Fig.10.8correspond to the value ofγ2 where the partial HSI processing becomes superior than
the perfect HSI processing (with reduced source rate, i.e.r =C(γ2)). As noted in the previous discussion
this corresponds toC(γ3) =

1
2C(γ2) in DF strategy and toC(γ3) =C(γ2) in JDF and HDF strategies.

10.4 SC-based HDF scheme

In the previous text we assumed that the source coding strategy can guarantee that the relay node knows
the information content of HSI received at destinations. This allows the relay to construct its output
message and thus enables a successful decoding of desired data at both destinations. One particular
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Figure 10.4: Comparison of the maximal sum-rates of DF, AF, JDF and HDF strategies in WBN (γ1 =
10 dB,γ3 = 30 dB).
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Figure 10.5: Comparison of the maximal sum-rates of DF, AF, JDF and HDF strategies in WBN (γ1 =
30 dB,γ3 = 10 dB).
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Figure 10.6: Comparison of the maximal sum-rates of DF, AF, JDF and HDF strategies in WBN (γ1 =
30 dB,γ3 = 30 dB).
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Figure 10.7: Comparison of the relative length of step II in DF, AF, JDF and HDF strategies in WBN
(γ1 = 10 dB,γ3 = 30 dB).
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Figure 10.8: Comparison of the relative length of step II in DF, AF, JDF and HDF strategies in WBN
(γ1 = 30 dB,γ3 = 10 dB).
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Figure 10.9: Comparison of the relative length of step II in DF, AF, JDF and HDF strategies in WBN
(γ1 = 30 dB,γ3 = 30 dB).
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MAC phase BC phase

HSIHSI

Figure 10.10: Principle of HDFSC processing in WBN. Symbol⊕ denotes a hierarchical function (e.g.
bit-wise XOR).

coding strategy which can naturally guarantee the fulfilment of this assumption is SC [6, 27]. In the
previosu Section we showed that HDF is capable to provide thebest sum-rate performance among all the
analysed WBN relaying strategies (for arbitraryγ1,γ3 and HSI channel quality (γ2)). Hence, in the rest of
this Chapter we focus on an implementation of the SC-based HDF relaying scheme (HDFSC) in WBN42).
The idea of HDFSC strategy was originally proposed in [27].

10.4.1 Implementation ofHDFSC in WBN

Basic principle of HDFSC processing is visualized in Fig.10.10(more details can be found in [27] or
Chapter9). Both sourcesSi , i ∈ {A,B} split their messages into two independent (basic & superposed)
parts of potentially unequal length and broadcast them simultaneously in step I.

The fundamental idea of HDFSC is to process only the basic messages as aneffective HSIat desti-
nations, treating the superposed messages on overheard source-destination channels purely and simply
as an additional interference (with obvious consequences on the HSI channels capacity) [27]. Since the
basic messages are decoded at both unintended destinationsas HSI, it is sufficient to decode a hierar-
chical function of these basic messages (e.g. bit-wise XOR [12]) at the relay, while both individual
superposed messages must be decoded separately. The relay then successively transmits (after a potential
re-encoding) the hierarchical message and two individual superposed messages, forming a relay output
message as

dR =





db
A⊕db

B
ds

A
ds

B



 , (10.27)

where⊕ denotes a hierarchical function (e.g. bit-wise XOR [12]). It is obvious that each destination

Di , i ∈ {A,B} is able to decode perfectly the desired messagedT
i =

[

(

db
i

)T
,(ds

i )
T
]

iff both the relay

messagedR and effective HSI (given by the basic messagedb
j , j ∈ {A,B} , j 6= i) are correctly decoded

(Fig. 10.10).

42)Note that SC can be similarly implemented also in the DF, AF and JDF strategies.
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10.4. SC-based HDF scheme

The SC power division parameterα becomes obviously the crucial element of the HDFSC system
design. It introduces an additional degree of freedom to thesystem, which in turn allows an optimization
of the rates of basic and superposed messages by a proper distribution of the power among them. The
rate of basic messages hence can be matched to the actual quality of HSI channels, while still allowing to
exploit the remaining capacity (if available) of the relay MAC channel for a transmission of superposed
messages. As shown in the following Lemma, it is straightforward to evaluate the maximal sum-rate of
the HDFSC scheme as a function of the rates of superposed and basic messages.

Lemma 29. (HDFSC sum-rate): In step I sourcesSA, SB transmit simultaneously their messages ofNI

symbols with rater = rb+ rs. The maximal sum-rate rate of HDFSC in WBN is then given by:

RHDFSC
sum (γ1,γ2,γ3)≤

2C(γ3)
(

rb
(

αopt
)

+ rs
(

αopt
))

C(γ3)+ rb
(

αopt
)

+2rs
(

αopt
) , (10.28)

whereαopt is the optimal value of SC power division parameter maximizing the two-way rate for a given
SNR triplet γ1,γ2,γ3 and rb

(

αopt
)

(respectivelyrs
(

αopt
)

) is the optimized rate of basic (respectively
superposed) message.

Proof. Total of NI (rA+ rB) = 2NI r = 2NI (rb+ rs) bits are transmitted simultaneously from sources
SA,SB in step I. The relay must send separately three independent messages (10.27) in step II through
the relay→destination channel with capacityC(γ3), and hence step II will be at leastNII =

rbNI
C(γ3)

+ 2rsNI
C(γ3)

symbols long. Consequently, from (10.5) we haveRHDFSC
sum ≤ 2NI (rb+rs)

NI+NII
, which gives us finally (10.28).

As shown in [27], a numerical optimization ofα must be performed to find the maximum sum-rate
(10.28) of the SC-based strategy. We perform this optimization forHDFSC and compare its maximal
sum-rate withRHDF

sum (evaluated in Theorem28). The section is then concluded with an introduction of a
HDFIC

SC scheme which nicely demonstrates how an inherent correlation of relay and source signals can be
exploited to further improve the sum-rate performance in WBN.

10.4.1.1 HDFSC relaying strategy

To provide a fair comparison withRHDF
sum (see Theorem28) we must follow the assumption of independent

processing of HSI and relay channel observations (as statedin Section10.3). Thus, in the basic HDFSC

strategy each destinationDi , i ∈ {A,B} performs a decision on HSI (basic messagexb
j , j ∈ {A,B} , j 6=

i) immediately after step I, i.e. prior to the reception (and processing) of relay signal. A numerical
optimization ofα must be performed to find the ratesrb, rs maximizing the sum-rate in (10.28). This
optimization was performed already in [27] (see also Chapter9) for a special case of relay processing
which assumes aspecific interference cancellationof the basic messages signal at the relay. However,
since a feasibility of such processing has not been proved yet, we modify the relay processing in the
HDFSC strategy according to the results of the analysis in Section10.3.

WhenC(γ2) ≥ 1
2C(2γ1) we assume that the rate of superposed message is set to zero (rs = 0) and

only the basic messages are transmitted. Since the source rater = rb =min[C(γ2) ,C(γ1)] is kept bounded
below the HSI channel capacity (i.e.r ≤C(γ2)) in this region, a perfect HSI processing (see Table10.2)
is feasible. On the other hand (as noted in Section10.3) we assume that the HDF operation is equivalent
to JDF whenC(γ2) <

1
2C(2γ1). Here, the relay decodes separately both basic and also bothsuper-

posed messages, which corresponds to an equivalent four-user MAC decoding43). This, together with
the assumption of destination’s HSI decoding after step I (as mentioned above), provides aset of rate
upper-boundsfor basic and superposed messages, as summarized in the following Lemma:

43)Note that hierarchical messagedb
A⊕db

B can be always constructed when both separate basic messagesare decoded by the relay.
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Lemma 30. (HDFSC messages rates):If C(γ2) <
1
2C(2γ1) the HDFSC relay operates in the JDF mode,

and hence the rates of basic (rb) and superposed messages (rs) are bounded by the following:
1st order:

rs(α)≤C(αγ1) , (10.29)

rb (α)≤C((1−α)γ1) , (10.30)

2nd order:

2rs(α)≤C(2αγ1) , (10.31)

2rb (α)≤C(2(1−α)γ1) , (10.32)

rb (α)+ rs(α)≤C(γ1) , (10.33)

3rd order:

2rs(α)+ rb ≤C((1+α)γ1) , (10.34)

rs(α)+2rb ≤C((2−α)γ1) , (10.35)

and 4th order cut-set bounds:

2(rb (α)+ rs(α))≤ (2γ1) . (10.36)

The HSI (basic message) is decoded at destinations after step I from the interference channel, bounding
the rate of basic messages as:

rb (α)≤C

(

(1−α)γ2

1+αγ2

)

. (10.37)

Proof. Due to the symmetry of analysed WBN we can assume without lossof generality thatrA = rB =
r = rb+ rs and henceαA = αB. In step I the relay has the following observation:

yHSI
R = hSAR

(√
1−αsb

A+
√

αss
A

)

+hSBR

(√
1−αsb

B+
√

αss
B

)

+wR, (10.38)

which forms an equivalent 4-user MAC channel. The maximal rates in this channel can be achieved using
Successive Decoding – Interference Cancellation (SD-IC) technique [6]. Therefore, a set of upper-bounds
of achievable rates for basic and superposed messages can bedirectly evaluated as a set of particular
cut-set bounds [6] of the equivalent MAC channel (10.38). We can immediately evaluate the 1st order
(10.29), (10.30), 2nd order (10.31), (10.32), (10.33), 3rd order (10.34), (10.35) and 4th order (10.36)
cut-set bounds of this MAC channel. The last bound in Lemma30 (10.37) corresponds to a decoding of

effective HSI from the interference HSI channelyDi = hSj Di

(√
1−αsb

j +
√

αss
j

)

+wi at destinationDi ,

i, j ∈ {A,B} andi 6= j.

Based on the rate bounds evaluated in Lemma30 a numerical optimization ofα can be performed
(see [27] for more details) to provide the optimal ratesrb

(

αopt
)

, rs
(

αopt
)

which maximize the HDFSC

sum-rate (10.28). An example of particular optimized values ofα, rb, rs is evaluated forγ1 = γ3 = 30dB
in Fig. 10.11as a function ofγ2 (compare the results with the proof of Theorem28). A comparison of
the maximal sum-rate of HDFSC with the maximal sum-rate of HDF strategyRHDF

sum (10.22) is available
in Fig. 10.12. As expected, whenC(γ2) ≥ 1

2C(2γ1), the HDFSC strategy can provide the same sum-rate
asRHDF

sum . The rates of superposed messages are set to zero (see Fig.10.11) in this region, and hence a
perfect HSI processing can always be performed (see Table10.2). On the other hand, ifC(γ2)<

1
2C(2γ1)

the HDFSC strategy does not achieve the maximal sum-rateRHDF
sum in the whole range of observed channel

SNRsγ1, γ2, γ3(see Fig.10.12). A similar information-theoretic sub-optimality of SC-processing was
already observed in [120] for the conventional (one-way) relay channel.
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Figure 10.11: Optimized values ofα, rb, rs as a function ofγ2 (γ1 = γ3 = 30 dB).
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SC.

10.4.1.2 HDFIC
SC relaying strategy

Whenever a partial HSI processing is employed, the relay signal could become correlated with the signal
transmitted on HSI channels. This happens obviously also inthe HDFSC strategy, where the superposed
messages influence both the relay signal (10.27) and signal on the HSI channels. Since the superposed
messageds

j , j ∈ {A,B} is contained in the relay messagedR (decoded at both destinations), each des-
tinationDi , i ∈ {A,B} , i 6= j can remove the corresponding interfering superposed message signal from
its HSI channel observation (see Fig.10.10) to obtain an equivalentinterference free HSI channel(see
Chapter9). This allows to further relax the last bound in Lemma30 (10.37) to rb (α) ≤ C((1−α)γ2).
We denote the strategy where this interference cancellation of superposed messages from HSI channel
observations is performed as HDFIC

SC. A marginal sum-rate gain which can be achieved in HDFIC
SC (when

compared to HDFSC) is visualized in Fig.10.13. Note that the slight performance improvement over
HDFSC can be achieved only when partial HSI processing is performed (i.e. whenrs 6= 0 ∧ rb 6= 0 –
compare with Fig.10.11for γ1 = γ3 = 30 dB).

10.5 Discussion of results

The impact of imperfect HSI on the sum-rate performance of WNC relaying strategies in WBN is anal-
ysed in this Chapter. An information-theoretic investigation was conducted to provide the maximal sum-
rates of the WNC relaying strategies and the performance of all strategies was compared as a function
of the quality of HSI channels. It was shown that all strategies are able to operate even with a limited
(partial) HSI, if an appropriate modification of each strategy is applied. This partial HSI processing can
usually provide a better sum-rate than the straightforwardsolution, where the perfect HSI operation is
secured by a decrease of source transmission rates.
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10.5. Discussion of results

Apart of the sum-rates of particular strategies, the optimal distribution of time between the two com-
munication steps was also analysed to stress that optimal sum-rate performance can be achieved only if
unequal lengths of steps I, II are allowed. Since the performance of both perfect and partial HSI process-
ing in all strategies greatly depends on the actual channel conditions in the system, it should be neccessary
to implement some sort of feedback in WBN to match the strategy (perfect/partial), source rates and relay
processing to the actual channel quality and thus to maximize the sum-rate performance of the system.
The Chapter is concluded with an analysis of two novel SC-based HDF strategies, which provide a natural
information theoretic tool for implementation of HDF in WBN, allowing to further improve the sum-rate
performance by exploiting the natural correlation of source and relay signals (as demonstrated in the
HDFIC

SC strategy).
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Chapter 11

Design of eXclusive mapper for
wireless butterfly network

"Design is not just what it looks like and feels like. Design is how it works."

Steve Jobs

11.1 Introduction

As noted already in Section8.1, one of the crucial steps in the HDF system design is the choice of
a suitable eXclusive mapper at the relay. Simply speaking, this mapper defines how the separate data
streams (from individual users) are mapped to thehierarchical (network-coded) data [71] stream at the
relay node. The unreliable transmission of HSI in WBN can be overcome by increasing the cardinality
of the relay output [71]. A design of this eXclusive mapping operation is quite simple for theminimal
mapping(perfect HSI assumption) operation, where it is usually given by a simple bit-wise xor operation.
However, in case of theextended cardinality mapping(see Fig.3.10), a suitable eXclusive mapper must
respect the amount of HSI at destinations to maximize the system throughput.

In this Chapter we focus on this problem. We introduce a systematic approach to the design of aset
of relay eXclusive output mappersfor relay output mapping in WBN. The scope is mainly on the relay
processing and the subsequent BC phase of communication. Ina numerical evaluation of the alphabet-
constrained capacity (mutual information) we show how the performance of WBN can be controlled by
a suitable choice (from a pre-designed set) of the relay eXclusive output mapper. These results pave the
way for an idea of adaptive butterfly network, where the performance can be adapted to the actual channel
conditions (and thus the quality of HSI).

11.2 Summary of definitions and assumptions

We adopt the general WBN model defined in Section8.2. The main goal of this Chapter is the design
of suitable relayeXclusive mappers, and hence we assume a perfect MAC phase (reliable decoding of
arbitrary functioncAB= f (cA,cB) is possible at the relay). Nevertheless, the proposed eXclusive mappers
do not depend on the particular source alphabets and hence they are feasible also for the butterfly network
with optimized parametric source alphabets (see PartII ). For the purpose of this Chapter we evaluate the
quality of HSI links by a number of “reliably” received channel symbol bits, i.e.cA

HSI (for DA) andcB
HSI

(for DB), wherecA
HSI, cB

HSI ∈ {0,1, . . . , log2Ms} andMs is the source alphabet cardinality.
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MAC phase BC phase

HSI HSI

Figure 11.1: Signal-to-Noise Ratios (SNRs) of individual links in WBN with HDF strategy.

11.2.1 Relay output eXclusive mapping

In HDF systems the relay performs an eXclusive mapping operation (see [71] for details) to map the

received signal to the relay outputsR(cR), wherecR = cAB = Xc

(

ci
A,c

j
B

)

. This hierarchical symbol

mapping is referred to as theHierarchical Network Code(HNC map) in [119]. Note again that in principle
the hierarchical (network-coded) output signal from the relay must jointly represent the data from both
sources (SA, SB), while a knowledge of respective HSI at the destination is necessary for a successful
decoding of the desired (separate) data stream [71].

For the purpose of this Chapter we assume that HNC mapping operation can be described directly on

the signal-space symbol levels
ki j
R = Xs

(

si
A,s

j
B

)

. In this case it is suitable to describe the specific HNC

mapping by the HNC matrix

Xs =







k11 · · · k1Ms
...

. . .
...

kMs1 · · · kMsMs






, (11.1)

whereki j = Xs(i, j) , i, j ∈ {1,2, . . .Ms} is the index of the relay output (signal space) symbols
ki j
R ∈ A R

s .
Note that for the cardinality of the relay output alphabet holds (see e.g. [71]):

|As|= Ms ≤
∣

∣A
R

s

∣

∣≤ M2
s = |As|2 , (11.2)

where|As|=
∣

∣A A
s

∣

∣ =
∣

∣A B
s

∣

∣= Ms is the source alphabet cardinality (assumed identical at both sources).

The equalities in (11.2) correspond to the minimal (
∣

∣A R
s

∣

∣= |As|) and full (
∣

∣A R
s

∣

∣= |As|2) mapping (see
[71, 96] or Section3.2.2). More details about the relay output alphabet cardinalityand corresponding
required amount of the HSI are provided later. Assuming thata suitable HNC mapper has been used at
the relay, destinations are able to decode the desired data from the relay signal and HSI.

11.3 The role of HSI

The amount of information on the complementary data stream (HSI) which is available atDi (after the
MAC phase) is given by a number of reliably received bitsci

HSI, i ∈ {A,B}. This corresponds to a level
of granularity at which the destination can distinguish particular symbols received on the HSI link, and
consequently also to the partitioning of the HNC map (HNC matrix Xs). For the unambiguous decoding
each destination needs to identify only the relay symbol inside the resulting subset of the HNC map
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11.3. The role of HSI

HSI HSI
sA

sB

sA

sB

Figure 11.2: Butterfly network with perfect HSI links (cA
HSI = cB

HSI = 2).

HSI HSI
sA

sB

sA

sB

Figure 11.3: Butterfly network with unreliable/missing HSIlinks (cA
HSI = cB

HSI = 0).

HSI HSI
sA

sB

sA

sB

Figure 11.4: Butterfly network with imperfect HSI links (cA
HSI = cb

HSI = 1). Imperfection of the HSI links
can be visualized as a loss of (several) least significant bits (only the last bit is lost in this example).
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sA

sB

sA

sB

Figure 11.5: Examples of HNC matrix partitioning forcA
HSI = 2, cB

HSI = 1 andcA
HSI = cB

HSI = 1.

(submatrix ofXs). This is obvious from the example system with|As| = 4 in Figs.11.2, 11.3, 11.4for
perfect, zero and partial HSI (respectively).

As proved e.g. in [97], for unambiguous decoding in the presence of perfect HSI ateach destination
each particular relay output symbol can appear at most once on each row and in each column of the HNC
map (see Fig.11.2). This corresponds to theminimal cardinalityrelay output mapping (

∣

∣A R
s

∣

∣ = Ms).
Similarly (as also noted in [97]), for the case of partial/imperfect HSI each particular relay output symbol
can appear at most once within a group of rows/columns (givenby the HNC map partitioning – see
Fig. 11.4). This corresponds to theextended cardinalityrelay output mapping. In the last case, i.e. in the
butterfly network where the HSI links are completly missing (Fig.11.3), the relay needs to deliver data to
both sources without assistance of HSI and hence afull cardinality relay output mapping (

∣

∣A R
s

∣

∣= M2
s ) is

required.
As it is obvious from the discussion above, HSI (overheard bydestinations in the MAC phase) has a

crucial impact on the overall system performance, since it determines a required minimal cardinality of
the relay output alphabet

∣

∣A R
s

∣

∣ (as proved e.g. in [97]). This is obviously a direct consequence of the
eXclusive law (see e.g. [71]). Accordingly, HSI introduces some preconditions on a suitable HNC matrix
design. In the following section we introduce an algorithm for the design of a set of HNC matrices for
arbitrary source alphabet cardinalityMs (and the corresponding range of permissible values ofcA

HSI, cB
HSI).

11.4 HNC mapper design

As noted in the previous section, the quality of HSI links defines the partitioning of the HNC matrix
Xs (see examples in Figs.11.2, 11.3, 11.4), where unique relay output symbols are required in all the
resulting submatrices (for a givencA

HSI, cB
HSI). In this wayXs can be partitioned into a set of (generally

rectangular) blocksBl (see examples in Fig.11.5).
This observation leads to an idea of a systematic, block-based design of the HNC matrix. A suitable

Xs must have unique symbols in each individual blockBl and also in all the respective subsets of blocks
corresponding to the given partitioning (e.g.{B0,B1,B2,B3}, {B4,B5,B6,B7} and{B0,B4}, {B1,B5},
{B2,B6}, {B3,B7} in Fig. 11.5).

It is interesting to note that square building blocksBl can be assumed without loss of generality (for
arbitrarycA

HSI, cB
HSI)

44). Each individual block is hence aB×B submatrix ofXs. The block dimension-
ality is given byB = Ms/2cHSI, wherecHSI = min

{

cA
HSI, cB

HSI

}

. The HNC matrix designed for the source

alphabet with cardinalityMs and CSI-links qualitycHSI will be denoted asX(cHSI)
Ms

. The design algorithm

44)The minimal required relay alphabet cardinality
∣

∣A R
s

∣

∣ is given by the weaker HSI link. To clarify this statement we can consider
an example where one HSI link is fully unreliable (e.g.cA

HSI = 0). In this case the relay must use full cardinality relayingin order
to guarantee successful decoding atDA (even ifDB has a perfect HSI available). Hence for the purpose of the HNCmapper design
we can assume the same level of partitioning given bycHSI = min

{

cA
HSI, cB

HSI

}

, resulting in the square blocksBl .
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11.4. HNC mapper design

Algorithm 11.1 HNC matrixX(m)
Ms

design (Ms = |As|, m= cHSI).

1. Assumptions:

(a) Block dimensionality:B = Ms/2m

(b) Number of unique blocks:L = 2m

(c) Input elements:k∈ K =
{

0,1,2, . . .
(

M2
s/L

)

−1
}

2. Design the set of blocks{Bl}L−1
l=0 :

(a) Partition the setK into L non-overlapping subsetsKl , where|Kl |= B2, ∀l ∈ {0, . . .L−1}
(b) Fill in successively (e.g. columnwise) the blockBl with unique elements fromKl

3. Set up (block-by-block) the HNC matrixX(m)
Ms

:

(a) Ai, j = Bi⊕ j , wherei, j ∈ {0,1, . . .L−1} and⊕ is a bit-wise XOR

(b) X(m)
Ms

=







A0,0 · · · A0,L−1
...

. . .
...

AL−1,0 · · · AL−1,L−1







cHSI 1 2

X(cHSI)
4









0 2 4 6
1 3 5 7
4 6 0 2
5 7 1 3

















0 1 2 3
1 0 3 2
2 3 0 1
3 2 1 0









Table 11.1: Example HNC matricesX(1)
4 andX(2)

4 .

for HNC matrixX(cHSI)
Ms

is summarized in Algorithm11.1.

The complete set of HNC matricesX(cHSI)
Ms

for givenMs and all permissible values ofcHSI (0≤ cHSI ≤
log2Ms) can be designed with Algorithm11.1. This design algorithm is suitable even for the design of
HNC mappers for minimal (B = 1, L = Ms) and full cardinality (B = Ms, L = 1) relaying. Some exam-
ples of the proposed HNC matrices are given in Tables11.1, 11.2for Ms = 4 andMs = 8 (respectively).
As it is also obvious from these tables, the cardinality of the relay output alphabet is given by

∣

∣A
R

s

∣

∣= |K |= M2
s

L
. (11.3)

11.4.1 Source alphabet partitioning

The HNC mapper design in Algorithm11.1 is based on the assumption that each destination can iden-
tify (at least) firstcHSI bits from the constellation symbol received on the HSI link (except for the full
cardinality case) – see examples in Figs.11.2, 11.4. Interestingly, it is possible to increase the reliability
of this (partial) HSI by a suitable partitioning (and corresponding constellation indexing) of both source
alphabetsAs.
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cHSI 1 2

X(cHSI)
8

























0 4 8 12 16 20 24 28
1 5 9 13 17 21 25 29
2 6 10 14 18 22 26 30
3 7 11 15 19 23 27 31
16 20 24 28 0 4 8 12
17 21 25 29 1 5 9 13
18 22 26 30 2 6 10 14
19 23 27 31 3 7 11 15

















































0 2 4 6 8 10 12 14
1 3 5 7 9 11 13 15
4 6 0 2 12 14 8 10
5 7 1 3 13 15 9 11
8 10 12 14 0 2 4 6
9 11 13 15 1 3 5 7
12 14 8 10 4 6 0 2
13 15 9 11 5 7 1 3

























Table 11.2: Example HNC matricesX(1)
8 andX(2)

8 .

Figure 11.6: Partitioning of QPSK source constellation alphabet.

The idea is to partition the source constellation alphabet into smaller subsets (according to the prin-
ciples similar to Ungerboeck mapping rules [123]) to increase the probability of successful (partial) HSI
retrieval at the destination. Hence the intention is to maximize the distance between the particular subsets
(not the particular symbols)45). The principle of the proposed source constellation alphabet partitioning
is visualized in Figs.11.6, 11.7for QPSK and 8PSK (respectively).

11.5 Numerical evaluations

In this section we finally demonstrate a feasibility of the proposed HNC mapper design (Algorithm11.1)
for WBN. Without loss of generality, we focus on theDB processing. DestinationDB has two channel
observations – the relay (network-coded) signalyB (cR) and HSI linkzB (cA).

Since the relay transmits a common signal to both destinations, the broadcast phase capacity region
is rectangular[96] with maximum rate given byI(cB;yB,zB) (and similarly forDA). The broadcast phase
alphabet-constrained capacity [96] (mutual information) is given by

CHBC = I(cB;yB,zB) = H [yB,zB]−H [yB,zB|cB]. (11.4)

45)This should be clear e.g. from Fig.11.4, where symbols 00 and 01 define the same subset of the HNC map and consequently
the successful decoding would be possible even if the destination is unable to distinguish between these two symbols on the HSI
link. Hence, these symbols should be grouped into one subset{00,01} (and similarly for the other symbols).
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Figure 11.7: Partitioning of the 8PSK source constellationalphabet.

The pure HSI link capacityCHSI = I(cA;zB) will be also evaluated (for a comparison)46). This capacity is
simply a capacity of the Gaussian (alphabet constrained) channel [96].

The alphabet constrained capacities were evaluated numerically by the Monte-Carlo integral evalua-
tion (for details see [96] and references therein). The broadcast phase capacity wasevaluated as a function
of the HSI link SNR (γzB) for various relay-to-destination SNR (γyB). The results are on Figs.11.8, 11.9,
11.10(QPSK source alphabet) and on Figs.11.12, 11.13, 11.14, 11.16(8PSK source alphabet). For all
these results the source alphabets were partitioned according to the Figs.11.6, 11.7and the HNC mappers

(matricesX(cHSI)
Ms

) were designed using the Algorithm11.1.
For the extended relaying scenarios we have evaluated also the capacities for source alphabets with

Ungerboeck [123] mapping (see Figs.11.11, 11.15, 11.17). Here a significant degradation of the broad-
cast phase capacity can be observed (see Figs.11.10and11.11; Figs.11.14and11.15; Figs.11.16and
11.17), although the HSI link capacity is identical for both compared source alphabet partitioning. Hence,
it is obvious that Ungerboeck source alphabet partitioningis not appropriate for the proposed HNC map-
pers.

11.5.1 Adaptive butterfly network performance

As it is clear from the presented numerical results, the achievable broadcast phase capacity depends
strongly on the employed HNC mapper. Obviously, by a suitable choice of the HNC mapper (according
to the actual channel conditions) it would be possible to maximize the throughput of the system. Pro-
vided that the observed quality of the HSI link is delivered to the relay by both destinationsDA, DB, a
suitable HNC mapper can be chosen (from the predesigned set)to maximize the achievable capacity of
the network.

To demonstrate a potential performance of such a system, we assume a genie-aided relay which

46)It is important to note that some caution is necessary when interpreting the numerically evaluated HSI link capacity andthe
HSI link "quality indicator"cHSI used in this Chapter. Obviously, the particular value ofcHSI does not directly correspond to the
HSI link capacity and the proper relation between these quantities needs further investigation.
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Figure 11.8: BC phase alphabet constrained capacity and capacity of the HSI link (minimal mapping,
As = QPSK,A R

s = QPSK).
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Figure 11.9: BC phase alphabet constrained capacity and capacity of the HSI link (full mapping,As =
QPSK,A R

s = 16QAM).
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Figure 11.10: BC phase alphabet constrained capacity and capacity of the HSI link (extended mapping,
As = QPSK,A R

s = 8PSK).
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Figure 11.11: BC phase alphabet constrained capacity and capacity of the HSI link (extended mapping,
As = QPSK with Ungerboeck mapping,A R

s = 8PSK). Compare with Fig.11.10.
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Figure 11.12: BC phase alphabet constrained capacity and capacity of the HSI link (minimal mapping,
As = 8PSK,A R

s = 8PSK).
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Figure 11.13: BC phase alphabet constrained capacity and capacity of the HSI link (full mapping,As =
8PSK,A R

s = 64QAM).
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Figure 11.14: BC phase alphabet constrained capacity and capacity of the HSI link (extended mapping,
As = 8PSK,A R

s = 16QAM).
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Figure 11.15: BC phase alphabet constrained capacity and capacity of the HSI link (extended mapping,
As = 8PSK with Ungerboeck mapping,A R

s = 16QAM). Compare with Fig.11.14.
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Figure 11.16: BC phase alphabet constrained capacity and capacity of the HSI link (extended mapping,
As = 8PSK,A R

s = 32QAM).
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Figure 11.17: BC phase alphabet constrained capacity and capacity of the HSI link (extended mapping,
As = 8PSK with Ungerboeck mapping,A R

s = 32QAM). Compare with Fig.11.16.
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Figure 11.18: Maximum achievable BC phase (alphabet constrained) capacity for the adaptive butterfly
network (As = QPSK).
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Figure 11.19: Maximum achievable BC phase (alphabet constrained) capacity for the adaptive butterfly
network (As = 8PSK).
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possess a perfect knowledge about the actual quality of the HSI links quality (γzA, γzB) and the respective
relay to destination links (γyA, γyB). The achievable broadcast phase capacity of this (genie-aided) system
is evaluated in Figs.11.18, 11.19for QPSK and 8PSK (respectively) source alphabets.

11.6 Discussion of results

A systematic algorithm for the HNC mapper design (see Algorithm11.1) for relaying in WBN with HDF
strategy is introduced in this Chapter. The feasibility of the proposed HNC mappers is demonstrated on
the evaluation of the broadcast phase capacity. The fact that suitablesource alphabet partitioningmust
be performed to increase the probability of successful (partial) HSI retrieval at destinations (to maximize
the achievable capacity of the system) was also pointed out.The observed behaviour of the broadcast
phase capacities encourages the idea of adaptive butterfly network, where the performance of the system
can be adapted to the actual quality of the HSI and relay to destination links.
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Chapter 12

NuT constellations for imperfect HSI
relaying

"The only nice thing about being imperfect is the joy it brings to others."

Doug Larson

12.1 Introduction

Since 2-WRC can be viewed as the perfect HSI equivalent of WBN, the promising parametric channel
performance ofNuT source alphabets(see Chapter7) can be likewise efficiently exploited in the WBN
systems [17]. The non-uniform distribution of power between the two slots of the NuT constellation
super-symbolcan, however, degrade the performance on the HSI link (resulting in a significant perfor-
mance loss). To avoid this performance degradation, we propose to employ theextended cardinality
relaying(see Chapter11), where only the stronger slot is harnessed aspartial HSI (see Fig.12.1), while
the weaker slot can be discarded. Although anincreased cardinalityof the relay output is required to
guarantee successful decoding at both destinations (see [24] for details), this approach can outperform
the minimal cardinality case, where both slots of NuT constellation are utilized as HSI. The extended
cardinality relaying hence offers an efficient trade-off between the amount of HSI (one/two slots of NuT
constellation) and required relay output alphabet cardinality.

12.2 WBN with HDF strategy

We adopt again the general WBN model defined in Section8.2(see Fig.12.2). The relay decodes only the
superimposed(hierarchical)symbolin the MAC phase of the communication (instead of joint decoding
of the two separate data streams). After receiving the MAC phase signal, the relay performs an eXclusive
mapping operation to map the receivedcompoundsymbol to the relay output symbolsR(cAB) ∈ A R

s ,

wherecAB = Xc

(

ci
A,c

j
B

)

is the eXclusive mapping operation (HNC mapper [119]). More details on the

cardinality of the relay output alphabet (
∣

∣A R
s

∣

∣= MR) are be provided in the next section. In the following
BC phase the relay output symbol is broadcast to both destinations. Assuming that a suitable HNC map is
used by the relay (see Chapter11), destinations are able to decode the desired data from the relay signal
and HSI. The HSI and BC channels are (for the purpose of this Chapter) considered as pure Gaussian,
whereas the MAC channel is considered to be parametric to embrace the detrimental effects of channel
parametrization on the WNC processing (for details see [16] and references therein).
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HSI HSIHSI HSI

Figure 12.1: WBN with NuT source constellations and extended cardinality relaying.

12.2.1 Relay output alphabet cardinality

The cardinality of the relay output alphabet (MR) can be bounded (see e.g. [71]) as:

Ms ≤ MR ≤ M2
s , (12.1)

whereMs is the source alphabet cardinality (assumed identical at both sources). Note again that the
equalities in (12.1) correspond to theminimal (MR = Ms) and full cardinality (MR = M2

s ) relaying (see
Section3.2.2). Obviously, the relay alphabet cardinality is affected byactual channel conditions, i.e. by
the quality of HSI channels (e.g. full cardinality will be required if HSI is completely missing at one
destination) [24]. An in-depth analysis of the mutual relation between the anticipated HSI link quality
and the required relay alphabet cardinality is available in[24], where the systematic algorithm for the
design of suitable HNC mapper is derived. The algorithm in [24] (see Algorithm11.1) allows to design
the HNC mapper for arbitrary source alphabet cardinality (and anticipated HSI link quality), i.e. including
the extended cardinality case (MR > Ms), which is discussed in the following sections.

12.3 Non-uniform 2-slot alphabets

A goal of the employed source constellations in WBN is twofold: first to deliver reliably source data to
the relay; and second, within the same transmission, to secure (at least partially) the transfer of HSI to the
respective destination (Fig.12.1). We show that the NuT constellations are well suited to meetboth these
objectives, especially in case of the extended cardinalityrelaying.

The NuT constellations were originally proposed in [16] (see Chapter7) to suppress the negative
impact ofMAC channel parametrizationon the HDF relaying performance in 2-WRC. Being robust to
channel parametrization effects, the NuT alphabets avoid the requirement of phase pre-rotation (or adap-
tive processing) while preserving theC1 (per symbol slot) dimensionality constraint (avoiding thereby
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HSI HSI

MAC phase

BC phase

Figure 12.2: SNRs of individual links in WBN with HDF strategy.

the throughput reduction). This is achieved by a non-uniform re-allocation of power between the slots
of the 2-slotsuper-symbol(formed by pairing of two subsequent source symbols), wherea conventional
linear modulation constellation is used as the base (per-slot) alphabet.

Distribution of output power within the 2-slot super-symbol is controlled by thepower scaling fac-
tor sf ∈ (0,2) to guarantee the constant average power of the super-symbol. The NuT constellation
(

NuT
(

As;sf
))

is hence a 2-source alphabet:

A
A

s =
[√

sf ·As;
√

2− sf ·As
]

, (12.2)

A
B

s =
[√

2− sf ·As;
√

sf ·As
]

, (12.3)

where the base alphabetAs is a conventional linear modulation constellation (e.g. BPSK, QPSK).
Note that NuT(As;1) is a pure 2-slot extension of a conventional modulation withequal per-slot

power. We use NuT(As;1) whenever a comparison with conventional linear modulationis required,
since it has an identical performance. The cardinality of NuT constellation is obviouslyMs = |As|2. An
example NuT(QPSK;0.25) constellation withMs = 16 is in Fig.12.1(for details see the NuT alphabet
design Algorithm7.1).

12.3.1 Performance as the HSI link alphabet

The NuT alphabets’ robustness to the MAC channel parametrization is demonstrated in [16]. In WBN, the
employed source alphabets are, however, also carriers of HSI (see Fig.12.2), which rises some additional
requirements on the alphabet properties/design. In this section we look on the secondary purpose of the
alphabet, i.e. on its capability to deliver HSI (at least partial) to the respective destination.

Without loss of generality we focus solely onA A
s part of the NuT

(

QPSK;sf
)

alphabets (sf ∈{1,0.25})
and we analyze the alphabet-constrained capacity/mutual information asCHSI = I(cA;zB) (for details on
alphabet-constrained capacity evaluation see [96]). Comparison of mutual information performance of
the observed alphabets is in Fig.12.3.

Note that the non-uniform per-slot power (sf 6= 1), required to improve the MAC phase perfor-
mance [16], results in a deterioration of an aggregate (2-slot)CHSI performance. However, as it is also
obvious from Fig.12.3, a significant SNR gain can be observed for the second slot of NuT(QPSK;0.25)
constellation. This gain can be generally evaluated as

GNuT
(

sf
)

= 10log10

(

max
(

sf ,2− sf
))

, (12.4)

which corresponds to the SNR gain of the "stronger" slot of the NuT alphabet (compared to conventional
linear modulation). From (12.4) we have a gain ofGNuT (0.25)≈ 2.34dB for the alphabet withsf = 0.25.
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Figure 12.3: Mutual information ofA A
s for NuT(QPSK;1) & NuT (QPSK;0.25) alphabets. Per-slot

mutual information is also evaluated to emphasize the 2-slot nature of NuT constellations. Note that
NuT(QPSK;0.25) has better one-slot performance (for 2nd slot) than NuT(QPSK;1), although its ag-
gregate 2-slot performance is worse.

As it is shown in the following section, this superior one-slot mutual information performance can be
conveniently exploited in the extended cardinality relaying. Note again that in order to utilize this we
need to use the extended relay output HNC map.

12.4 Numerical results

To demonstrate the feasibility of NuT constellation in WBN we evaluate the overall system BER. Without
loss of generality we focus on theDB processing. As it is obvious from Fig.12.2, DB has two channel
observations – the relay (network-coded) signalyB (cR) and HSI linkzB (cA).

The MAC channel is considered to be parametric (Rician fading channelshSAR,hSBR with a Rician
factorK = 10dB are assumed) to embrace the detrimental effects of channel parametrization on the WNC
processing. The equivalent SNRs are evaluated on a per-slotbasis. The average MAC channel SNR is

defined asγx =
ε

2σ2
wR
E
[

|hA|2+ |hB|2
]

and the individual links’ SNRs are defined asγzB = ε
σ2

w′B

, γyB = ε
σ2

w′′B

,

whereε = 1 is an equivalent one-slot alphabet mean symbol energy (mean symbol energy of the whole
NuT super-symbol is equal to 2) andσ2

w′
i

(respectivelyσ2
w′′

i
) is a variance of the circularly symmetric

complex Gaussian noise on the HSI (respectively relay→destination) link. Particular bit mapping to
constellation symbols and HNC maps are designed according to the design rules presented in [24] (see
Chapter11). For simplicity reasons we do not use error-correcting codes.

We observe an overall (SB → DB) BER performance as a function of HSI link SNR (γzB). The results
are parametrized byR→ DB SNR (γyB), while the average MAC channel SNR (γx) is supposed to be
constant. In the following sections we introduce the observed BER performance results separately for
minimal and extended cardinality relaying. To show a relevant comparison of the NuT and conventional
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Figure 12.4: Minimal cardinality relaying (MR = 16, A R
s = 16QAM), destinationDB BER (constella-

tions NuT(QPSK;1) & NuT (QPSK;0.25)). Note the error floor induced by MAC andR→ DB channel
SNRs. Performance loss of NuT(QPSK;0.25) due to the worse aggregate HSI (see Fig.12.3) can be also
observed.

linear modulation constellations, we always compare the performance of theA A
s for NuT(QPSK;1) and

NuT(QPSK;0.25) alphabets. Note again that the performance of NuT(QPSK;1) is identical to that of
the corresponding base-alphabet (i.e. QPSK in this case) [16].

12.4.1 Minimal cardinality relaying

In minimal cardinality HDF, both slots of NuT super-symbol are utilized as HSI to enable successful
decoding of required data stream (from the received relay signal) at the destination. This allows to keep
the cardinality of the relay output identical with the cardinality of individual source alphabets (MR= Ms).

Before proceeding to the BER performance results, it is appropriate to briefly discuss the anticipated
behavior. Since the MAC channel SNR is considered to be constant in BER evaluation, an error floor
(given by the actual MAC andR→ DB channel SNRs) is expected. This is obviously given by the
absence of the direct link (SB → DB). If the relevant hierarchical data cannot be retrieved reliably by
the relay in the MAC phase, the errors are propagated to destination (regardless of the HSI link quality).
Note that this is true in general, i.e. even for the extended cardinality relaying. On the other hand, for
the minimal cardinality case there should be some performance loss given by the worse aggregate HSI
performance of the NuT(QPSK;0.25) constellation (see Fig.12.3). The simulated BER performance for
the observed alphabets and minimal cardinality relaying (MR = 16) is in Fig.12.4.

12.4.2 Extended cardinality relaying

The superior MAC phase performance of the NuT(QPSK;0.25) constellation results in the lower error
floor (for sufficiently highγyB). However, a significant performance loss can be observed for γzB ≤ 17dB
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Figure 12.5: Extended cardinality relaying (MR = 64, A R
s = 64QAM), destinationDB BER (constella-

tions NuT(QPSK;1) & NuT (QPSK;0.25)). Note the error floor induced by MAC andR→ DB channel
SNRs. Performance gain of NuT(QPSK;0.25) constellation induced by the better one-slot HSI perfor-
mance (see Fig.12.3) can be also observed.

as a consequence of the worse aggregate HSI performance of the NuT(QPSK;0.25) constellation (see
Fig. 12.3). Encouraged by potential performance gains of the extended cardinality relaying (see Chap-
ter 11) and the superior one-slot mutual information performance(see Fig.12.3) we propose to employ
the extended cardinality relaying to overcome this behavior (see Fig.12.1).

We assume that only the stronger slot carries the effective HSI (see Fig.12.1). Since only partial HSI
is available at destinations in this case, the cardinality of the relay output must be greater than the car-
dinality of individual source alphabets (MR > Ms) to guarantee that both destination can reliably retrieve
the desired data from their observations. The simulated BERperformance of the extended cardinality
relaying is in Fig.12.5.

12.5 Discussion of results

Surpassing again the performance of conventional linear modulation schemes, the NuT constellations are
shown to be a viable solution for HDF relaying in WBN. While their favorable parametric MAC channel
performance (see [16]) induces alower error floor in both minimal (Fig.12.4) & extended (Fig.12.5)
cardinality relaying, the increased reliability of partial one-slot HSI (see Fig.12.3) transforms into an
additional SNR gainin the extended cardinality case (Fig.12.5), where the worse aggregate HSI perfor-
mance is compensated by an increased cardinality of the relay output alphabet (see [24]). Moreover, as
it is obvious from comparison of Figs.12.4, 12.5, for some specific SNR conditions the extended cardi-
nality relaying outperforms the minimal one, suggesting the extended cardinality WNC to be a preferred
solution for relaying in WBN with NuT source constellation alphabets.
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Chapter 13

Conclusions and future research
directions

"Life was so much easier when Apple and Blackberry were just fruits!"

Anonymous

13.1 Summary of contributions

As already demonstrated in the literature (see e.g. [31,59,65,71,73,101,102]), the bidirectional relaying
strategies based on a wireless-domain extension of traditional NC principles [14] offer a great potential
to improve the performance of future wireless communication networks. Even in the very basic network
scenarios (e.g. 2-WRC), these WNC relaying strategies (seee.g. [13, 65, 71]) can provide a two-fold
increase of the communication rate, and even larger gains are envisaged in the research community for
more complicated multi-source/multi-node network structures.

Unfortunately, even in the basic 2-WRC scenario, the performance of WNC strategies can be seri-
ously degraded due to an inherentwireless channel parametrization[65,71]). Several novel techniques
were already introduced (including phase pre-rotation of source node transmissions [65,68] and adapta-
tion of the relay output symbol mapping [65]) to avoid this performance degradation, however, all these
approaches face several drawbacks, including a practical infeasibility of (synchronized) multi-node trans-
mission phase pre-rotation (in fading channels) or a sensitivity to channel estimation errors of adaptive
solutions (inaccurate channel estimate results in an improper choice of relay output symbol mapper) [90].
Another research challenge arises when the scope is extended to more complex multi-node systems like
WBN, where generally onlypartial HSI (required for WNC system decoding) can be delivered to destina-
tions (due to an insuficcient capacity of corresponding wireless channels) and hence the WNC processing
must be appropriately modified to cope with this situation (see e.g. [96, 97]). These two particular re-
search challenges, namely theWNC processing in parametric channels(PartII ) and implementation of
WNC in networks with partial side information(PartIII ) form together thecore of this thesis.

Our contributions to the design of linear modulation schemes forparameteric HDF systemsare sum-
marized in PartII . Even though the design of multi-dimensional constellations inC2 (Chapter5) appears
to be the most simple solution, the increased alphabet cardinality is inherently accompanied with a re-
duction of achievable througput. Hence, the natural goal ofthe follow-up work was to find a suitable
constellations inC1 to avoid this inherent drawback of multi-dimensional constellations. However, based
on the analysis of Euclidean distance (Chapter6), it was proved that the detrimental effects of channel
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parametrization (eXclusive law failures) cannot be prevented in case of conventional modulation schemes
in C1 (excepting the binary alphabets). Fortunatelly, it is possible to at least suppress this harmful be-
haviour of channel parametrization by a design of novelNuT constellation alphabets (Chapter7), if the
2-WRC system operates inRician fading channels. The proposed NuT alphabets are robust to channel
parametrization effects in Rician channels, outperforming the traditional linear modulation schemes (in
the sense of SER performance) without sacrificing the overall system throughput.

PartIII of the thesis summarizes our original contributions in the field of partial/imperfect HSI pro-
cessingin WNC networks. TheSC-based scheme(Chapter9) for relaying in WBN is capable to adapt
to arbitrary amount of HSI and hence it provides a natural information theoretic tool for the implementa-
tion of HDF strategy in WBN. Moreover, all conventional bi-directional 3-step (DF) and 2-step (AF, JDF
and HDF) WNC strategies can be modified to guarantee that successful decoding at destinations is made
possible even if only partial HSI is available (Chapter10). The (modified) HDF strategy provides the
best performanceamong all the WNC strategies, even under the partial HSI condition. Another crucial
step in the design ofpractical HDF processingfor partial HSI systems is the choice of suitable eXclusive
mapping operation at the relay. The design of theset of eXclusive relay output mappers(Chapter11)
provides a systematic tool for a construction of relay output mapping for WBN with arbitrary source
alphabet cardinality and HSI link quality. Finally, the promising parametric channel performance of NuT
constellations is rediscovered in WBN, where the increasedreliability of partial one-slot HSItransforms
into anadditional SNR gainin BER performance of the system (Chapter12).

13.2 Future research directions

A huge progress was achieved in the field of physical layer algorithms research during the last few
decades. Linear, nonlinear and multi-carrier modulation schemes, sophisticated coding principles (e.g.
turbo codes, LDPC codes etc.), together with iterative decoding principles and space-time coding for
multi-antenna terminals has introduced a giant leap in performance of wireless communication networks.
However, most of these results are relatively tightly connected with a traditional (point-to-point) under-
standing of the physical layer.

While the point-to-point communication is already coveredby a relatively mature theory, only lim-
ited results are still available for generalmulti-node, multi-sourcewireless network scenarios. Here the
concepts of cooperative communications (e.g. relaying, NC, WNC etc.) are becoming more and more
important. Although the complexity of research in this areais greatly increased (as compared to the
conventional single-link physical layer), appealing performance gains are envisaged in the research com-
munity, with some promising initial results being already available. The paradigm shift of physical layer
research focus from point-to-point to general multi-source, multi-node networks is hence a logical evolu-
tionary step. However, it is evident that the research in this area is still only at its very beginning. There
are very few rigorous research results available up to this day, and a vast number of challenging research
problems still remains to be solved, but it is clear that onlya perpetual progress in this cutting-edge
research area can guarantee that the ever-growing requirements offast and reliable communicationand
omnipresent connectivityin future wireless networks could be met.

In this thesis we focus ontwo specific research problemsin the design of WNC networks. The results
presented in this thesis have a reasonable potential to pushthe state-of-the-art beyond the limits induced
by the conventional point-to-point interpretation of the physical layer. Implementation of these novel
PHY concepts, algorithms and results can help to significantly improve the performance and reliability
(robustness) of future cooperative wireless communication systems, including the mobile or wireless
sensor networks.

Numerous challenging research questions are yet to be answered to enable apractical implementation
of WNCin real-world wireless systems, and moreover, the extension of WNC-based processing togeneral

148



13.2. Future research directions

(random) multi-source, multi-node networksalso represents a very intricate and demanding research area
[28]. Nevertheless, being encouraged by the results of our research efforts in the field of WNC, we are
very keen to focus our future research endeavour on these interesting (but challenging) WNC research
problems.
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