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Abstract

Physical layer (PHY) processing algorithriacluding modulation, coding, signal processing etcg ar
undoubtedly the real driving force of wireless communimatsystems. Only these algorithms inter-
act directly with the physical world, trying to fully explothe available natural resources in wireless
communication channels. Consequently, it is not surgigiat every improvement in performance of
contemporary communication systems is usually tightlynamted with a particular advance in physical
layer processing algorithms.

During the last few decades, the progress in the physicat lapcessing research has already pushed
the achievable performance of single-link (point-to-gprommunication towards the capacity limits
forecasted by Claude Shannon in his pioneering work. Dewveént of turbo coding principles, together
with sophisticated iterative decoding techniques and espiate coding for Multiple-Input Multiple-
Output channels has indeed reduced the gap to the funddogpézity of wireless channels to an almost
negligible value. Taking this fact into account, it couleéate a false feeling that the research in PHY
processing has already exhausted its potential, reachégnits imposed by the physical world, and
thus having no space for further enhancement. Obviousty, sanclusion is justified only if we limit our
scope to the point-to-point communication. However, if weead the scope twireless communication
networks where countless nodes, terminals or devices are mutudlyaicting and communicating in
a complicated multi-source, multi-node environment, angrdous number of complex research prob-
lems, questions and challenges quickly arise. Heraé¢he@ork multi-user information theogives us an
important lesson. Contemporary wireless networks baseaatthiogonalsharing (e.g. TDMA, FDMA,
etc.) arenot fully exploiting the potential of shared wireless mediunddrence a complete revamp of
conventional (point-to-point) PHY processing algorithaersd techniques is foreseen to be required to
harness all the performance benefits accompanied withdheorthogonakharing of wireless medium.
The up-and-comingVireless (Physical layer) Network Coding (WNC) technigireplemented directly
at PHY, possess undoubtedly a great potential to gatheg firesnising performance improvements.

The power of WNC lies mainly in an efficient exploitation oétinherent properties of wireless chan-
nels(broadcast nature and inherent combining of electromégnetves at receiver antenna(s)), which
provide a fertile ground for an extension of conventionaltéine) network-coding principleso wire-
less channels. The interference is no longer consideredrasfl in WNC-based systems, and hence it
is exploited rather than avoided. Since WNC operates dyrettPHY, huge performance gains can be
achieved, when compared to conventional routing (e.g. l@olthroughput in a simple bi-directional re-
lay channel). Unfortunately, the specific properties oflgss channels are not always only beneficial, as
they introduce many novel research problems which makeseatdimplementation of WNC in wireless
systems quite challenging.

First, theinherent parametrizatioof wireless channels (e.g. channel gain) significanlty arites
the achievable performance of WNC systems, and hence the@btéssing algorithms must take the
channel parametrization inherently into account, praxgdsolutions robust to parametrization effects.
Secondly, the inherent broadcast nature is to be exploit@thannels witlpotentially significantly differ-
ent capacitiesforcing the PHY processing to cope with the problems assediwith arimperfect/partial



transmission of informatian

In this thesis we focus on these two specific open problems NCWesearch, namely the WNC
processing imparametric channeland WNC processing witpartial/imperfect hierarchical side infor-
mation After a brief overview of general concepts of cooperatiwenmunications and WNC systems
processing we provide a detailed discussion of our origioatributions to the research in these inter-
esting research areas, including the design of linear natidul schemes foparameteric Hierarchical
Decode & Forward systemand the design/analysis of various aspectgartial/imperfect Hierarchical
Side Information processirig WNC systems.









Acknowledgments

I would like to thank my supervisor Prof. Ing. Jan Sykora, C&g giving me the opportunity to join
DiRaC research group and perform research in the field ofegsedigital communication theory under
his invaluable support and supervision. A special graéitgdes to my parents and my fiancée who
supported and encouraged me during my PhD study.






Proclamation

The presented thesi®Vireless (Physical Layer) Network Coding Design for ParaineChannels and
Systems with Partial Hierarchical Side-Informatiois based on my research work carried out at the
DiRaC Research Group, Department of Radioelectronicsylfyaaf Electrical Engineering, Czech Tech-
nical University in Prague.






Contents

Contents I
List of Figures Vi
List of Tables Xl
List of Abbreviations Xl
| Introduction 1
1 Introduction 3
1.1 Thesisoutline. . . . . . . . . . 4
1.1.1 Aimsandscopeofthethesis. . . . ... .. ... .. ... ... ... ... 4
1.1.2 ContentS. . . . . . . 4
1.2 Publications. . . . . . . . . 4
1.3 Grants. . . . . . . 6
1.4 Awardsandrecognitions . . . . . . . .. 7
1.5 |International experience. . . . . . . . .. 7
1.6 Other professional activities . . . . . . . . . .. .. .. .. .. ... 7
2 Cooperation in wireless networks 9
2.1 Briefoverviewofgeneralconcepts. . . . . . . .. ... o 10
2.1.1 Relaysandrelaying. . . . . . . . . . 10
2.1.2 Network codingparadigm . . . . .. .. ... 11
2.1.3 Capacitybounds . . . . . . ... 12
2.1.4 Half-duplexconstraint . . . . . . .. .. .. ... 13
2.2 Three-terminalrelay channel. . . . . . . . . .. ... o oo 13
221 Systemmodel. . . . .. 13
2.2.2 Relayingstrategies . . . . . . . . . . 14
2.2.3 Capacity bounds of therelay channel. . . . . . ... ... ... ... .... 14
2.3 Bi-directionalrelaying. . . . . . . ... 16
2.3.1 Two-wayrelaychannel. . . . ... ... ... ... ... .. . 16
2.3.2 Bi-directional relaying strategies. . . . . . . . . ..o 17
2.3.3 Wireless (Physical Layer) Network Coding. . . . . . .. .. ... ...... 18
3 Wireless (Physical Layer) Network Coding 21
3.1 HDFrelayingin2-WRC . . . . . . . ... 21
3.1.1 Systemmodel. . . . . ... 21



CONTENTS

3.1.2 MAC phase — source nodes transmission

3.1.3 HDFrelay processing. . . . . . . . . i

3.1.3.1 HDF, DNF, CaF: terminology

3.1.4 BC phase and destination decoding.

3.1.5 Uncodedexample. . . . . . ... . . . .
3.1.5.1 MACphase. . . . . . . .. e

3.1.5.2 eXclusive mapping at the relay and BC phase

3.1.5.3 Destinationdecoding . . . . . .. ...

3.2 Selected open research problems in WNC

3.2.1 HDF in parametric channels

3.2.2 Partial HSI processing

3.3 Furtherreading. . . . . . . . . . e

3.3.1 Adaptive eXclusive mapping

3.3.2 Latticecodes. . . . . . ...
3.3.3 Real-world implementation of HDF/WNC. . . . . . . . ... ... ... ...
3.3.4 Furtherresearchdirections. . . . . . .. .. ... ... ... ... ...

WNC in parametric wireless channels

Introduction
4.1 Summary of contributions
4.2 System model

Multi-dimensional constellation design
5.1 Design criteria for multi-dimensional HXC with parameinvariant decision regions .
5.1.1 Introduction . . . . . . . .
5.1.2 Definitionsand sytemmodel. . . . . . . .. ... o oL
5.1.3 Parametric Hierarchical Exclusive Code in 2-WRC
5.1.3.1 Relay processing in parametric 2-WRC
5.1.3.2 HDF decoder decision regions
5.1.3.3 Pairwise PHXC design criteria
5.1.4 Design criteria for full PHXC codebooks
5.1.4.1 E-PHXCdesigncriteria . . . . . ... ... ... . ...
5.1.4.2 E-PHXC decoder decision regions
5.1.4.3 E-PHXC with identical codebooks . . . . . . ... ... ......
5.1.4.4 E-PHXC with non-identical codebooks . . . . .. ... ... ...
5.1.4.5 Example binary alphabet construction algorithm
5.1.5 Min-distance based design criteria for higher-oodelebooks
5.1.5.1 Minimum hierarchical distance
5.1.5.2 Modified design criteria
5.1.5.3 Performance evaluation
5.1.6 Discussionofresults . . . . . .. ... L
5.2 Geometrical approach to the multi-dimensional HXC giesi
5.2.1 Introduction . . . . . . .
5.2.2 PI-HXADesign . . . . . . e
5.2.2.1 Principles of geometricaldesign . . . . . . . ... ... ... ...
5.2.2.2 Two-moderelay processing. . . . . . . ... ... ... ... ...
5.2.2.3 Anexample of 2-dimensional PI-HXA . . . . . .. ... ... ...



CONTENTS

5.2.3 NumericalResults. . . . . . . . . . 58
5.2.3.1 Mutual information (capacity). . . . . . . ... . ... ... ... 58
5.2.3.2 Minimumdistance . . . . . .. ... 60
5.2.4 Discussionofresults . . . . ... ... 60
6 Hierarchical distance analysis 61
6.1 Introduction. . . . . . . . . . 61
6.2 Euclideandistanceanalysis . . . . . . . .. ... 61
6.2.1 Minimum hierarchical distance. . . . . . . ... ... ... oL 61
6.2.2 Bounds of the hierarchicaldistance. . . . . . . .. .. ... ... ...... 63
6.3 ParametricHXAdesign. . . . . . . . . .. 64
6.3.1 HXAdesigninCl . . . ... ... ... 66
6.3.2 Construction algorithm for 2-dimensional alphabets. . . . . . ... ... .. 67
6.4 Numericalevaluations. . . . . . . . . . . . e 68
6.5 Discussionofresults. . . . . . . . L 68
7 Non-uniform 2-slot constellations 73
7.1 Introduction. . . . . . . . 73
7.1.1 Summary of minimum hierarchical distance analysis. . . . . . . . ... .. 73
7.2 Non-uniform2-slotalphabets. . . . . . . . . ... . Lo 74
7.2.1 Parabolic behaviouranalysis. . . . . . . ... ... o 74
7.2.2 Alphabetdesignalgorithm . . . . . . ... ... ... L 76
7.3 Numericalevaluation . . . . . . . . . . . 77
7.3.1 Minimum hierarchical distance. . . . . . ... ... ... ... .. ... .. 77
7.3.2 Symbolerrorrate . . . .. ... 77
7.4 Discussionofresults. . . . . . .. L 79
[l WNC processing with imperfect/partial HSI 81
8 Introduction 83
8.1 Summary of contributions. . . . . . . ... 84
8.2 Systemmodel . . . . ... 84
8.2.1 MAC phase —source nodes transmission . . . . . . . . ... ... ... .. 84
8.2.2 Relayprocessing . . . . . . . .. e 85
8.2.3 BC phase and destinationdecoding. . . . . . . .. ... ... ........ 85
9 Superposition coding for wireless butterfly network with partial HSI 87
9.1 Introduction. . . . . . . . 87
9.1.1 Definitions and modification of systemmodel . . . . . . ... ... ... .. 88
9.2 Superposition coding in wireless butterfly network. . . . . . . ... ... ... 89
9.2.1 SCrelayingscheme. . . . . . . . . ... 89
9.2.1.1 Relay processing. . . . . . . . .. 89
9.2.1.2 Destination processing . . . . . . . . . ... 90
9.2.2 Information-theoreticboundsforSCrates . . . . ... .. ... ... .... 91
9.2.3 Optimizationof SCparameter. . . . . . . ... .. ... ... ... ... .. 92
9.2.4 Reference schemes for perfect& zeroHSI. . . . ... ... ... ... ... 92
9.3 Maximaltwo-wayrates . . . . . . . . . ... 93
9.4 Discussionofresults. . . . . . .. 93



CONTENTS

10 WNC in wireless butterfly network: Maximal sum-rate analysis 101
10.1 IntroducCtion. . . . . . . . . . 101
10.2 Symmetric wireless butterfly network . . . . . . .. ... o oL 101

10.2.1 Definitionsand assumptions. . . . . . . . ... o 102
10.2.2 Sum-rate performance. . . . . . . . . ... 102

10.3 Relaying strategies in WBN with limited HS! . . . . . . .. ... ... ... ..... 103
10.3.1 WBN with perfectand partial HSI . . . . . . . . . ... ... ... ... ... 104
10.3.2 3-stepscheme. . . . . . . .. 104
10.3.2.1 Decode & Forward. . . . . . . .. .. .. .. 104
10.3.3 2-stepschemes. . . . . . . . . . 108
10.3.3.1 Amplify & Forward. . . . . . . . . ... 109

10.3.3.2 JointDecode & Forward. . . . . . . . ... ... ... 110

10.3.3.3 Hierarchical Decode & Forward . . . . . . . ... ... ...... 112

10.3.4 Performance compariSon . . . . . . . . . . e 113
10.3.4.1 Maximalsum-rates. . . . . . . . ... ... 113

10.3.4.2 Relative length of communicationsteps. . . . . . . ... ... .. 114
10.4 SC-based HDF scheme. . . . . . . . . . . . . . . . 114
10.4.1 Implementation of HDIcin WBN . . . . . . . . . ... oo 118
10.4.1.1 HDKkcrelayingstrategy . . . . . . . . . . ... oo 119

10.4.1.2 HDE.relayingstrategy . . . . . ..o 122
10.5 Discussionofresults. . . . . . . . .. 122

11 Design of eXclusive mapper for wireless butterfly network 125
11.1 IntroducCtion. . . . . . . . . 125
11.2 Summary of definitions and assumptions. . . . . . . .. .. ... ... 125

11.2.1 Relay outputeXclusive mapping . . . . . . . . . .. . ... 126
11.3 Theroleof HSI. . . . . . . . 126
11.4 HNC mapperdesign. . . . . . . . . o i 128

11.4.1 Source alphabet partitioning. . . . . . . ... ... o 129
11.5 Numerical evaluations. . . . . . . . . . . ... 130

11.5.1 Adaptive butterfly network performance . . . . . .. ... ... ... ..., 131
11.6 Discussionofresults. . . . . . . . ... 138

12 NuT constellations for imperfect HSI relaying 139
12.1 IntroducCtion. . . . . . . . . 139
12.2 WBNwith HDF strategy. . . . . . . . . . . o e e e e e e e e 139

12.2.1 Relay outputalphabetcardinality . . . . . . ... ... ... .. ... .... 140
12.3 Non-uniform 2-slotalphabets. . . . . . . . ... .. ... 140
12.3.1 Performance as the HSl link alphabet . . . . . .. ... ... ... ..... 141
12.4 Numericalresults . . . . . . . . . 142
12.4.1 Minimal cardinalityrelaying . . . . . . . .. . . ... Lo 143
12.4.2 Extended cardinalityrelaying . . . . . . . .. ... ... . ... 143
12.5 Discussionofresults. . . . . . . . . .. 144

IV Conclusions 145

13 Conclusions and future research directions 147
13.1 Summary of contributions. . . . . . . ... Lo 147
13.2 Futureresearchdirections . . . . . . . . . . ... ... 148



CONTENTS

Bibliography 150

Appendix |: IEEE Reviewer Appreciation 159






List of Figures

Figure 2.1
Figure 2.2
Figure 2.3
Figure 2.4
Figure 2.5
Figure 2.6
Figure 2.7
Figure 2.8
Figure 2.9
Figure 2.10

Figure 3.1
Figure 3.2
Figure 3.3
Figure 3.4
Figure 3.5
Figure 3.6
Figure 3.7
Figure 3.8
Figure 3.9
Figure 3.10

Figure 4.1
Figure 4.2
Figure 4.3

Figure 5.1
Figure 5.2
Figure 5.3
Figure 5.4
Figure 5.5
Figure 5.6
Figure 5.7
Figure 5.8
Figure 5.9
Figure 5.10
Figure 5.11
Figure 5.12
Figure 5.13

Simpleexample of NC. . . . . . . . . ... . .
Multiple Access Relay Channel with network codimthe relay.. . . . . . . .
A network with two set$S(S°) of nodes separatedby aeit . . . . . .. ..
Three-terminalrelay channel. . . . . . .. ... ... ... ... ......
Possible models of relaying in the three-terimiglay channel. . . . . . . ..
General full-duplex relay channel.. . . . . ... ... ... ... ......
General half-duplex relay channel (BC and MACsgha. . . . . . . ... ..
Two-way relay channel (2-WRC). . . . . . . . . ... ... ... ...,
Bi-directional communication schemesin 2-WRC. . . . . . ... ... ..
MAC and BC phase of WNC schemes.. . . . . ... ... ... .. ....

2-WRC with Hierarchical Side Information (HSI). . . . . . ... ... ...
MAC phase: 2-WRC withuncoded QPSK. . . . . . . ... ... .. ....
Relay eXclusive mapping: 2-WRC with uncoded QPSK . . . . . . . . ..
Destination decoding: 2-WRC with uncoded QPSK.. . . . . . .. ... ..
Impact of channel parametrization: 2-WRC witbaded QPSK. . . . . . ..
Wireline vs. wireless 5-node Butterfly Network. . . . . . . ... ... ...
HDF signal flow in Wireless Butterfly Network (WBN). . . . . .. ... ..
Perfect (full) HSI processingin WBN.. . . . . . ... ... .. .. .....
ZeroHSl processingin WBN. . . . .. ... ... ... ... ... ...
Partial HSI processinginWBN. . . . . . . ... ... ... ... ......

Layered Hierarchical eXclusive Code.. . . . . . . .. ... .. ... ....
2-WRCWwithHSI. . . . . ..o
Basic principle of HDF processingin 2-WRC. . . . . . ... ... ... ..

Visualization of the pairwise boundary in thestefiation space. . . . . . . .
HDFD decision regions shape exampe¢odebook).. . . . . ... ... ..
Pairwise boundaries shit{codebook). . . . . . ... ... ... ......
Impact of E-PHXC design criteria on non-critica@l' ¢ .#cg) boundaries. . .
Min-distance performance (QPSK and 4-ary exampliebook). . . . . . . .
Min-distance performance (8-PSK and 8-ary examgdebook). . . . . . ..
Min-distance performance (16-QAM and 16-arynasi@ codebook). . . . . .
EPHXC vs generalized PI-HXAdesign.. . . . . . .. ... .. ... ....
Constellation space patterns in 2-mode relaggzsing. . . . . . . . ... ..
Constellation space patteré) for the example PI-HXA. . . . . . . . . ..
Design of a suitable hierarchical eXclusive peaps(sy, ss) for PI-HXA. . .
Capacity (mutual information) of PI-HXA.. . . . . .. ... ... ... ...
Minimum squared distance performance of PI-HXA. . . . . . . .. .. ..

VII

46
52
53
53
54
56
57
57
59
59



LIST OF FIGURES

Figure 6.1
Figure 6.2
Figure 6.3
Figure 6.4
Figure 6.5
Figure 6.6
Figure 6.7
Figure 6.8
Figure 6.9
Figure 6.10
Figure 6.11

Figure 7.1
Figure 7.2
Figure 7.3
Figure 7.4
Figure 7.5
Figure 7.6
Figure 7.7
Figure 7.8

Figure 8.1
Figure 8.2

Figure 9.1
Figure 9.2
Figure 9.3
Figure 9.4
Figure 9.5
Figure 9.6
Figure 9.7
Figure 9.8

Figure 10.1

Figure 10.2
Figure 10.3
Figure 10.4
Figure 10.5
Figure 10.6
Figure 10.7
Figure 10.8
Figure 10.9
Figure 10.10
Figure 10.11
Figure 10.12
Figure 10.13

Figure 11.1
Figure 11.2
Figure 11.3

Minimum hierarchical distand@, - (|h|) for BPSK alphabet.. . . . . . .. ..
Minimum hierarchical distand@, - (|h|) for QPSK alphabet. . . . . . .. ..
Minimum hierarchical distandé, - (|h|) for 8-PSK alphabet. . . . . . . . ..
Minimum hierarchical distandg,, (|h|) for 16-QAM alphabet. . . . . . . . .
Hierarchical symbol pairs vulnerable to eXaladaw failures.. . . . . . . ..
Minimum hierarchical distance performance f&/SH and 4-ary P-HXA.. . .
Minimum hierarchical distance performance f®*SK and 8-ary P-HXA.. . .
Minimum hierarchical distance performance ##QAM and 16-ary P-HXA..
Minimum hierarchical distand@, - (|h|) for P-HXA with QPSK alphabet. . .
Minimum hierarchical distandg,, (|h|) for P-HXA with 8-PSK alphabet. . .
Minimum hierarchical distandg,, (|h|) for P-HXA with 16-QAM alphabet. .

Set of min-distance parabolas (QPSK and (QASK;D). . . . . ... .. ..
Probability distribution of channel paraméter< 1. . . . . . . . . . ... ..
MHDd2, (|h|) and min-distance parabolas (N(@PSK;025)). . . . . . . . .
2-source NuT alphabet supersymbals. . . . . . ... ... ... ......
MHDd2,, (h) of NuT (QPSK; 1) and NuT(QPSK;025) alphabets. . . . . . .
MHDdZ,., (h) of NuT (8PSK; 1 and NuT(8PSK;01) alphabets.. . . . . . . .
H-SER of NuTQPSK; ) and NuT(QPSK;st) alphabets. . . . . . ... ...
H-SER of NuT8PSK; 1) and NuT(8PSKst) alphabets.. . . . ... ... ..

HDF signal flow in Wireless Butterfly Network.. . . . . . ... .. ... ..
Basic principle of WNC processinginWBN. . . . . . ... ... ......

Principle of SC-based relayingin WBN.. . . . . ... ... ... ......
Principles of the decoding process in SC-basetiWB
Maximal 2-way rate & optimized ratBg, Rs (1 =10dB,y3=30dB). . . . .
Maximal 2-way rate & optimized ratBg, Rs (1 =20dB,y3=30dB). . . . .
Maximal 2-way rate & optimized ratBgs, Rs (y1 =30 dB,y3 =30dB). . . . .
Maximal 2-way rate & optimized ratBgs, Rs (y1 =30 dB,y3 =20dB). . . . .
Maximal 2-way rate & optimized ratBgs, Rs (y1 =30 dB,y3 =10dB). . . . .
Comparison of maximal 2-way rates of the SC scheme. . . . . . . .. ..

Half-duplex communication in symmetric WBN.. . . . . . ... . ... ..

Maximal DF sum-rates for perfeBR) and partial RSlerﬁ/) HSI processing..
Operational regions of HDF strategy. . . . . . . . . . . .. ... ... ...
DF, AF, JDF and HDF: sum-rates in WBpM £ 10 dB,y3=30dB).. . . . . .
DF, AF, JDF and HDF: sum-rates in WBpM £ 30 dB,y3 =10dB).. . . . . .
DF, AF, JDF and HDF: sum-rates in WBpM £ 30 dB,y3=30dB).. . . . . .
DF, AF, JDF and HDFj; in WBN (y1 =10dB,y3=30dB). . ... .. ...
DF, AF, JDF and HDRj; in WBN (y1 =30dB,ys=10dB). . ... .. ...
DF, AF, JDF and HDRj; in WBN (y1 =30dB,y3=30dB). . ... .. ...
Principle of HDéc processingin WBN.. . . . . . . .. ... ... ... ...
Optimized values of, ry, rs as a function ofs (1 =5 =30dB).. . . . . ..
Comparison of the upper-bound of the gP$um-rates witiRHRF. . . . .
Comparison of the upper-bounds of sum-ratei®ifsc and HDFtSCC.

SNRs of individual links in WBN with HDF strategy . . . . . . .. ... ..
Butterfly network with perfect HSI linkeffg; = cBg;=2). . . . . . . ... ..
Butterfly network with unreliable/missing HBIKs (g, = cBg =

VIII



LIST OF FIGURES

Figure 11.4
Figure 11.5
Figure 11.6
Figure 11.7
Figure 11.8
Figure 11.9
Figure 11.10
Figure 11.11
Figure 11.12
Figure 11.13
Figure 11.14
Figure 11.15
Figure 11.16
Figure 11.17
Figure 11.18
Figure 11.19

Figure 12.1
Figure 12.2
Figure 12.3
Figure 12.4
Figure 12.5

Butterfly network with imperfect HSI Iinkq?(s, =cPg = 1) ..........
landcfig =cBg=1. . .. ..
Partitioning of QPSK source constellationalt. . . . . . . .. ... ...
Partitioning of the 8PSK source constellatiphabet. . . . . . ... .. ..

QPSK). . . ... ... ..
16QAM).. . . . . . .. ..
BC phase capacity (ext. mag,= QPSK, ssz =8PSK).. . . .. ... ...

HNC matrix partitioning fafig, = 2, cBg, =

BC phase capacity (min. mag,= QPSK, 7R =
BC phase capacity (full mags = QPSK, ,Q%R

BC phase capacity (ext. mag@,= QPSK & UngerboeckgR =
BC phase capacity (min. mag,= 8PSK,&/R =
BC phase capacity (full mags = 8PSK, ﬂR

BC phase capacity (ext. ma@,= 8PSK, @%R

BC phase capacity (ext. mag,= 8PSK & Ungerboeckgz%S
BC phase capacity (ext. mag,= 8PSK, &R =
BC phas capacity (ext. mag,= 8PSK & Ungerboeckgz%S

= 16QAM).

WBN with NuT source constellations and exteradinality relaying.. . . .
SNRsin WBN withHDF strategy. . . . . . . . . ... ... ... ....

Mutual information ofZ* for NuT (QPSK; ) & NuT (QPSK;025).
Destination BER (mlnlmal cardinality relayiiMr = 16, #X = 16QAM)).
Destination BER (extended cardinality relgyiMr = 64, ;z%R

8PSK).. . . . ... ... o
64QAM). . . . . .. .. .
160AM). . . . . ... ..

32QAM). . . ... ... ..
=32QAM). . . .
Maximum achievable BC phase capagity£ QPSK).. . . . . .. ... ..
Maximum achievable BC phase capacity-£ 8PSK). . . . . . . .. .. ..

64QAM)). . .






List of Tables

Table 5.1
Table 5.2
Table 5.3
Table 5.4

Table 6.1

Table 10.1
Table 10.2

Table 11.1
Table 11.2

Example of hierarchical codeword tabl@f| = |%s|=N). . .. ... .. .. 42
Example binary E-PHXC codebooks . . . . . . ... ... ... ... ... 49
Example (non-orthogonal) binary E-PHXC codelsoak. . . . . . .. .. .. 49
Principles of the 2-mode relay processing . . . . . . . .. ... .. .... 56
Hierarchical symbol table® ()| = |#& ()| =Ms). . . .. .. .. ... .. 62
DF relaying scheme in perfect and partial HSIgase. . . . . . . .. .. .. 105
JDF and HDF relaying schemes in perfect and peiShcases.. . . . . . .. 106
Example HNC matrice(él) andxf) ....................... 129
Example HNC matrice(él) andxéz) ....................... 130

Xl






List of Abbreviations

2-WRC
AF
ARQ
AWGN
BC
BER
BN
BPSK
CaF
CBS
CF
CSE
C-sli
DF
DNF
EF
E-PHXC
FDMA
HDF
HDFD
HNC
H-SER
HSI
HXA
HXC
IC

JDF
LDPC
LFP
L-HXC
MAC
MARC
MHD
MIMO
NC
NuT
OFDM
P-HXA

2-Way Relay Channel / Bi-directional Relay Channel
Amplify and Forward

Automatic Repeat Request

Additive White Gaussian Noise

Broadcast

Bit Error Rate

Butterfly Network

Binary Phase Shift Keying

Compute and Forward
Cauchy-Bunyakovskii-Schwartz

Compress and Forward

Channel State Estimate
Complementary-Side Information (see HSI)
Decode and Forward

Denoise and Forward

Estimate and Forward

Extended Parametric Hierarchical eXclusive Code
Frequency Division Multiple Access
Hierarchical Decode & Forward

HDF decoder

Hierarchical Network Code

Hierarchical Symbol Error Rate
Hierarchical Side Information

Hierarchical eXclusive Alphabet
Hierarchical eXclusive Code

Interference Cancellation

Joint Decode and Forward

Low Density Parity Check

Linear Fractional Programming

Layered Hierarchical eXclusive Code
Multiple Access

Multiple Access Relay Channel

Minimum Hierarchical Distance
Multiple-Input Multiple-Output

Network Coding

Non-uniform 2-slot

Orthogonal Frequency Division Multiplexing
Parametric Hierarchical eXclusive Alphabet

X



LIST OF ABBREVIATIONS

PHXC Parametric Hierarchical eXclusive Code
PHY Physical layer

PI-HXA Parameter-Invariant Hierarchical eXclusive Aljiea
PSK Phase Shift Keying

QAM Quadrature Amplitude Modulation

QF Quantize and Forward

QoS Quality of Service

QPSK Quaternary Phase Shift Keying

SC Superposition Coding

SER Symbol Error Rate

SNR Signal to Noise Ratio

TDMA Time Division Multiple Access

WBN Wireless Butterfly Network

WNC Wireless (Physical layer) Network Coding
XOR eXclusive OR

XV



Part |

Introduction






Chapter 1

Introduction

"None is so great that he needs no help, and none is so smah¢heannot give it."
King Solomon

Although the fundamental finding that even egoists can sust@operation (provided the structure of
their environment allows for repeated interactions) wasrided originally for the peopld], numerous
research results have already shown promising performaeresfits of cooperation and cooperative tech-
nigues also in the realm of wireless communication systebwoperation can be generally understood
as a joint action for mutual benefit or as the action of obtajrsome advantage by giving, sharing or
allowing something. Particularly, in wireless communiicas it can be viewed from theommunica-
tional perspective as a number of techniques taking advantages afytiergetic interaction of entities
(signals, processing elements, building blocks or everctimeplete nodes) as well as the collaborative
use of resources (e.g. sharing). Apart of this,dbeialor collectiveaspect of cooperation as a process of
establishing (and maintaining) a network of collaboratindes is of key importance from the perspective
of the entire communication networR][

There are numerous potential performance benefits of catiperin wireless networks including
data throughput, Quality of Service (QoS), network coverag power and spectral efficiency. It is
obvious that not only users, but also operators, manufact@and service providers can benefit from the
cooperation. On the other hand, exploitation of coopegaéigchniques could result into more complicated
scheduling in network, increased interference (relayitlednd moreover, a comprehensive network state
information (e.g. local channel estimates, queue and riyastate of particular nodes) could become
mandatory for implementation of some advanced cooperptiveessing algorithms in wireless networks
[3,4]. But obviously, only a perpetual progress in this cuttedge research area can guarantee that the
ever-growing requirements of fast and reliable commuitoaand omnipresent connectivity in future
wireless networks could be met.

In this thesis we focus purely on tiRhysical layer (PHY) aspects of cooperatidindoubtedly, the
PHY processing algorithms (including modulation, codisiginal processing etc.) are the real driving
force of wireless communication systems, since only thégarithms interact directly with the physical
world, trying to fully exploit the available natural res@es in wireless communication channels. Al-
though the progress in the PHY processing research haslglpeshed the achievable performance of
single-link (point-to-point) communication towards thapecity limits (forecasted by Claude Shannon
in his pioneering work%]), the same cannot be said about the multi-node wirelessragritation net-
works. Interestingly, some fundamental questions (e.@nohkl capacity) remain unanswered even for
the most primitive multi-node network scenario — generalo8le relay channeb[ 7] (even after more
than 40 years from the first results from van der Meuljrahd Cover and El Gamag]).
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During the last decade researchers over the world demeoedtieat allowing anon-orthogonal shar-
ing of channel resources (time/frequency/space) and impl&tien of cooperative processindirectly
at PHY can substantially improve the performance of wieletworks (see e.gl,11]). The emerging
PHY technique called usually as thi¢ireless (Physical layer) Network Coding (WNQR, 13] is (under
some conditions) capable to double the throughput in theless 2-Way Relay Channel (2-WRC) and
similar (or even larger) gains are envisaged in more coragitwireless networks. However, implemen-
tation of WNC in real wireless systems is still connectechveih immense number of complex research
problems, questions and challenges and there are only eeryidorous research results available up to
this day. During my PhD studies | have tried to identify som¢hese "blank spots" in WNC research
to provide generally applicable principles, conceptspatgms and results which have a potential to
push the current state-of-the-art a few steps beyond thitslinduced by the conventional point-to-point
interpretation of PHY.

1.1 Thesis outline

1.1.1 Aims and scope of the thesis
The scope of this thesis is basically three-fold:

1. It serves as a very brief overview of the basic PHY techescand principles applicable in wireless
cooperative networks (Chaptay.

2. It introduces the fundamental principles of WNC proaegsn context of relevant scientific pub-
lications and provides some important references for a nmedepth study of the WNC-related
problems (Chapte3).

3. It provides a detailed overview of my up-to-date reseavolk as a PhD candidate at the Czech
Technical University in Prague and summarizes my origiealitts onWNC processing in param-
etic channe(Partll) andimperfec/partial side information WN@artlll).

1.1.2 Contents

The rest of this thesis is organized as follows. First wegmea brief overview of some fundamental PHY
aspects of wireless cooperative networks in Chapterhere mainly the use of relays and principles of
the Network Coding (NC)14] are introduced. A short section about the wireless 3-netie/rchannel
and basic relaying and bi-directional relaying technigudsch are closely related to our WNC research,
is also included. Chapt&is devoted solely to an overview of fundamental WNC prinespnd tech-
nigues, together with an identification of some interestegpearch questions related to the WNC-based
systems. Two particular WNC research challenges, nameWIHC processing in parametric channels
and implementation aNC in networks with partial side informati@me discussed in Palts 11, which
together form theore of this thesisMaterials contained in Parts 11l cover our original contributions in
the field of WNC systems research. A majority of these resudte been already published in the scien-
tific journals [L5-19] and in the proceedings of international conferen@8s28]. A list of our original
publications is provided in the following section.

1.2 Publications

The core of our research results has been published in tloafog journals:

» Journals ranked by impact:



1.2. Publications

— T. Uricar and J. Sykora, “Design criteria for hierarchicatkeisive code with parameter-
invariant decision regions for wireless 2-way relay chafiteJRASIP J. on Wireless Comm.
and Netw,. vol. 2010, pp. 1-13, 2010. doi:10.1155/2010/921427.

— T. Uricar and J. Sykora, “Non-uniform 2-slot constellagdar bidirectional relaying in fading
channels,IEEE Commun. Lettvol. 15, no. 8, pp. 795-797, 2011.

— T. Uricar and J. Sykora, “Non-uniform 2-slot constellasdor relaying in butterfly network
with imperfect side information/EEE Commun. Lettvol. 16, no. 9, pp. 1369-1372, 2012.

— T. Uricar, B. Qian, J. Sykora and W. H. Mow, “Wireless (Physicayer) Network Coding
with Limited Side-Information: Maximal Sum-Rates in 5-NoButterfly Network" submit-
ted for publication2013.

» Refereed journals:

— T. Uricar, “Parameter-invariant hierarchical eXclusiyereabet design for 2-WRC with HDF
strategy,”Acta Polytechnicavol. 50, no. 4, pp. 79-86, 2010.

The following list summarizes our international conferemublications, written and published during
my PhD study:

 International conferences:

— T. Uricar, “Rateless codes and network coding in two-wayeleiss relay channels,” iroc.
POSTER 2009 - 13th International Student Conference ortritlatEngineering (Prague,
Czech Republic), pp. 1-6, May 2009.

— T. Uricar and J. Sykora, “Extended design criteria for tielnécal eXclusive code with pair-
wise parameter-invariant boundaries for wireless 2-w&yrehannel,” inCOST 2100 MCM,
(Vienna, Austria), pp. 1-8, Sept. 2009. TD-09-952.

— T. Uricar, J. Sykora, and M. Hekrdla, “Example design of riadinensional parameter-
invariant hierarchical eXclusive alphabet for layered H¥&Zign in 2-WRC,” inCOST 2100
MCM, (Athens, Greece), pp. 1-8, Feb. 2010. TD-10-10088.

— T. Uricar, “Parameter-invariant hierarchical eXclusiyereabet design for 2-WRC with HDF
strategy,” inProc. POSTER 2010 - 14th International Student Conferemcglectrical En-
gineering (Prague, Czech Republic), pp. 1-8, May 2010.

— T. Uricar and J. Sykora, “Hierarchical eXclusive alphalmeparametric 2-WRC - Euclidean
distance analysis and alphabet construction algorittmCOST 2100 MCM(Aalborg, Den-
mark), pp. 1-9, June 2010. TD-10-11051.

— M. Hekrdla, T. Uricar, P. Prochazka, M. Masek, T. Hynek, an8lykora, “Cooperative com-
munication in wireless relay networks,” Proc. WORKSHOP 201 1Prague, Czech Repub-
lic), pp. 1-18, Feb. 2011.

— T. Uricar, “Constellation alphabets for hierarchical yétey in multiple-access relay channel,”
in Proc. POSTER 2011 - 15th International Student ConferemcElectrical Engineering
(Prague, Czech Republic), pp. 1-5, May 2011.

— T. Uricar and J. Sykora, “Hierarchical network code mappesigh for adaptive relaying in
butterfly network,” inCOST IC1004 MCM(Barcelona, Spain), pp. 1-9, Feb. 2012. TD-12-
03048.

— T. Uricar and J. Sykora, “Systematic design of hierarchiedivork code mapper for butterfly
network relaying,” inProc. European Wireless Conf. (EWPoznan, Poland), pp. 1-8, Apr.
2012.
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— T. Uricar and J. Sykora, “Non-uniform 2-slot constellasorDesign algorithm and 2-way
relay channel performance,” @OST IC1004 MCM(Lyon, France), pp. 1-7, May 2012.
TD-12-04041.

— T. Uricar and J. Sykora, “Wireless (Physical Layer) Netw@dding in 5-node butterfly net-
work: Superposition coding approach,”@OST IC1004 MCM(Malaga, Spain), pp. 1-9,
Feb. 2013. TD-13-06026.

— T. Uricar, B. Qian, J. Sykora, and W. H. Mow, “Superpositiading for wireless butterfly
network with partial network side-information,” ifroc. |IEEE Wireless Commun. Network.
Conf. (WCNC)(Shanghai, China), pp. 1-6, Apr. 2013.

— T. Uricar, T. Hynek, P. Prochazka, and J. Sykora, “Wirelassre network coding: Solving a
puzzle in acyclic multi-stage cloud networks,”®moc. Int. Symp. of Wireless Communication
Systems (ISWCS]JImenau, Germany), pp. 612—616, Aug. 2013.

Grants

My research efforts were supported by the following intéoral and local projects, in which | have
participated as a co-investigator:

FP7 ICT/STREP (INFSO-ICT-248001): SAPHYRE- Sharing Physical Resources Mecha-
nisms and Implementations for Wireless Networks2010-2012

FP7 ICT/STREP (INFSO-ICT-215669): EUWB- Coexisting Short Range Radio by Advanced
Ultra-WideBand Radio Technology, 2010-2011

FP7-1CT-2011-8/ICT-2009.1.1: DIWINE— Dense Cooperative Wireless Cloud Network2013-
2015

Grant Agency of Czech Republic (GACR 102/09/162¥lpbile radio communication systems
with distributed, cooperative and MIMO processing, 2009-2012

Ministry of Education, Youth and Sports (OC 18&ignal Processing and Air-Interface Tech-
nique for MIMO radio communication systems, 2007-2010

Ministry of Education, Youth and Sports (LD12062)ireless Network Coding and Processing
in Cooperative and Distributed Multi-Terminal and Multi-N ode Communications Systems
2012-2015

EU COST 2100Pervasive Mobile & Ambient Wireless Communications 2006-2010

EU COST IC1004Cooperative Radio Communications for Green Smart Environrents 2011-
2014

Grant Agency of the Czech Technical University in Prague$30/287/0OHK3/3T/13Distributed,
Cooperative and MIMO (Multiple-Input Multiple-Output) Ph ysical Layer Processing in Gen-
eral Multi-Source Multi-Node Mobile Wireless Network, 2010-2012

Grant Agency of the Czech Technical University in Pragu@ $$3/083/OHK3/1T/13)Wireless
Network Coding based Multi-node Dense Networks2013
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1.4. Awards and recognitions

1.4 Awards and recognitions

« Exemplary reviewer of the IEEE Communications Letterg2012)"

» Dean award for the best paper in sectionCommunications (T. Uricar, “Parameter-invariant
hierarchical eXclusive alphabet design for 2-WRC with HDfategy,” inProc. POSTER 2010 -
14th International Student Conference on Electrical Eegiring (Prague, Czech Republic), pp.
1-8, May 2010)

1.5 International experience

* Visiting postgraduate internship at the Department of Electronic and Computer Engineering,
School of Engineeringslong Kong University of Science and TechnolegyKUST (Oct. 2012 —
Dec. 2012)

1.6 Other professional activities

Apart of the main research and publishing activities | hage aerved as a reviewer in several interna-
tional journals and also as a Technical Program Committ@&CjTnember and designated reviewer at
international conferences.

Reviewer

Journals

* |EEE Communications Letters

» Radioengineering

Conferences
* |EEE Global Communications Conference (GlobeCom)
» |IEEE Vehicular Technology Conference (VTC spring/fall)
 |EEE International Symposium on Personal, Indoor and MdRadio Communications (PIMRC)
« International Conference on Computer Communicationd\etd/orks (ICCCN)

* International Symposium on Wireless Communications&yst(ISWCS)

Conference Technical Program Committee
» |[EEE Student Conference on Research and Development (8BDR012

 |EEE International Symposium on Personal, Indoor and NMdRadio Communications (PIMRC),
2013

Dsee Appendix |






Chapter 2

Cooperation in wireless networks

"If you want to be incrementally better: Be competitive.dfiywant to be exponentially
better: Be cooperative."

Anonymous

Wireless channels possess inherently some specific featdnieh do not have any counterpart in wire-
line systems. Firstly, it is theroadcast naturef the wireless medium — signal broadcast from one node
can reach several other nodes in its vicinity at no cost. Aewbsdly, it is aninherent combining of
simultaneously received signglslectromagnetic waves) at the receiver antenna. Botte ttistinctive
properties evidently leverage the potential of coopenagimong the nodes in the wireless network.

Existing wireless network architectures based on the pot-and cellular structures fail to take the
advantage of cooperation possibilities offered by the @janodes in the networld]l A concurrent
transmission of signals is usually considered harmful an¢bntemporary wireless systems (purely as
an interference), and it is avoided rather than exploited.eBiploying sophisticated signal processing
algorithms, scheduling and medium-access techniques @eless network is thus nowadays reverted to
a set of islolated (orthogonal) point-to-point connecsi¢bit-pipes) that provide virtual error-free chan-
nels for the higher layers in the protocol stack. It has beewagd that this orthogonal slicing of re-
sources is strongly sub-optimad][ since it leads to diminishing transmission rates as theork size
increases]3]. Obviously, this approach also makes the implementatfa@ooperation directly at PHY
impossible.

In [3] the cooperation is referred to as any architecture thatlevfrom the traditional approach of
users individually communicating with the associated Istggons and vice versa. Cooperative systems
should exploit adjacent nodes to enhance the user linksuppostive way by relays or in a cooperative
way by other users. It is obvious that there is an enormousiatad different ways in which supportive
relays and cooperative users can be deployed.

Research of cooperative communication strategies is giyénying to pursue two different goals.
The first is thereliability of communication in terms of outage probability, or a syniidlerror proba-
bility for a given transmission rate. The spatial diversityailable among the distributed nodes can be ex-
ploited to emulate the antenna array and thereby increagelibility of communication. This principle
is sometimes calledooperative diversity2]. The second goal is the increaset@nsmission rate For
various processing algorithms and transmission protégtoddegies, significant performance improve-
ments in terms of transmission rate and reliability haventaieeady demonstrated (see e2j3[10,11,29
and references therein). Typical cooperative gains oflegsenetworks are summarized 8} &s follows:

 Pathloss gainBy splitting the source-destination propagation patb smaller parts (by exploiting
the relay) significant gains can be achieved. The aggreg#iténss of the split path is less than the
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pathloss of the full path, resulting in transmit power galinis remains true even if we consider
allocating half of the power to each part (source and relay).

« Diversity gain Providing additional independent copies of the same mé&dion via independent
(relay) channels results in diversity gains, since the gbdly of all paths being simultaneously
illegible decreases.

* Multiplexing gain Using a relay, there is a potential (under a certain comui) of creating a
second independent channel between the source and theatiesti This can be viewed as a dis-
tributed extension of the well-known principles from the Iple-Input Multiple-Output (MIMO)
systems, although this gain can be achieved even if all Hresinitting nodes use only a single
antenna. Note that throughput/capacity gain provided byGA®thniques can be also interpreted
as the mutliplexing gain.

Cooperation is evidently possible whenever the number mfaanicating nodes exceeds two.3Anode
networkcaptures many important aspects of user cooperation aratliecan be viewed as one of the
primary building blocksof the cooperative system. A vast amount of research was@lyespecially

in the realm of information theory) to this special 3-teralinhannel, generally called tihelay channel
The relay channel was introduced by van der Meulen in 1968srPhD thesis 30] (and later in B])
and since then several hundreds of papers devoted to the woication in the relay channel already
appeared. Interested reader should check the referef{@4ja9 for further information. More recently

a problem ofbi-directional flow of informatiorin this 3-node relay channel (called usually as 2-WRC
when the communication is bi-directional) has attractedgehinterest of the research community, since
it represents the most primitive wireless network model ight@e application of WNC techniques is
possible (see e.glp, 31] and references therein).

In the rest of this chapter we briefly overview the generabemts employed in cooperative wireless
systems, including the relaying and network coding teahesofl4]. Application of these basic coop-
erative principles is demonstrated on the example 3-tatmi#lay channel, including an overview of
relaying strategies and disussion of some informatiositical aspects of relaying. The chapter is con-
cluded with a notion of the bi-directional transmissionmfirmation in 2-WRC, where the requirement
of multiple information flows traversing the wireless netwallows to employ the WNC technique. A
more detailed overview of the principles of WNC processsigresented separately in Chagger

2.1 Brief overview of general concepts

2.1.1 Relays and relaying

We have already mentioned the potential benefits of codperat wireless networks. It is important
to note that the use of relay(s) is the prevailing assumptighe design of new cooperative techniques.
Genereally the relays can be deployed as standalone nottes metwork, but virtually any user in the
network can serve as a relaying node from time to time. Cenisig the number of idle terminals in the
present-day cellular networks and the broadcast natureeofvireless medium, it is quite obvious that
the number of potential relays could be relatively large.

The function of the relay can be eithgupportive(relay has not own data to transmit)@yoperative
(relay has own data to transfer). The design of relayingrtiegles is further influenced by several other
characteristics — e.g. absence/availability of the diiektbetween the source and the destination, number
of cooperating relays (dual-hop versus multi-hop netwpets. Discussion about these characteristics
and the resulting canonical architectures of relayingesystis out of the scope of this thesis and can be
found e.g. in B]. Here we only summarize one of the possible classificatifiise relaying techniques,
which is also available in3:
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XA ©Xp

Figure 2.1: Simple example of NC.

» Transparent relaying No digital operations are performed on the signal recelvgdhe relay.
Relay usually only amplifies the signal before retransraissir performs some linear (e.g. phase
shifting) or non-linear operations on the signal in #malogdomain.

* Regenerative relayindRelays are allowed to change the waveform and/or the irdon contents
of the received signal by performing some processing irdtgigal domain.

2.1.2 Network coding paradigm

NC [14] was originally proposed as a means to faciliate the infaimnamulticast (source to a set of
receivers) in a communication netwo®. With NC, intermediate nodes in the network are allowed to
send combinations of previously received information ke&s), instead of simply forwarding (routing)
data B3]. This allows to reduce the total amount of packets whichtrbesent by the intermediate relay
nodes in the network, which in turn leads to great throughpirts.

A simple example of NC principle in the 3-node topology is ig.R2.1. Two nodesNa, Ng) want to
exchange information through a common refRayT he relay decodes packets from both sourasXg),
combines them using simple bit-wise XOR operation and lrasis the combined packei{= Xa® Xg).
NodeA then decodes the packeés from Xg by a simple bit-wise XOR operation (note that pacKgtis
known by the nod@ a-priori):

Xr® Xp = (Xa ® Xg) ® Xa = Xg, (2.1)

and similarly for node.

There are two main benefits of the NC approach: a potetitialighput improvemerdnd ahigh
degree of robustnesS he capability to boost the capacity of a network for malsicflows is discussed
e.g. in B2 33]. The potential to improve the robustness of a system by pagrapplication of NC is
observed e.g. in34], where an additional diversity gain is obtained by emptgyNC in the Wireless
Multiple Access Relay Channel (MARC) — see F&32 In MARC the single destination can decode both
packets, provided that at least two (out of three) packetsamectly received. The outage probability of
the MARC scheme with NC is analyzed i84].

The broadcast nature of wireless medium is recognized asieatke characteristic that facilitates
a direct application of conventional NC in wireless systdB#. In wireless systems an NC-encoded

Figure 2.2: Multiple Access Relay Channel with network cagat the relay.
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packet can be broadcast by the relay to all destinations iimgdestransmission, and hence less network
resources (power, use of channels) are required for a sfote®mmunication (as compared to the
system without NC). Obviously, NC can be used jointly wititditional channel coding to further improve
the reliability of a transmission. Joint network-channetling is discussed e.g. i8¢ for a 3-node
relay network and in37] (joint network-LDPC code) and 39 (joint network-turbo code) for MARC.
Practical implementation of NC in the wireless network carfdund e.g. in40,41]. The experimental
measurements from the 802.11 testb&t] tonfirm the potential gains of NC in the wireless network
setup.

Since NC is basically a wire-line technique, which usualhe@tes with the whole data packets in
the wire-line network, a detailed description of this iet&ing technique is out of the scope of this thesis.
Interested reader can find more detailslid, B2, 42-45] and references therein.

2.1.3 Capacity bounds

Unlike for the traditional single (source-destinatiomkij which capacity is well known for decades
(e.g. B]), the capacity of a general multi-source multi-node netwis not known even today. In fact,
even the capacity of the general relay chanBgd]still have not been found. Although the information-
theoretical analysis of the capacity of general multi-nadieless channels is out of the scope of this
thesis, here we restate the theorem, which bounds the ratéoafation transfer between two sets in a
multi-node network (Fig2.3) by a conditional mutual information.

The network consist ol nodes. Nodé is characterized by the input-output pe@(“),Y(i)), and

sends information at a raf€'!) to nodej. The nodes are divided in two se8sndS® (the complement
of §), and a cutC conceptually separates the nodes in these two sets. Thaahamepresented by the
conditional probability mass function(y(1),y(2),...y(N) | x(1),x(2),...X(N)).

Theorem 1 (Cut-set theorem)If the information rates Ri}) | are achievable, then there exists a joint
input probability distribution gx(1),x(2),...x(N)) such that

R < | (X(S);Y(SC) |x(§)) (2.2)
ieSjese

forallScC1,2,...N.

Proof can be found e.g. ir6] Theoreml says that the rate of information flow across any cut
(boundary) dividing the set of nodes in the network in twotpdthe transmitter and receiver sides)
cannot exceed the mutual information between the chanpetsron the transmitter side and the channel
outputs on the receiver side, conditioned on the knowledigeats on the receiver side. The problem of
information flow in general network$] would be solved if the bounds of Theorehwere achievable.
But unfortunately, theslkounds are not achievabéren for some simple channel models like the general
relay channelZ, 6].

As noted in [L1], it is unlikely that the capacity regions (in Shannon’s sgnof general wireless
networks can be obtained, especially when the network digzaamd feedback are incorporated. Un-
fortunately, separation theoreh§6] which usually guide the wireless network protocol desigmaso
absent due to the lack of capacity result§]]

Due to the high complexity of theapacity evaluatioin general multi-node wireless networks some
authors focus only on the evaluation of tagproximate capacityo provide capacity bounds which are

2LDPC is a commonly used acronym for the Low Density Parity &@odes 38).
3)Shannon’s separation theorem shows that separate desipumfe (compression) and channel coding does not cause any
performance loss if the underlying communication chansigloint-to-point and static.
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Figure 2.3: A network with multiple nodes divided in two s¢8sS®) and separated by a oOt

at least more tight than those suggested in Thedre@uite recently, Avestimehr, Diggavi and Tse pre-
sented a novel approach to the evaluation of approximagedgmwf wireless networks with single source
and single/multiple destinations (including some basittinsource scenarios). Their idea is based on the
observation that signal interactions become more impbtiem noise in the high Signal to Noise Ratio
(SNR) region, and hence that wireless networks operate imtarference-limited (rather than noise-
limited) regime in this SNR region. This allows (if the sgfézbroadcast and superposition properties of
wireless medium are incorporated) to model the whole wéeteetwork as a set of deterministic wire-line
bit-pipes, providing a tighter bound of the achievable cégdahan that available in Theorein Interested
reader can find more details iAg-49].

2.1.4 Half-duplex constraint

The deployment of relays in practical systems puts an enplbasthe half-duplex limitations of cur-
rent radios. If the relay would transmit and receive simétusly in the same frequency band, than the
transmitted signal will interfere with the received sign@lonsidering the large difference between the
received and transmitted signal (typically 100-150 @B, it is obvious that this interference could de-
grade the received signal significantly. Although it is tregimally possible to cancel out the interference
at the relay by interference cancellation techniques ésine relay knows the transmitted signal), it is still
problematic for the state-of-the-art radios to avoid thersrin the interference cancellation for the signal
of such a large differenc@]. The full-duplex radios are hence not commonly used lzaléiduplex con-
straintsare usually considered as an integral part of the system Imblde information theoretic analysis
of the half-duplex networks can be found e.g. %0]] where the cut-set theorem (Theordjrhas been
extended to networks with multiple states.

2.2 Three-terminal relay channel

2.2.1 System model

The relay channel is the 3-terminal communication chan8jedtjown in Fig. 2.4 The sources wants
to transmit information to the destinati@h The relayR has no own information to transmit, and hence
only supports the communicating nod&s[§). The signal being transmitted from node € {S R} is
labeledX; and the signal received by noglej € {R,D} is labeledy;.

Conceptually, information is relayed in two phases (moddsie first is the broadcast (BC) mode,
whenS transmits andR, D receive. The second mode, wh&/R transmit andD receives is known as
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the multiple-access mode (MAC). This differentiation idyoconceptual since it is theoretically possible
that the communication in both modes proceeds simultamgp?js However, the half-duplex constraint
discussed in the previous section essentially preventsitheltaneous transmission of both modes for
current state-of-the-art radios. Four different modeétu(ss) of relaying (based on the two aforemen-
tioned modes) are depicted in F@5.

2.2.2 Relaying strategies

Two fundamental relaying strategies (protocols) for thier@ainal relay channel can be distinguished,
based on the fact whether the relay decodes the receivegnafion or not. In the first strategy, called
usuallyDecode and ForwardDF), the relay decodes the signal transmitted from thecsand retrans-
mits the decoded signal (after possibly compressing ardiding redundancy). This strategy is close to
optimal when the source-relay channel is perfect, sinchigidase the relay channel virtually becomes
a 2 x 1 multiple-antenna systerg]] The second strategy refers to the case, where the relayt istre

to decode the signal from the source. Nevertheless eversigdbe it has an independent observation of
the information transmitted from the source, which can liecgifely exploited by the destination in the
decoding process. The relay sends an estimate of the soansetission to the destination and hence the
strategy is often calleBstimate and ForwargEF)Y". Both protocols which are now commonly known as
DF and EF have been introduced Bj.[ A special case of the EF strategy, callkoplify and Forward
(AF) has gained a lot of attention, mainly due to its simpyi¢R, 3]. In this strategy, the estimated signal
is simply the analog signal received by the relay antennafancelay simply amplifies this signal before
retransmission.

Slight modifications/combinations of these basic straegian be found in the literaturéddaptive
relaying [B] (called selection relaying ir?]) refers to the strategy where the relay chooses whethesgo u
DF or AF, according to the fact whether it is able to decoderdoeived data (DF strategy used) or not
(AF strategy used). In contrast, in tBg/namicrelaying (3] the relay uses DF if the received data were
decoded correctly, but otherwise stays idle.

DF and EF strategies are thoroughly examinedil}.[Further details about the uni-directional relay-
ing strategies can be found e.g. B 3,9,52 53]. While these references discuss the relaying problem
mainly from the information-theoretical point of view, serexamples of practical coding strategies for
uni-directional relaying have been already propose83h(based on the LDPC codes) and 54] (based
on the rateless-codeS4-57)).

2.2.3 Capacity bounds of the relay channel

As we have already mentioned, the capacity of the geneeiBibal relay channel is still not know (even
after more than 40 years from the first results from van derl&te{8] and Cover and El GamaB]).
Although the capacity of the degraded relay chanBghps been completely solved if][ the channel
degradedness is an unrealistic assumption for the wirsjestems (as noted e.g. i#]].

“)Note that terms Compress and Forward (CF) and Quantize amehFeb(QF) generally refer to the identical princip®.[

Figure 2.4: Three-terminal relay channel.
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2.2. Three-terminal relay channel

~ ~
: ONNO 10,
(c) Source does not transmit in the second mode. (d) Multi-hop communication.

Figure 2.5: Possible models of relaying in the three-teahialay channel. The BC mode/phase (solid
red) and the MAC mode/phase (dashed blue) are distingulshdidferent colour and line style.

Figure 2.6: General full-duplex relay channel.

In addition to the capacity of the degraded channel, alsodbacities of the reversely degraded chan-
nel and the feedback relay channel are discusse8|intfis important to note that the analysis therein
has been performed for Gaussian communication channsistbetefore neither the fading channel was
considered, nor the pathloss gains were incorporatedhet@amalysis3]. Information-theoretical anal-
ysis of the relaying strategies in the context of wirelessnetels is available ing[l], where the capacity
results are generalized to multi-antenna transmissidm Rétyleigh fading and extended to multi-source
and multi-destination networks.

Further information about the information-theoreticghects of relaying can be found mainly in
[6,9,51]. Here we introduce only the upper-bound for the capacityhef generafull-duplexrelay
channel (Fig2.6) [9] and the upper-bound for the capacity of the genkadi-duplexrelay channel (Fig.
2.7) [50]. These upper-bounds are derived as consequences of teeagent-set theorem (Theorem
1) [6] and its half-duplex extensio®{)]. The proofs of both Theorems can be found%hdnd [50].

Theorem 2 (Capacity upper-bound (full-duplex relay)The capacity C of the general relay channel is
bounded above as follows

C < sup min(l (Xs;Yr, Yo | Xr),| (X5, Xr; YD)) - (2.3)

P(Xs:XR)

Figure 2.7: General half-duplex relay channel (BC and MAGS#).
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2. COOPERATION IN WIRELESS NETWORKS

Theorem 3 (Capacity upper-bound (half-duplex relay)fhe capacity of the general half-duplex relay
channel is upper bounded as follows

Cha < sup min(tl (XY, Yp) + (L - )1 (X& Y5 [ XZ) .t (X&;Y5) + (L-)1 (X, XE:Y5)) . (2.4)
t:0<t<1

where the superscript 1 stands for the BC phase, the supgr&stands for the MAC phase and t is a
portion of the time in which the network is in the BC phase.

2.3 Bi-directional relaying

Many examples of bi-directional traffic flows can be found iegent wireless networks, including voice
conversations, video conferencing (between two usersfamh messaging and routing of information in
ad-hoc networks, just to name a few. Moreover, future callnétworks will probably deploy inexpensive
bi-directional relays to expand their coverage afef].[ These relay nodes will intervene between the
mobile device and the base station. All these facts incrigs@saterest in bi-directional relaying scenarios.

In the bi-directional relay channel (2-WRC) two sourcesd@sA, B) want to mutually exchange the
information with the potential help of the relay termirRRi(see Fig. 2.8). Such mutual exchange of
information between two nodes can follow various schem@ascehoth nodes have knowledge of their
own (previously sent) data, this case calls naturally feragkploitation of the NC principles (compare the
system model from Fig2.8with the NC example in Fig2.1). Together with the signal received from the
relay, the a-priori known own data (visualized in F&y8as the Hierarchical Side Information (HS1)9))
can be used at both nodes to decode the desired information.

First notes about the utilization of NC for bi-directionalaying in wireless systems can be found
in [33,59 and in [6Q] (also a bi-directional multi-hop is addressed in this papé&he joint network-
channel coding principle fron8pP)] is extended to the bi-directional relay channeléd][

2.3.1 Two-way relay channel

Three possible bi-directional relaying schemes are suietain Fig.2.9. Traditional routing (Fig2.99
requires four steps to successfully deliver the data in bivéctions. Utilization of NC coding principles
together with the inherent broadcast nature of the wiretesdium allows to reduce the required number
of steps to three (see Fi2.9h. This raises the potential to achieve a sum-rate gain ofia®8,3%
(e.g. b9)), compared to the traditional 4-step routing. Moreoviean appropriate processing is used, it is
possible to exploit the inherent physical combining of taemunication flows over the wireless multiple
access channel to achieve a sum-rate gain of 100% @L¢Z, 63]), compared again to the traditional
4-step routing. In this case, the number of required steghsoes to two (see Fi.99.

Note that while the 4-step and 3-step schemes allow theatigtito exploit the direct channels be-
tween node#\ B, in the 2-step scheme the utilization of direct channelsaisimrally prohibited by the
half-duplex constraint. Since the 4-step scheme corraigptmthe traditional routing, in the following
section we focus on the bi-directional relaying stratefpeshe 3-step2.9b and 2-step2.99 schemes.

Figure 2.8: Two-way relay channel (2-WRC).
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N - —"

(a) Traditional routing. (b) 3-step scheme. (DF strategy) (c) 2-step scheme. (JDF, AF, DNF/HDF)

Figure 2.9: Bi-directional communication schemes in 2-WRC

2.3.2 Bi-directional relaying strategies

In the 3-step scheme (Fig.9b the relay receives information from the sources in two ssgssteps (e.g.
time slots). The relay decodes the data, combines them DNKrand broadcast them to both destinations
in a single transmission. Since both data streams are dédxydhe relay, this strategy is usually called
Decode and ForwardDF). In simple 3-step DF schemes9 60, 62], the direct link between sources is
ignored. In B1], the direct link is not ignored and a joint network-chanecetling is utilized to process
the information received from the direct and relay links.

In a similar strategy, calledoint Decode and Forwar@JDF) [31, 64, the relay again decodes both
data streams, but the sources are allowed to transmit simadtsly in the first step (hence only two steps
are sufficient for this scheme). Since both data streams baudecoded by the relay, both nodes have
to select their date ratesithin the Multiple Access (MAC) sum-rate regif#]. In both DF and JDF
strategies, the network coding is performed on the recalata streams, hence a simple bit-wise XOR
NC operation on the received data packets can be used.

The 2-step relaying strategies, where the relay does naotdgethe data from both sources are often
commonly referred to a@ireless (Physical Layer) Network CodifiyNC or PLNC) (e.g. 31,63,65)]).
These strategies were inspired by the observation thatitrigcessary for the relay to decode the exact
source information§3, 66-69], as it is not the final destination of any of the two data strea This
allows both nodes to select their data rabegside the relay MAC sum-rate regi@md thus improve
markedly spectrum efficiency. Basically two such strategin be found in the literature (see e&y]].
The first strategy is a bi-directional counterpart of thei{@dinectional) AF strategy. In this strategy the
relay again only amplifies the received analog signal anddéns strategy is again calléanplify and
Forward (AF) (see e.9.31,62,67,69,70]) or Analog Network Coding%8]. The second strategy, whose
principles were independently introduced 68]66] is usually calledDenoise and ForwardDNF) [66],
Hierarchical Decode and Forwar@HDF) [71] or Compute and ForwardCaF) [L3], although some less
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MAC phase BC phase
HSL
7

HSI
6 b &

Figure 2.10: MAC and BC phase of WNC schemes.
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common names likPartial Decoding[72] can be found in the literature as well.

Achievable rate regions of the 2-WRC channel were analyzpdie [64] (full-duplex assumption),
[7Q (half-duplex assumption) and’8]. Two-way rates for DF, JDF, AF and an upper-bound of the
achievable rate for DNF were analyzed B1] (sub-optimal broadcast strategies assumed). Broadcast
capacity region of the 2-WRC is dealt with i@4], where the optimal broadcast strategy for the relay
which has decoded data from both sources (DF, JDF strajegiasalyzed.

We briefly overview the basic concepts of the WNC techniqoeke last sub-section of this chaper.
Subsegently, in Chapt& we discuss solely the HDF-like WNC processing, since theoritgjof our
own research results (as presented in RirtH ) is focused on this family of WNC relaying strategies.

2.3.3 Wireless (Physical Layer) Network Coding

The WNC strategies (AF, HDF) offer the best potential parfance among all the bi-directional relaying
strategies in 2-WRC, as they require only 2-steps (callealyisMAC and BC phase - see Fig.10 to
bi-directionally relay the data, and they are not limitedtbg relay MAC capacity region (unlike JDF).
Although the AF strategy is quite simple to implement, itfets from severe limitations. First of all,
the noise received by the relay in the MAC phase is amplifigétioer with the useful signal and hence
this strategy suffers from th@ise accumulatiof62, 75]. Moreover, the knowledge of both source-relay
channels is usually required at both destinations to eixtrecdesired data from the relay signat],
which inevitably raises the communication overf@ad he last significant limitation of AF is a direct
consequnce of the layered architecture of contemporaslegs systems. These systems use the error-
correcting codes and Automatic Repeat Request (ARQ) méahariomimic error-free PHYto higher
layers. This cannot be done in AF since no decoding is esdlgnpierformed at the intermediate relay
nodes and hence potentially erroneous data (packets) mvarfted through the networl {]. Never-
theless, promising performance improvements of a prddtigalementation of AF have been already
shown in B8], where the throughput improvements of 70% (compared ditteanal routing) and 30%
(compared to traditional NC) have been observed in a testbgaoftware radios.

To the best of our knowledge, the principles equivalent doHBDF (DNF/CaF) strategy, which avoids
the typical problem of noise amplification in AF and simultansly allows to exploit the power of error
correction coding even on a “per-hop" basis (more detailshei given later), have been independently
introduced in §3] and [66].

In DNF the relay performs an estimate of the pair of receiwgdi®ls (codewords) and maps the
estimate to the symbol (codeword) from the discrete 38t {vhich is then broadcast by the relay. Since
the impact of the noise is eliminated from the received digha relay processing is described as “de-
noising” in [31, 66, which gives the name to the whole strategy (DNF). HDF anH @dow essentially
an almost identical idea. In HDF the relay decodes diretitydompoundhierarchical" data from the
observed signal, and then broadcasts (after potentialceeing) this hierarchical data/codeword to the
destinations71]. Similarly, the relay processing is described as a direcioding of some function of
source data at the relay in the CaF stratetf§].[ The underlying principle of all HDF, DNF and CaF

5)Global channel state estimates must be relayed to respefgatinations.
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strategies is quite similar to the traditional NC codihdput note that here the relay output signal is ob-
tained directly from the observation in the MAC phase, saf@source packetze not decodedy the
relay. In all these strategies both destinations are alile¢ode the desired data from the relay signal and
own (previously sent) data iff theXclusive law(see e.g.31]) of NC is not violated (more details will be
given later). In the following chapter we focus in somewhatrendetail on the basic concepts, principles
and research challenges in the HDF-family of WNC processing

6)A fundamental idea of HDF/DNF/CaF can be described as amptt® generalize the finite field NC principles to the contin-
uously valued constellation space.
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Chapter 3

Wireless (Physical Layer) Network
Coding

"To be happy in this world, first you need a cell phone and thmnnyeed an airplane.
Then you're truly wireless."

Ted Turner

As we have already mentioned in the previous chapters, WG ®mising technique which possesses
a great potential to significantly increase the achievdbieughput in wireless networks. In this chapter
we focus solely on the HDF-family (DNBRJ[, 65], CaF [13,76]) of WNC processing. Readers interested
in AF processing should refer e.g. 181 62,67,69,70].

We demonstrate the basic concepts of HD&h the simple 2-WRC model, which, despite of its
simplicity, allows to clearly describe the basic princptef HDF [71], together with all the research and
design challenges naturally accompanied with this tearmi§Ve focus solely on the core principles of
HDF which are neccessary for introduction of our own redeagsults (as presented in Pditdll).

Following the adagé€’A picture is worth a thousand wordsiye try to explain the HDF principles
as simply and illustratively as possible, without divingedento the detailed and rigorous mathematical
descriptions. A rigorous description of HDF, DNF and CaRtsfgies is available in the excellent papers
[10,12,13 71].

3.1 HDF relaying in 2-WRC

3.1.1 System model

The 2-WRC system contains three physically separated nodelesA, B and relayR). NodesA and

B would like to mutually (bi-directionally) exchange dataatdA source is hence co-located with the
destination for dat® (and vice-versa). SincA, B are not in a radio visibility (direct link is missing),
a support of a common shared relay n&les required (Fig3.1). The transmission from each source
serves also as the Hierarchical Side InformaligHSI) [19,26] for the reverse link (more details will be
given later).

7)Since the core idea of the HDF, DNF and CaF strategies is @aiyeitentical, from now on we will use the acronym HDF to
refer to all these WNC strategies.

8)This specific form of side information is sometimes alsoezhbs the Complementary-Side Information (C-31] for simply
as the self-information12].
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MAC phase BC phase
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Figure 3.1: 2-WRC with Hierarchical Side Information (HSI)
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A wireless system is considered, and hence all transmittedreceived symbols are signal space
symbols. Channels are modeled as linear frequency flat wditée White Gaussian Noise (AWGN)
and all nodes are half-duplex (one node cannot simultafececeive and transmit). The nodes operate
with synchronized symbol timing and Channel State Esti;@@SE) are available only at the receiving
nodes (unless stated otherwise). Due to the half-duplegtmint each bi-directional communication
round can be divided into the MAC and BC phase (Bid).

3.1.2 MAC phase — source nodes transmission

In the MAC phase both nodés B simultaneously transmit their messages (data watggls to the relay
R. If achannel coding (error-correction) is employed in thgtsgn, the sources encode their data messages
prior to the transmission to obtain the codewoegds= ¢ (da), cs = ¢ (ds), where%', i € {A B} is
the channel coding operation. A signal space representétiith an orthonormalbasis) of then—th
transmitted channel symBblis sa (ca), Ss(ca) (s € @ C C™, |.&| = Ms), whereca, cg are source
node code symbolsz (.) is the channel symbol memoryless mapper at n@dgA, B), Ns is the complex
dimensionality of channel symbaodg, ss andMs is the source alphabet cardinality.

The constellation space signal received at the relay in MA&sp is

X = hasa+ hgsg +Ww, (3.2)
and hence the-th constellation space symbol received at the relay cavélea&ed as
X =hasa+hgsg + W, (3.2)

wherew is AWGNO andha, hg are scalar complex channel coefficients (constant duriagliservation
and known at the relay). Note thatis generally a vector of vectors singec Cs.
For some subsequent analysis, it is convenient to equithalexpress the useful signdifsa + hssg)
after a rescaling by /hp as
U =Ssa+hsg. 3.3)

whereh = hg/ha, ha,hg,h € CL. The only purpose of this “rescaling” is an attempt to siriythe signal
analysis in parametric MAC channdlq] by introducing a model of useful signal which incorporates
influence of both channel parametéhng,(hg) in the single one (relative) channel paramétesince the
useful signal8.3) is in fact a superimposed (compound) symbol in the sigredspit it sometimes called
thehierarchical signalland similarlyu is called thenhierarchical symbqgl The received signal at the relay
hence can be evaluated also as

X = hau+Ww'. (3.4)

Both node#\, B are assumed to have sufficiently large buffers to store thairtransmitted messages
for subsequent processing. This process is visualized/aual transmissiorof HSI in Fig. 3.1

9We will omit the symbol time variable from the following expressions to improve the readability.
10\ is assumed to be circularly symmetric complex Gaussiarenwith variances? per complex dimension.
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3.1. HDF relaying in 2-WRC

3.1.3 HDF relay processing

In 2-WRC both destinations have naturally available theavusly sent data (HSI). Without HSI, it
would be necessary to decode both separate data messageseay and then broadcast both these
decoded messages to secure an end-to-end informationreyecbatween nodes, B. However, in 2-
WRC this would be strongly sub-optimal, since HSI is avdéahere virtually at no cost (only sufficiently
large buffers are required) and hence it can be utilized ¢orifgress" the relay output similarly as in the
conventional wire-line NC42].

In 2-WRC the relay can always perform a traditional multeiudecoding to decode both separate
source messagela,ds. Since HSI is available at both nodes, the relay can sim@sterits output mes-
sage aslr = da ® dg (® is a convetional NC operation — e.g. bit-wise XOR) and braatithis message
(after channel coding and modulation) to both destinatiditte that this processing corresponds to the
JDF strategy (as mentioned in Chaf@irNodeB is then able to decode the desired messhgeom the
relay signal and HSI (own datis) as:

da = dr®ds
= (da®dp)®ds (3.5)

and similarly for the decoding of messagjgat nodeA.

Although the aforementioned principle is nearly optimalat SNR (see e.g.77]), it is possible
to show that even better performance can be achieved wheWi@ relaying strategies (see a brief
overview in Chapte?) are employed in 2-WRC. The fundamental underlying priteoqd WNC strategies
is grounded in the fact that the relay does not have to detediadividual source messages dg, since
it is not the final destination of the communication. Morepes noted e.g. inl0,12,13,71] the inherent
superposition property of wireless channels can be indéedras aatural NC operationThe relay hence
must only map its observatioB.Ql) to a valid output message, which will secure that both dastns
are able to decode the desired data similarly a8.5)(The relay operation in any WNC systéhhhence
can be described by the following mapping:

240 x(da,dg) P dg (3.6)
or
2s: x(cac8) g 3.7)

Mapping 2y (respectivelyZ¢) describes the relay operation which assigns a discredg neéssage
(respectively codeword) to the received constellatiorcepsignalx. A particular implementation of
this operation can have various formi€[12, 65,67, 71, 72, 78], including a sub-optimal symbol-wise
processing 65, 79-81] (which ignores the structure of the underlying channeles)da modulo-lattice
operation 1.3, 78] (nested-lattice codes must be employed at both sourcespacessing which exploits
the linearity (group structur& of the underlying channel codel82,83]. As noted e.g. in2,83,84],
the performance of a particular HDF processing dependsaagbedecoding metriemployed at the
relay nodé).

It is obvious thatZ. (equivalently Zy) must fulfil some requirements to guaratee that successful
decoding of the desired data can be performed at both déstisa The first fundamental property is

1DIn AF the relay output signak is simply an amplified version of the received analogue s$jdra sk = Bx, wheref is the AF
amplification factor (see e.g31]).

12)Thanks to the linearity of the underlying channel codes amsal combination of codewords is again a valid codeword.

13)Apart of the optimal metric (sum of exponential&l]), it is possible to use some approximate metrics (e.g.\wod#Euclidean
distance 84]) with a sub-optimal (but often near-optimum) performateeeduce the complexity of the decoding process.
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usually termeaXclusive law71,79:

Zc(casca) # Zc(CasCa) < Ca 7 Ch, (3.8)
2¢(Ca,C8) # Zc(Ca,Cp) < Ca # Cg, 3.9

and hence the mapping operation is simply called asXwusive mappingy1]. The second fundamental
property of the eXclusive mapping is given by the existerf@ninverse mapping operatio®” ~* which
allows to retrieve the desired data message (from the re@dgynal and HSI) at both destinations:

Ze t(cr.Ca) = s, (3.10)
2: t(cr,CB) = Ca. (3.11)

Note that even though the eXclusive mapping is describedfaadaion of individual source data
da,dg (or equivalently codewordsa,cg) none of these are decoded by the relay in the HDF strategy.
This expression is used usually only to simplify the analy&5].

3.1.3.1 HDF, DNF, CaF: terminology

As we have already mentioned, the principles of HDF, DNF aafl @laying strategies follow essentially
the same basic idea. Here we briefly review the terminologd irsthe literature to help the reader to get
acquainted with the basic concepts of these relaying gieste

» HDF: The eXclusive mapping operatio8.6) is described as the (hierarchical) decoding oftihe
erarchical datamessagér = dag (equivalently hierarchical codewoog = cag). The hierarchical
data are a joint representation of the data from both sowuwes that they uniquely represent one
data source given a full knowledge of the other o8@l.[ For the successful decoding at the des-
tination, a specific Side Information (SI) on the compleraentiata must be available. Since this
specific Sl enables a decoding of the desired data from tharblgcal signal, it is usually denoted
as thehierarchical SI(HSI) [19, 26)].

» DNF: In DNF, the eXclusive mapping operatidd.§) is denoted adenoisingto stress the fact that
the effect of noise is eliminated by the mapping operatiah@my useful signal is transmistted by
the relay (unlike in the AF astrategy). Destinations musehdS| available to decode the desired
data. Although some papers focus on the per-sybol opergpi@nsymbol denoising)7P-81],
DNF has been originally introduced as an operation on thelevbodewords 31, 62]. Example
implementation of the per-codeword denoisiigan be found e.g. ir7R, 87).

» CaF: The eXclusive mapping operatioB.6) is described as aomputationof some function of
the source codeworas = f (ca,Cg) in the CaF strategy. Again, both destinations must have HSI
available to decode the desired data. The key idea is to é¢hedinear functions of the transmitted
messages at the relay node, rather than ignoring the irgede as noisel]. The CaF principles
are usually demonstrated on tladtice codeq88] which are well suited to map the finite field
operations (codeword space) to the complex field (consitallapace) 13, 77].

3.1.4 BC phase and destination decoding

The output of the eXclusive mapping function (eitligror cg) is further processed by the relay using
standard PHY algorithms (channel coding and modulatiarg fence it is (after a potential re-encoding)

14)Convolutional B7] or LDPC codes 72] are employed at both sources.
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Figure 3.2: MAC phase: 2-WRC with uncoded QPS3K £ sf’) andsg = s,(az) sent).

mapped into the signal space channel symhgls </ and broadcast to destinatioAsindB in the BC
phase. Tha-th received signal space symbol at nédghe destination for datB) is

YA = hraSR + W, (3.12)

where the complex circularly symmetric AWGMI{) has the varianca,f per complex dimension. Simi-
larly we denote th@-th received signal space symbol at n&i¢he destination for datd) as

Y8 = hreSR + W, (3.13)

where the complex circularly symmetric ANGM) has the variances per complex dimension.

As noted e.g.12], the key idea of any WNC system is based on the existencesdfigtwork decod-
ing" (inverse) function which allows to decode the desirexbaage at each destination from the observed
relay signal and HSI. The existence of this inverse mappingtion is guaranteed by the inverse property
of the eXclusive mapping3(10, (3.11) and hence the desired codeword can be retrieved from tag rel
signal iff the eXclusive mapping operation employed by #lay fulfills this property.

The complete HDF decoding process at nddean be simply summarized as an inverse map-
ping operation which maps the received constellation sgageal from the relayy) to the desired
data/codewordag), using the own (previously sent) datinj as HSI:

lior: (ya(cr),ca(da)) — ca(ds), (3.14)
and similarly for the node B:
Zfor: (Ye(cr),ca(ds)) — ca(da). (3.15)

Standard channel decoding algorithms can be used to debedgéesired datd; from the codeword

G, i € {A,B} at each destination. Obviously, there are again numeroys Waw to implement the
decoding operatior3(14), (3.19 in the 2-WRC system, including a 2-step processing (dexpdf the
relay codeworar followed by the inverse mapping operatidh10, (3.11) or a more general decoder
implementation, where HSI and relay observations are fiexttly into the source data decoder and hence
the relay codewordg is not explicitly decoded at the destination.

3.1.5 Uncoded example

To visualize the basics of the HDF operation we overview ttee@ssing of particular nodes in a single
communication round (MAC and BC phase) in the uncoded 2-W&Ees with QPSK modulation.
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Figure 3.3: Relay eXclusive mapping: 2-WRC with uncoded RPS = sf) andsg = s(Bz) sent).

[relay output]

3.1.5.1 MAC phase

The source messages are mapped directly to constellatiobag® sa, ss, which are then simultane-
ously transmited towards the relay. Ttmmpound (hierarchical) constellatimbserved at the relay node
is visualized in Fig3.2 (for the sake of simplicity we assume that= hg).

3.1.5.2 eXclusive mapping at the relay and BC phase

As it is obvious from Fig3.2 the relay cannot unambiguously infer the actual transwhipiair of source

symbolssf),sg), since the corresponding point in the constellation spadenigs to multiple (over-
lapped) pairs of source symbols. Fortunately, even in thgedt is still possible to map the received
signal to the relay output in such a way that both destinatiwould be able to retrieve the desired sym-
bol from the relay signal.

In HDF the relay maps the received constellation space kigiiae output signal using the eXclusive
mapping operation as irB(6), (3.7). Since we analyze the uncoded system, this mapping preduce
directly the relay symbol2s(sa,s8) = sz. To demonstrate the principle of the mapping operafibn

&= 2 (§A,sé), it is useful to describe it in a matrix forn24]:

Kin - kawg
Kvst -+ Kwigvs

whereki; = Xs(i,j),1,j € {1,2,...Ms} is the index of the relay output symbqkjj andM;s is the source
alphabet cardinality.

In the uncoded system the eXclusive mapping operation cainfygly visualized (see Fi.3) as a
"colouring" process, where the particular colour (i.eayabutput symbosg) is assigned to the particular
region in the continuous constellation space. As it is alseicus from Fig.3.3, this corresponds to
the assignment of indicdg (colours) of relay symbols to particular elements of the leXiee mapping

15)The channel coding operaticfi | i {A,B} is simply an identity operatiorc{= ¢ (bi) = bj) in the uncoded system.
16)Note again that even though the eXclusive mappitigs described as a function of individual source symisalss, none of
these are decoded by the relay in the HDF strategy and this®sipn is used again only to simplify the analy§S][
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Figure 3.4: Destination decoding: 2-WRC with uncoded QP§\K;(S(A3) andsg = s(BZ) sent).

matrix. The mapping operation visualized in Fg3can be explicitly evaluated as:

1 2 3 4
XS:

A WN
w s
N~ B
PN W

As already said, the eXclusive mapping operation must nealbthe eXclusive law3(8), (3.9 to
guarantee the decodability of the desired data from they rglgnal at both destinations. It is quite
straightforward to show that in this simple example thisdsiigalent to securing that each particular
relay output symbaodg (colour) occurs only once in every row and every column oféXelusive map-
ping matriXx”). Note also that even in this simple uncoded example the “cession" of relay output
information (induced by the eXclusive mapping operatienglearly demonstrated. Although there are
M?2 total combinations ois-ary source symbols, the relay output is “compressed” tdvikary symbol
by the eXclusive mapping operation, as it is also aparem frqg. 3.3

3.1.5.3 Destination decoding

The decoding operatior8(14), (3.15 reduces to a simple inverse mapping operattint(sg,s) = s;

(i,] € {A,B} andi # j) in the uncoded system. Without loss of generality we dbsctiie decoding
process at nodA. As it is visualized in Fig3.4, the decoding operation is a two step process in the
observed example. Firstly, the estimate of the relay ogjgumialsg = sg” (“yellow" symbol) is inferred
and subsequently this estimate is used together with the(preriously sent) symbas = sf) (HSI) to
retrieve the desired symbol:

21 (sg@,sga) _ 42,

Note that if HSI would be unavailable at destination, thei# remain an ambiguity about the desired
symbolsg after obtainingsg (as it is also visualized in Fig.4).

3.2 Selected open research problems in WNC

Although the fundamental idea of HDF processing is rel&tiggaightforward, there is still a great num-
ber of research challenges which quickly arise when moreptioated models of channels and networks
are to be analyzed. In this section we briefly overview twa#jmeopen problems in the WNC research,

1MEquivalently it can be said that the mapping must form a Lsdjnare — see e.g8]]
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Figure 3.5: Impact of channel parametrization: 2-WRC witliceded QPSK.

namely the WNC processing jparametric channeland WNC processing witpartial/imperfect HSI
Since both these problems are currently under a heavy igagish in the research community we also
provide an overview of the state-of-the-art solutions iesthinteresting research areas.

3.2.1 HDF in parametric channels

While the HDF strategies are mature in the traditional AWGidrmnel, their performance fading chan-
nelscan be seriously degraded due to the inherent wireless ehgemametrizatior(e.g. complex channel
gain) [65,71]. As noted also inT9,89], the fixed eXclusive mapping operation (e.g. bit-wise X@Rgs
not work always well due to the undesired phase and amplitéfdet between the source-relay channels
ha, hg.

In a parametric system, channel coefficiemishg in the MAC stage determine how the two source
signals overlap in the compound constellation observeldeatdlay nodeg5]. If the eXclusive mapping
operation is kept fixed at the relay, some specific valuesafichl parameters can directly invdiadures
of the eXclusive la.8), (3.9), resulting in a decreased performance of the overall sy&le The impact
of channel parametrization on the shape of compound cdatsdel in the uncoded system is shown in
Fig. 3.5 As it is obvious from this Figure, the eXclusive mapping igtion designed in Fig3.3 for
ha ~ hg does not work well fohs/hs ~ j, since in this case some symbols belonging to the differeay
output symbokg are overlapped in the constellation space, preventingetlag to perform unambiguous
decision about its output. This detrimental effect of crelarametrization is specific for HDF systems
and it has been identified asrejor problemof the WNC-based bi-directional relaying strategies ayea
in [63,66).

Generally, such performance degradation of a parametrig sj3tem can be avoided by phase pre-
rotation (and power control) of both source node transmissies, 68, 75] or by adapting the relay
eXclusive mapping operation to the actual channel conuitig5. While the first aproach virtually
reverts the fading channel into the conventional (non+patac) AWGN, the second one aims on the
adaptive design of eXclusive mappiogeration (adaptation to the actual value of channel paemne
ha, hg), which can also prevent the occurance of eXclusive lawfag. However, both these approaches
have several drawbacks, including a practical infeagyili the (synchronized) multi-node transmission
phase pre-rotation or a sensitivity to channel estimatioors of adaptive solutions (inaccurate channel
estimates results in an improper choice of the relay exXetusymbol mapperdd].

Due to the aforementioned drawbacks of HDF with phase-sgmihation or adaptive eXclusive
mapping, some authors try to attack the problem from a diffeangle. In 91] a simple multi-level

18)This detrimental effect of channel parametrization affe¢he performance of the system even if the relay has pedtntates
of source-relay channels available.
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Wireline (NC) network Wireless (WNC) network

Figure 3.6: Wireline vs. wireless 5-node Butterfly NetwaoBiknce HSI channels are generally unreliable
in wireless butterfly network, the particular amount of mf@tion which must be broadcast by the relay
(denoted as (da,dg) in the figure) depends on the quality of both HSI liflgs— Dg andSs — Da (see
e.g. R4).

coding scheme over QPSK modulation is presented which altovadaptively change the decoding of
hierarchical codewords at the relay according to the actuahnel conditions. However, this approch is
limited only to the QPSK modulation scheme, and moreoveraids the performance degradation only
for some specific values of channel parameters 9#h the authors try to avoid the occurancesifigu-

lar fade stategeXclusive law failures) by the design of a distributed spime coding technique (single
antenna at both sources and relay node is assumed). Anptireiaeh is based on the design of new mod-
ulation schemes which can essentialy avoid (or at leasedse) the impact of channel parametrization
on the system performance. Some nawah-linear modulation schemé&s parametric HDF systems are
introduced in §3,94]. The design ofinear modulation scheméer parameteric HDF systems represents
one of the two major areas of our own research and it is cosspdrately in Patt. A core of our results

in this field has been already published 15[16,18,20-22, 25, 95|.

3.2.2 Partial HSI processing

Although the principles of WNC profit from the specific natofevireless channels (inherent combining
of electromagnetic waves and its broadcast nature), tliieyesbain partially grounded in the essentials
of conventional Network Coding (NC1Lg,32).

In wireline NC-based networks, the information packetssarg through orthogonal links with identi-
cal capacity and intermediate relay nodes combine theveg giackets before re-transmission (instead of
purely relaying them) to boost the system performance. &\thik packet-based NC processing is natural
in wireline networks, in wireless networks thherent broadcast propertg to be exploited on channels
with potentiallysignificantly different capacitiesConsequently, even though each node’s transmission
can be potentially overheard by several nodes in its vigiite same (perfect) information cannot be
always retrieved by all these nodes due to the varying cpscf related wireless channels. The legacy
of NC principles is hence partially broken in wireless (WK&sed) networks, yielding several significant
and novel research challengé9j.

One example of this phenomenon can be demonstrate8-naale Butterfly NetworlBN) topology
(see Fig3.6), where, similarly as in 2-WRC, HSI is required to decodedbsired data from a common
(NC/WNC-coded) data stream. While this information can befgrtly delivered to both destinations
through orthogonal links in the wired BN, no dedicated ogtaal channels for transmission of HSI are
required in théNireless BN (WBN)where both destinations can obtain HSI directly from therbgard
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MAC phase

BC phase

Figure 3.7: HDF signal flow in Wireless Butterfly Network (WEBN

source node transmission (Fi§1.7). Unfortunately, when channel conditions on such "overtieB S|
link(s) are not favourable, onlymited (partial/imperfect) HSkan be received at destinations, making
the conventional (perfect HSI) decoding impossita4, p6, 97).

To the best of our knowledge, there are still only very lirditesults considering the problem of
imperfect HSI processingAs shown in pg], the performance of WBN witiminimal cardinality HDF
relaying? is limited by theHSI link capacity Fortunately, it is possible to overcome this limitation by
employing theextended cardinalitprocessing (see e.@24,97]). Although the increased cardinality of
the relay output is required in this case, oplgrtial HSI becomes sufficient to guarantee a successful
decoding at both destinations. As shown2d][ this approach can outperform (for some specific channel
conditions) the conventional processing with minimal aaatity HDF relaying.

The basic principles of HDF processing in thecoded WBN systemith QPSK source alphabet
constellation are summarized in Figs8 (perfect/full HSI),3.9 (no HSI) and3.10 (partial HSI). The
decoding process is visualized only for destinafiin(for the sake of clarity).

The analysis opartial/imperfect HSprocessing represents one of the two major areas of our ewn re
search and it is covered separately in P&rtA core of our results in this field has been already published
in [17,23,24,26,27], [19] has been submitted for publication.

3.3 Further reading

To help the reader get acquainted with another interestemsaof WNC processing research we conclude
this section with an overview of some further relevant refiees.

3.3.1 Adaptive eXclusive mapping

As already noted, some authors try to avoid the performaegeadation of HDF in 2-WRC by the
adaptation of eXclusive mapping%, 75, 79. A design of adaptive relay output mapping was originally
proposed in the paper by Koike et al9], where a brute-force search algorithm which identifiesapg-
mal mapping operatid® for a given value of theelative channel parametéh = he/n,) was presented.
This technique was later extended to the adaptive modulatise in 98].

An analytical treatment of the eXclusive law failure evesisgular fade states) is presented80][
where the fact that only some singular fade states coné&ibaminantely to the average Symbol Error
Rate (SER) in Rician channels is presedtédkoike’s design of adaptive mapping was reviseddt]|

19The cardinality of the relay output alphabef® is given by|#R| = max{|=|,|#&|} in the minimal cardinality HDF.

20)The goal was to find the mapping which has the best Euclidestarttie profile of the compound constellation received at the
relay (unocoded QPSK modulation is assumed at both sources)

2DSuch behaviour was not observed in Rayleigh channels. @igdinclusions have been drawn already2i?] [
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Figure 3.10: Partial HSI processing in WBN. Relay output hastended cardinality
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where a novel construction of adaptive mapping operatias€ on the Latin squares) is introduced. The
Latin squares-based design of adaptive mapping was flettended to 2-WRC with multiple source and
relay node antenna89.

While most of the authors focus only on thecoded 2-WREase, there are already some results
available also for the convolutionally-code’¥] and LDPC-coded{2] 2-WRC systems.

3.3.2 Lattice codes

Structured codes (e.g. the lattice cod8§]] are more and more preferred over the random codes in
capacity analyses of multinode wireless networks. In tldmeof HDF systems, the inherent linearity
(group structure) of lattice codes can be favourably exgibisince they perfectly suite the requirement
that any linear combination (sum) of codewords (performgdhle channel) is again a valid codeword.
This group structure of lattices (with respect to real veeiddition) is pointed out e.g. irvf] and it is
exploited later as the basis for the capacity evaluatiohefQaF relaying strategy 8, 76]. More details
about the lattice code construction can be found e.gl@100-103 and references therein.

3.3.3 Real-world implementation of HDF/WNC

Practical implementation of HDF/WNC systems introducessd new research challenges which do
not have its counterpart in the convetional point-to-paydtems. First of all, one of the prevailing
assumptions in the research of HDF system is the perfectsgnization of symbol timing among alll
simultaneously transmitting nodes. Unfortunately, thare still only very few papers discussing the
issues associated with the symbol-time synchronizatidttDiF systems (see e.dL(4-108).

As already noted in Sectidh2.], performance of HDF systems faces a serious perfromancadkeg
tion in fading channels, which could be potentially avoidfedsynchronization of source nodes transmis-
sion phases is employed in the system. Although this pleasd-$ynchronization is often considered as
unfeasible, Huang et al. introduceghase synchronization schefioe the 2-WRC with uncoded QAM
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constellatio”? [107], providing some promising initial results which encougaan implementation of
phase-synchronous HDF processing.

To the best of our knowledge, there are still very few paperastigating real-world implementations
of WNC processing. These papers inclu8€][(AF), [108 (3-step DF scheme based on the modified
802.11 MAC/PHY) and109 (HDF implemented on USRP-ETTU310Q). The implementation in]09
(so-called frequency domain WNC) requires only moderatdifization of packet preamble design for
802.11 a/g, and it also efficiently exploits the cyclic prefixOFDM modulation to combat the symbol
asynchronism. The experimental results show that synclusand asynchronous frequency domain
WNC have nearly the same Bit Error Rate (BER) performancel{ith channel coded and uncoded
system).

3.3.4 Further research directions

Design of a suitable processing for channel-coded HDF t(juétwork-channel coding strategies) repre-
sents another important direction in the research of HDEegys. Some practical design of joint-network
channel coding schemes can be foundlal] (fountain codes%5]), [83 (repeat-accumulate codes)
or [72,89] (LDPC codes).

As noted e.g. in24], even the mapping of source information bits to the coteieh symbols can
have a significantimpact on the HDF system performah6&[12. A non-uniform constellation design
(including the bit mapping) for binary WNC system is presehin [L113, where the goal is to lower the
complexity of HDF with higher-order constellation by utilaig the binary codes (lattice codes or non-
binary schemes have higher decoding complexity). The fadtrion-binary codes over the finite field
F = GF(q) allow to decode the hierarchical data from a larger set afdimetwork combinations is
discussed e.g. irg8p].

The optimization of BC phase transmission in the HDF systepgesents an another poorly inves-
tigated research area. In the 2-WRC systems with full reegoding (DF or JDF strategy) the optimal
relay BC processing depends on the symmetry of BC channelgle\the conventional bit-wise XOR
operation applied on the decoded source data is considegatinal when the BC channels are symmet-
ric, the assymetric case calls for novel BC schemes, bagedrethe superposition coding approach (see
e.g. [114 for more details). The broadcast capacity region of 2-WR@ whe DF relay is investigated

e.g. in[74].

22)Even better performance of the proposed synchronizatibense is expected in the channel coded systems.
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Chapter 4

Introduction

"The best way to predict the future is to invent it."
Alan Curtis Kay

As noted in Sectior3.1.3 the feasibility of HDF is conditioned by the satisfactiditloe eXclusive law
(3.10, (3.11). Moreover, it can be shown that this law must hold alongsidecomplete signal path
(MAC and BC) B6] to guarantee that both destinations can decode the defitad

A code (codebook) satisfying the eXclusive law at the sigmce codeword level is sometimes
called the Hierarchical eXclusive Code (HXC)1] 86]. While a direct design of HXC codebooks is
highly complex B€], an alternative approach based on the Layered HXC (L-HX&S)gh was introduced
in [86,115. L-HXC consists (in the simplest case) of the error coirgctode (outer layer) and the
alphabet memoryless mapper (inner layer). The inner lagles€r to channel symbols) provides the
eXclusive propertyf the hierarchical symbols and the outer layer code can ligany state-of-the-art
capacity achieving code (e.g. turbo code or LDPC). The dphamemoryless mappef (.), i € (A,B))
fulfilling the eXclusive law is then called the HierarchiaXclusive Alphabet (HXA) 115 (see Fig.
4.1).

Theorems showing the viability of the L-HXC design in 2-WR@WHDF strategy can be found
in [71,115. The complexity of the proper HXA design increases in cadsb®parametricchannel (see
Section3.2.1), where a specific channel parametrization can invokeXwusive law failuresresulting
in a significant performance degradation (see 9.96]). Note again that these eXclusive law failures

occur whenever a specific pair of hierarchical symtnbljs(§A,sé), 'y’ (§,;,sg) , such thatZs(u' ) #

%(ui'vj/), falls into the same point (or close to each other) in the @blasion space, thus increasing the
probability of erroneous decision at the relay (see Bif).

4.1 Summary of contributions

In this part of the thesis we overview our contributions te ¢kesign ofinear modulation scheméder pa-
rameteric HDF system&&rametric HXC(PHXC) design). Our first approach to the design of PHXC for

Figure 4.1: Layered Hierarchical eXclusive Code.
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Figure 4.3: Basic principle of HDF processing in 2-WRC.

parametric2-WRC is presented ir20], where, based on the criterion for parameter-invariansoalla-
tion space boundaryL L€, the design criteria foconstellation space source node codebawikis channel
parameter-invariant decision regiorat the relay are derived. However (as discussed latet5}),[re-
quirements of these design criteria are relatively stpogventing the design of codebooks with higher
than binary cardinality irC?. To overcome this inconvenience, a relaxed version of tdesin crite-
ria is introduced in 15], and a construction algorithm for codebooks with arbitreardinality inC? is
presented. An alternative approach (based on a geomaeiriegpretation of the design problem) to the
design of multi-dimenisonal HXC (respective HXA) is avaiein [18,21,117. The principles of these
two multi-dimensional constellation design approachessammarized in Chaptér

Although the novelC? constellation alphabets (Chap®rare quite robust to channel parametriza-
tion, this robustness is unfortunately accompanied witkduction of achievable throughput (a direct
consequence of the increased alphabet dimensionalitylrélly, the goal of the follow-up work was to
find a suitable constellations ifi* to avoid this inherent drawback of multi-dimensional cefiations.
Unfortunately, based on the analysis of (squatad)lidean distance propertied hierarchical symbols,
the fact that only binary HXA can avoid violation of the eXsive law (for arbitrary parametrization) in
Clis proved in R2]. The analysis of the Euclidean distance of hierarchicailsyls is restated in Chapter
6.

Although the occurance of eXclusive law failures cannot lv@nted in case of conventional mod-
ulation schemes it (excepting the binary alphabets), it can be shown th&igian fading channels
it is possible to suppress this harmful behaviour of chapaehmetrization by a design of novel 2-slot
constellation alphabets. The propo$émh-uniform 2-slot (NuTalphabets16, 25| are robust to channel
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parametrization effects in Rician channels, outperfogie traditional linear modulation schemes with-
out sacrificing the overall system throughput. The desigmcjples of NuT constellations are discussed
in Chapter7.

4.2 System model

For the purpose of this Chapter we adopt the 2-WRC systemImpoekented in SectioB.1(see Fig4.2).
NodesA andB would like to mutually (bi-directionally) exchange datain& A, B are not in a radio
visibility (direct link is missing), a support of a commoreshd relay nodRis required. The transmission
from each source serves also as HSI for the reverse link.

The basic principle of HDF processing in 2-WRC is summarireéig. 4.3 RelayR maps the
received constellation space sigmab the discrete relay output messdgewhich carries a joint infor-
mation about sourcA, B data. If HSI (own, previously sent data in 2-WRC) is avaiaat both sources,
the desired information can be decoded from the relay semdHSI. Note again that a particular imple-
mentation of the relay eXclusive mapping{) and destination decoding operatiorigir-, Z&) can
have various forms (as discussed also in Se@i@h
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Chapter 5

Multi-dimensional constellation design

"Science never solves a problem without creating ten more."

George Bernard Shaw

5.1 Design criteria for multi-dimensional HXC with parameter in-
variant decision regions

5.1.1 Introduction

One of the first attempts to find a suitable HXC for HDF proaggsh parametric 2-WRC was based
on the idea to design the source alphabets (codewords) m aweay that the resulting hierarchical
codeword visible at the relay hamrameter-invariant decision regiori5, 20]. Based on the analysis
of conditions which guarantee parameter-invariant deaisegions for a particular pair of hierarchical
codewords (PHXC design criteria — sdd § for details), we introduce a design algorithm for complete
PHXC codebooks

PHXC codebooks are designed by applying the pairwise PHX@deriteria on all'critical” hier-
archical codeword pairsi.e. on all pairs of hierarchical codeword pairs which nfafow the eXclusive
law. Such an approach will force all corresponding paintisandaries (i.e. not only the ones which are
directly affecting the decision regions shape) to be patarvinvariant. Although this requirement could
be relatively strict, it allows us to express the codeboddigtecriteria in a compact set of required condi-
tions. In this section we present the design criteria foRfHXC codebook and show that all requirements
of these design criteria can be satisfied at once only if thikesase different individual codebooks.

5.1.2 Definitions and sytem model

We adopt the 2-WRC system model presented in Se@iar(see Fig.4.2). For the purpose of this
section we assume that signal space codewsr@s {A,B}) are drawn directly from individual source
codebooksZa, % (source codebooks can be different in general). The earvéierarchical signal
u=sa-+hsg (as seen by the relay) can be interpreted as an element afth@kent hierarchical codebook
u € %y. The number of individual codewords iia andZg is assumed to be equal, | &a| = |%s| =N
and the number of hierarchical codeword$4, (h)| < N2. Throughout this section we assume only a
minimalcardinality of the hierarchical codebod¥, (h)| = N. For a general discussion on hierarchical
codebook cardinality se&§.
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Table 5.1: Example of hierarchical codeword tabl&[| = |%s| = N).

5.1.3 Parametric Hierarchical Exclusive Code in 2-WRC
5.1.3.1 Relay processing in parametric 2-WRC

In parametric 2-WRC the codewords visible at the raldy) € %, (h) are parametrized by the rela-
tive channel parametdr= ha/hg, making the decision regions of the relay HDF re-encoderet@lso
dependent oh. Consequently, the exclusive law must be generalizgghrametricchannel 116:

Zs(sa,8,h) # Zs (a8, h) < sa # Sy, (5.1)
Zs(sa,S8,h) # 25 (sa.56,h) & 8 # 6, (5.2)

and it must hold for all permissible values'of

The code which has the relay processing invariant to ther@lgrarametrization is usually called
PHXC [116. PHXC generally comprises source codebogks %g, the relay output codeboakr and
particular relay processing functions. In the followingtéens we introduce a design criteria fai, and
%e which can guarantee that the relay decoding function doedemend orh, i.e. the relay decision
regions ar@arameter-invarianf116.

5.1.3.2 HDF decoder decision regions

We denote the particular signal space codewords in codestamfollows: % = {§A}iA, Py = {SiB}iB

and#, = {u¥},. Letuk(aie) (h) = sA 4 hs® be the equivalent hierarchical codeword received at tiagrel
Codeword indiceg;ia,ig must follow the exclusive laws( 1), (5.2). Note that the index of hierarchical
codeword K) is a function of the pair of individual codeword indicég,{g), hence it is useful to list
all permissible combinations of individual codewosis s& (and corresponding hierarchical codewords
ukliaie)y in a “hierarchical codeword table” (Tab®1). We generally assume that all codebooks are
subsets of 2-dimensional vector space over the fie{t8a, g, B, Br C C?) and that the parameter is
a scalar inC, h € C. The field is typically the set of real or complex numbers.

For the subsequent analysis, we need to defip@iavise boundangas a set of points which have the
same constellation space distance to a pair of hierarotwciwordsi¥ (h) andu' (h).

Definition 4. Pairwise boundaryzX' (h) is the set of points having the same (constellation space) Eu

clidean distance to a pair of hierarchical codewadfia®) (h) andu' (A78) () for anyk # 1. Thepairwise
boundaries set/pg is the union of all pairwise boundarigg' ().

The pairwise boundary (see the example in Big) is defined for every permissible pair of hierar-
chical codewordsu (h),u' (h)). Itis obvious that, from the perspective of the codebodligie the most
critical are those pairs of hierarchical codewords, whiatehone of the comprising individual codewords
identical 6a = S, or ss = s3). These hierarchical codeword pairs may directly violateexclusive law
(5.2, (5.2, if some specific value of parametrization cause them tarfed an identical decision region
of the relay decoder. The codewords from such pair must hbaagesigned appropriately to ensure

42



5.1. Design criteria for multi-dimensional HXC with parat@einvariant decision regions
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Figure 5.1: Visualization of the pairwise boundary in thestellation space.

iA

%M (h) € Sep — — —
F (h) € SaB
ukliasis) O (ia,iB)

Figure 5.2: HDFD decision regions shape exampieé¢odebook). Note that some boundariestiside
the decision region correspondingdne hierarchical codewor¢given by the same region colour). Such
boundarieslo notaffect the final decision region shape an hence can be caadids “masked”.

that they always fall into twalistinct mapping regionsf the output HDF codeboolér, otherwise the
error-less communication would be impossible. As it is datethe following Definition, the particular
pairwise boundaries between all such pairs of hierarclkimaéwords constitute some subsettis.

Definition 5. Critical boundaries subse¥cg C .-“pg is the set of all pairwise boundarig&! (h) between
all permissible hierarchical codewords paikéai®) (), u' (ixis) (h) such thaia = i/, orig = i.

Pairwise boundary?X between the hierarchical codewords pafifi+i®) (h), u'(A8) (h) is hence
classified as critical%é'B) by Definition 5, if the corresponding hierarchical codewords reside in the
same rowily = i) or column (g = i) of the hierarchical codeword table (TalSe).

5.1.3.3 Pairwise PHXC design criteria

As already mentioned, one of the possible ways how to desit)Pis to design the codebook&a
and %g in such a way that the relay decoding function would not ddpemh, i.e. the HDF decoder
(HDFD) decision regions are-invariant The shape of the HDFD decision regions is given directly by
some subset of pairwise boundaries, the so-calktive boundaries subsét (Yag C .%pp) - see the
example in Fig5.2 As it is also obvious from this figure, the final shape of theRIDdecision regions
generally does not have to be formed by all boundaries frégp. Boundaries for some index pairs
could be overlapped by other decision boundaries. E.gndbaies between two neigbouring hierarchical
codewords (in one column or row of the hierarchical codewalie) do not have to appear as a true
decision boundaries of the overall hierarchical codebatdwever, considering all, even the “masked”
ones, enables simplified parametric codebook construetidhe expense of fulfilling stricter criterion
than actually required. Such code design rules are thusiguffibut not necessary ones.

The pairwise design criterion for theinvariant pairwise boundaryZ"' (i.e. for theh-invariant

23)n general, the active boundaries subg@g does not have to comprise solely the boundaries 6 (s ;(_ 7cB)-
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Figure 5.3: Shift of pairwise boundaries affects the HDFBisien regions shap&¢ codebook).

hierarchical codeword pair<iais) andu' (xit)) in C2 isderived as a pair of required conditions Iif:

(sh—ghigorsh) —0, (5.3)
<gs,gg;gs+gg> —0. (5.4)

5.1.4 Design criteria for full PHXC codebooks

Thefinal shapeof the HDFD decision regions is given entirely by active boares 755 (h) € 7ag)
and hence it could seem quite reasonable to apply the paidgsign criteriag.3), (5.4) only to these
boundaries inag. In this case the design criteria would ensure that the etiagbn space “position”
of all boundaries from¥ag will remain fixed, however some other boundaries could paity “move”
along with the varying channel parameler

This “boundary movement” could (for some valueshpfchange the HDFD decision regions shape
and hence break the requirement of parameter-invariantOH@geision regions (Figh.3). One way how
to potentially avoid this undesirable behavior is to applg tesign criteria omll critical boundaries
(%(":'B(h) € .“cB), thus requiring all pairwise boundaries.ificg to beh-invariant. As we prove later in
this section, this condition is sufficient to force the emet ¥pg to be parameter-invariant.

5.1.4.1 E-PHXC design criteria

Forcing all critical pairwise boundaries to henvariant is a relatively strict requirement, neverttsslé
allows us to express the design criteria in a compact setjoined conditions and it avoids the movement
of all critical boundaries (complete sétcg), which are dominantly responsible for the final shape of the
HDFD decision regions. We apply the design criteBad), (5.4) for the parameter-invariant pairwise
boundary taall critical boundaries resulting in the set oéxtended design criterifor complete PHXC
codebooks

A code which has all theritical boundariesﬁ@é‘B (h) € ) invariant to the channel parameter will
be calledExtended Parametric Hierarchical eXclusive Cq&ePHXC). Now we will formally define the
E-PHXC codebooks and introduce the necessary conditioribéacodebooks design in Lemria

Definition 6. The codebooksZa = {§A}iA, PBg = {§B}iB areE-PHXCwhen all the critical boundaries
%85 (h) € Fcg for hierarchical codebook, (h) at the relay aré-invariant.
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Lemma 7. CodebooksZ, = {éA}iA, P = {§B}iB are E-PHXCIif the following conditions hold:
<§A - §%;§B> —0 Via < i), (5.5)
<§B—§’B;§B+§’B>=o Vig < i, (5.6)

forallip,ig,iy,ig €{1,2,...N}, where N= |%a| = | #s|.

Proof. We apply the PHXC design criteri&.Q), (5.4) to all critical boundaries. The critical boundary

2K, (h) is the pairwise boundary between hierarchical codewokéts'® (h) andu' (A1) (h) whereis =
iy orig = ig (from Definition5).
Now we have (from%.3)):

0= (dr—gugodo) = (090 +55), (5.7)
forallia=1ih, i #ig, ia.ig,ig € {1,2,...N} and
0= (sr—dhgo o) = (dr—ghode), (5.8)

forallig =g, ia # i}, ia i € {1,2,...N}.
From (6.4) we have:

0— <§B—§’B;§B+§’B>, (5.9)
forallig #ig, ig,ig €{1,2,...N} and
0= (s®—gB;g8 1 B) = (0;295), (5.10)

forallig =g, ig,ig €{1,2,...N}.

Itis obvious that the inner products i6.7) and 6.10 are always zero, and hence these conditions are
always satisfied for all the required individual codewordi@es. From the remaining two inner products
(5.8 and 6.9 we have the following criteria for the E-PHXC design:

<§Af§$«;§8> —0 Vipihis € {1,2,...N}, in#ih, (5.11)
<§B ,g’s;ga+g’s> —0 Vig,ibe {1,2,...N}, ig #if. (5.12)

Furthermore the conditiorb(11) for a given pair of indicesif, i’,) is equivalent to the same condition
for a “reversed” pair of these indice (i), becaus{sﬂ’A —ga: §B> = —1<S‘A — ga; §B> (and similarly
for (5.12). Hence it is sufficient to checl6(11) only foria < i’y (and 6.12) for ig < if). O

5.1.4.2 E-PHXC decoder decision regions

Design criteria for E-PHXC codebooks.p), (5.6) force all critical boundaries (setcg) to be invariant

to the channel parameter. Hence, all pairs of hierarchimé¢words which are in the same row (or col-
umn) of the hierarchical codeword table (Tabl&) have the corresponding pairwise boundary invariant
to the channel parameter. Moreover, the design criterigaiffecient to force theentire setof pairwise
boundaries.¢pg) to be parameter-invariant, i.e. the constellation spacmbaryZX between any per-
missible pair of hierarchical codewords is forced to be peater-invariant by the E-PHXC design criteria
(5.9, (5.6). We prove this proposition in the following Lemma:
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Figure 5.4: Impact of E-PHXC design criteria on non-critic@¥' ¢ .#cg) boundaries.

Lemma 8. If the codebook fulfills E-PHXC design criteria then it ledlpermissible pairwise boundaries
(%M € .Zpp) invariantto the channel parameter.

Proof. We choose (without loss of generality) two hierarchicaleedrds (1At81) andulia2-ie2)) which
have different both indicesA; # ia» andigy # ig2). These hierarchical codewords reside in a different
row and column of the hierarchical codeword table (TdéhB. The corresponding pairwise boundary
is not considered as critical by Definitidn(Z(iavie1)-(ia2ig2) ¢ /-g), hence it is not directly forced to
be parameter-invariant by the E-PHXC design criteria (Sge3:4). We prove thaiz(auis).(ix2ie2) js
parameter-invariant if the E-PHXC design criteria aressitil.

Assume that codebook®a, % are E-PHXC. Then any hierarchical codeword pair residinthé
same row or column of the corresponding hierarchical codévable has the pairwise boundary invariant
to channel parameter (corresponding boundary is consldareritical by Definitiorb and required to be
parameter-invariant by DefinitioB). All such boundaries satisfy the PHXC pairwise criteBa3), (5.4).
The following four boundaries are hence parameter-inmafimarked as?cg in Fig. 5.4

pavien) (inie)) = gp13 (5.13)
pliaviey).(iani2) R*?, (5.14)
g aie)inzie2) = gp24 (5.15)
plazisl).(ia2is2)  _  gp34 (5.16)

Boundariesz'3, 12, %%*, %%* satisfy the PHXC design criteri& (3, (5.4), and hence the following
three inner products (conditions fa!? and#3* are identical) are forced to be zero:

<§'A1 _ §A2;§'Bl> = 0, (5.17)
<Si31_si32;si31 +Si32> = 0, (5.18)
(gm g dezy = (5.19)

The examined pairwise boundarg{a1ie).(ir2ie2) — 7714 are parameter-invariant if the following
two inner products are zero:

<SiA1_SiA2;SiBl +Si32> = 0, (5.20)
<Si31_si32;si31 +Si32> - 0. (5.212)
Now it is obvious that%.217) is identical with .18 and 6.20 is forced to be zero by5(17) and 6.19:
<§'A1 - SiAZ;SiBl —|—Si52> _ <S|Al _ SiAZ;SiBl> + <§A1 _ §A2;§Bz>
<§A1,SiA2;Si31 +Si52> —0. (5.22)
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The pairwise boundarg(iauie)-(in2ie2) satisfies bothg.20), (5.21), and hence itis indirectly forced to
be parameter-invariant by the E-PHXC design critesi&)( (5.6). In the same way we can prove that any
permissible pairwise boundary?! € .#pg) with arbitrary indice, | is forced to be parameter-invariant
by the E-PHXC design criteria. O

5.1.4.3 E-PHXC with identical codebooks

Here we analyze the design criteria for a special case ofictodebooksfp = Bg = A) to show
that E-PHXC does not exist if the sources are limited to hdeatical codebooks. Note that by “identical
codebooks” we mean codebooks which have completely idardit codeword®” (i.e. including the
indexing of codewords in the codebook). In this case botlebodks contain the same codewords, so we
may omit the subscript#(B) from indices.

Theorem 9 (E-PHXC with identical codebooks)Codebook” = {§ }i is E-PHXCIif the following con-
ditions hold:

1] =|}s']| ¥ <, (5.23)
IsH* = (s:") vi<i, (5.24)
foralli,i’ € {1,2,...N}, where N=|#|.
Proof. We start with 6.6), from which we get for the two pairs of codeword indi¢eg) and(i’, j’)
<§ ~dd +s'/> =0,

Bl (Es 2+jzm{<§;§’>}:o vi<i, (5.25)

where j is an imaginary unit. Should this hold foriadt i, the inner productéé ; §’> must be real-valued
and all normg|s'||, H§'H must have same magnitude. Thus, the condit®6) (s equivalent to a pair of
conditions<§;§’> e Rand|s|| = const.

From (6.5 we get

<§—s";sj> =0,

(¢;d) = <§/;sj> Vi<, (5.26)
foralli,i’,j € {1,2,...N}. Considering the symmetry, this is equivalent to
(s;9) = <§’;si> Vil g, (5.27)
which is in turn equivalent to
<s',';§'> = const=||st|?, Vi, i". (5.28)
And thus the conditiond.5) is equivalent to<s‘;§'> = ||st|%. O

Theorem 10. E-PHXC does not exist for identichinarycodebooks$a = Bg = %, | 2| = 2).

24)Two mutually rotated BPSK are hence not considered as i#ribdebooks.
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5. MULTI-DIMENSIONAL CONSTELLATION DESIGN

Proof. The binary codebook contains two individual codewo#is- {sl,sz}. Each codeword is a vector
over C2. The design criteria for the E-PHXC with identical binary ebdoks require (from5(23 and
(5.29):
st = 1Is°[1 (5.29)
st * = (s52). (5.30)

We assume that there ex@t+ s* such that both conditions are satisfied.
The Cauchy-Bunyakovskii-Schwartz inequa({i8BS) [11§ states that for all vectorsy holds

[ < X -l (5.31)

where the equality is achieved if= yy for y = % Since the inner produ«é'sl;s?) must be positive

and real-valued (from5(30) it is obvious that(s*;s?)| = (s';s*). Now we apply the CBS inequality
(5.31) on vectorss!, & :

(S < Is']- 1]

() < ||st%, (5.32)
becausd|s!| = ||s?|| (from (5.29). Condition 6.30 requires the equality in5(39. This equality is
achieved iffs' = ys?, wherey = |\51;T|22> =1, i.e. the equality is achieved #t = s>, which is a contradic-
tion with the assumptiog! # <. O
Corollary 11. E-PHXC does not exist for any identical individual codets)(#a = %s = %, | | = N).

Proof. Conditions .29 and 6.30 form a subset of all required conditions for any individoatlebook
with cardinality greater than twd4| > 2). As shown in a proof of Theoref®, it is impossible to find
two different codewords satisfying this condition. O

5.1.4.4 E-PHXC with non-identical codebooks

We proved that source codebooks satisfying all the requE€tHCS design criteria does not exist if
we limit both codebooks to be identical. In this section wevdethe E-PHXC design criteria for the
assumption of two non-identical individual codebooké(# %s).

Theorem 12(E-PHXC with different codebooks)Codebooks4a = {éA}iA, P = {éB}iB are E-PHXC

if the following conditions hold:

Ise| = HB Vig < if, (5.33)
D<§B;§’B> — 0 Vig<il, (5.34)
<§Af§k;s18> — 0 Via<ih, (5.35)

for allia,ij,ig,ig, jB € {1,2,...,N}.
Proof. We start again withg.6) from which we get:

(o —doiso 4 db) =0

. g 112 o

Ie* - ||s& |+ i20{ (s®is8 ) } =0 Ve <, (5.36)
forallig,ig € {1,2,...,N}, which gives us directly%.33 and 6.34. From 6.5) we getimmediately the
last condition §.35. O
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sta A sle 28
codebook | (-1,1) (1,-1) (1,1) (-1,-1)
codebook II (0,1) (0,-1) (1,0) (—=1,0)

COdebOOk”I (_1+151_J) (1_15_1+J) (1+Jal+1) (_1_17_1_1)

Table 5.2: Example binary E-PHXC codebooks

sta s ste s’
codebook IV (2,1) (1,2) (1,1) (-1,-1)
codebook V (1,2) (1,1) (1,0) (—1,0)
codebook VI (1,)) (j,1) (1+j,1+)) (-1-j,-1-))

codebook VIl (2,1+]) (1+j,2) (1+4+j,1+j)) (-1—-j,—-1-))
codebook VIl (2+]j,1) (1+2j,2—j) (1+j,1+])) (-1-j,—-1—j)

Table 5.3: Example (non-orthogonal) binary E-PHXC codddsoo

5.1.4.5 Example binary alphabet construction algorithm

We showed that E-PHXC codebooks have all pairwise bourglemariant to the channel parameter and
that they could be designed only if the sources use two éiffiendividual codebooks®a # %s). Here
we exemplify the E-PHXC design criteria for this case. 83, (5.34, (5.39) on a few simple cases.

Assume two different binary codebook®a| = |%g| = 2 in C? with code indicesa,ig € {1,2} and
scalar relative channel parametez C. Considering these assumptions, the design criteria farary
E-PHXC (from Theoremi2) are:

Is= [ =|s*]. (5.37)
0{(s'e;s®)} =0, (5.38)
(st —A;ste) =0, (5.39)
(st —,6%8) = 0. (5.40)

As it is obvious from $.39 and 6.40, a trivial example of E-PHXC are codebool&, s with
mutually orthogonalcodewords (s4;s8) = 0 for all s4,s®), provided that also537) and 6.38 are
not violated. Some examples of these “orthogonal” binagetmoks are presented in Tabl2 Code-
books#a, #g spanning mutually orthogonal subspaces have additiowvalraage of providing unitary-
parameter-invariant performance (e.g. with respect tqotiase rotation). The decision sub-spaces for
both source codebooks are independent (orthogonal) asdithunitary rotation of one subspace cannot
affect the overall performance. Despite of the fact thatdtteogonality itself puts the HXC (in MAC
phase) on the same level as the classical MAC with joint diegoaf both data streams, the HDF strategy
with such HXC can still utilize all the BC phase benefits ofwmatk coding principles (see e.g69] for
details), regardless of the MAC phase channel parametizat

Example design process foon-orthogonaE-PHXC codebooksZa, %Ag is presented in Algorithm
5.1 Some examples of non-orthogonal binary codebooks aremtexs in Tableé.3 The construction
algorithm however does not guarantee zero-mean nor ecgtahde (Gram matrix) codebooké, %s.
However, it is obvious that if alphabe#; satisfies the design criteria from Theord®) then codebook
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Algorithm 5.1 Binary E-PHXC codebook - Example design

1. Choose arbitrarilg'® € C2.

2. Chooses® ¢ C?, s’ = §;5'8, whered, € C1 is arbitrary scaling constant such th&t3?), (5.39
are satisfied.

3. Findv € C? such thatv;s'e) = 0.

. Choose arbitrarilg!s € C2.

. Finds? € C? such thas® = s'A — &v, whered, € C! is arbitrary scaling constant.
. Ba={sth, s}, Bg = {sl8, 8}

[©2 N6 ) IR SN

P = —%; (all codewords have inverted signs) satisfies the desigeriaias well (this holds for any
alphabet cardinality). The non-zero mean of any codebonkédean be quite easily adjusted by sequen-
tial swapping of the codebook®; and — %, at the particular source, since the resulting “compound”
codebook will be zero-mean.

5.1.5 Min-distance based design criteria for higher-ordeicodebooks

The new challenge in the codebook design arises when we nalebkign a codebook with higher car-
dinality. It can be shown that the strictness of the compefeHXC design criteria §.33, (5.34 and
(5.35) disable the codebook design@* for higher than binary cardinality. To overcome this incenv
nience, we will slightly “relax” the E-PHXC design critetdad propose a new codebook design algorithm
which provides a feasible tool for the construction of caslgts with arbitrary cardinality. By relaxing
the proposed design criteria we lose the parameter-imtaslzgape of the decision regions at the relay
HDF decoder, but nevertheless the overall system perfarendoes not have to be negatively influenced.
As we will show in this section, the performance analysish& todebooks constructed according to
the modified design algorithm shows some promising perfacedcompared to the traditional linear
modulation schemes - e.g. PSK, QAM).

5.1.5.1 Minimum hierarchical distance

As we have already mentioned, the eXclusive law failure c&gehenever the channel parametrization
cause that some pair of useful signalgh) , u’ (h)) which corresponds to a distinct eXclusive relay out-
put codeword &5 (u (sa,ss,h)) # Zs(U' (Sy,Sg,h))) falls in (or close) to each other in the constellation
space, thus increasing the probability of erroneous detii the relay. It is useful to analyze these eX-
clusive law failures by observing the (squared) Euclideiastadce of useful signals in the constellation
space:

2
Ay () = [Ju(h) =" (h)||°. (5.41)
For a general pair of useful signals/¢-s), u(iﬁvi/B)) it becomes
_ : . Y
2 — A_d B _ dt
) W =] (1) (s -] (5.42)

The minimum hierarchical distance represents an apprdidmaf the hierarchical decoder exact
metric (as discussed e.g. i69)) and its performance is quite closely connected with thererate
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Algorithm 5.2 Higher-order codebook - Relaxed (min-distance basedydesi

1. Choose,y € C? such thatx;y) = 0.
2. Ze={d®-x}i & deeC

3. Pickv € C?.

4. Bpn={v—gr-y}Nl. dgrecC.

ia=0'

performance of the whole syste®g. The minimum hierarchical distance for the HDF strategy ba
defined a%):

d2. (h) = i d? . (h). 5.43
mln( ) %.S(ugilgg(u,) (u,u)( ) ( )

The eXclusive law failures causi, (h) — 0, which in turn results into a faulty decision of the relay
decoder, and consequently a performance degradation.elfollowing subsection we show that the
fulfillment of (5.35 from the E-PHXC design criteria (TheorelR) are sufficient to completly avoid the
eccurance of eXclusive law failures for arbitrary chanreggmetrization.

5.1.5.2 Modified design criteria

The following Theorem shows thab.@5 is sufficient to avoid the significant performance degriacat
of the system by avoiding the eXclusive law failureid(, (h) = 0).

Theorem 13. The codebook$Bs = {§A}iA, PBg = {§B}iB are resistant to eXclusive law failures (for
|h| > 0) if the following condition holds:

<§Af§k;sia> — 0 Via<ih, (5.44)
forallia,ih, js € {1,2,...,N}.

Proof. It is obvious that%.44) forces the following inner product to be always equal tamzer

<(§A —§"A) : (sjB —sjé)> =0, (5.45)

and hence vectorasAia = (A —ga) andAs®is = (sle —sis ) are mutually orthogonal. Now since

the pairs of mutually orthogonal vectors are always lineamtiependent (e.g1fLg) and the norm of the
vector is equal to zero iff the vector is a zero vectptj((= 0 < x = 0), we can conclude that the minimum

distance $.42 is non-zero for anj # 0, becaus<€§A — §%) +h (§B — §’B) is a linear combination of the
linearly independent vectors. The eXclusive law failudgs (h) = 0 are hence avoided for ahy£ 0. O

The “relaxed” design criteria5(44 guarantee that the eXclusive law failures are avoided fiyr a
permissible value of the channel parametrization (exaolgidhe singular case= 0). The Algorithm5.2
presents an example design process for codebooks of ggregtatrary cardinality.

Vectorv defines the mean of the codebo@ls. Forv = 0 we obtain a trivial solution with mutually
orthogonalcodewords (sA;s®) = 0 for all $A,s8). In this case the main benefits of the HDF strategy
are again mainly in the BC phase. ko o we have the codebook with a non-zero mean, which can be

25)A detailed analysis of minimum hierarchical distance islatée in Chaptes.
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Figure 5.5: Minimum hierarchical distance performance@&SK and 4-ary example codebook (zero-
mean).
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again easily adjusted by sequential swapping of the code@a and—%, . The coefficientsf2, g’
can be chosen from the classical linear modulation coasiteti (e.g. PSK or QAM) and can be generally
identical @'~ = g'8) for both codebooks.

5.1.5.3 Performance evaluation

We analyze the minimum hierarchical distance performaiftieeocodebooks designed according to the
Algorithm 5.2 Figuresb.5, 5.6 and5.7 present the performance comparison of the example codebook
(with zero mean\{ = 0)) and classical linear modulation constellations (foivas channel parametriza-
tion). All codebooks are scaled to have identical mean symbergy. Note that the distance shortening
at|h| — 0 is generally inevitablegp].

5.1.6 Discussion of results

Utilizing the criterion for parameter-invariant conséibn space boundaryL 1€, construction criteria
for E-PHXC codebooks are derived in this Section. Unfortelyathese criteria require to have two non-
identical source node codebooks and moreover, their aitctre disables the possibility of designing the
codebooks with higher than binary cardinality@3. Fortunately, the modified codebook construction
algorithm (Algorithm5.2), based on the relaxed version of the full E-PHXC desigredsds provides a
feasible way for the design of arbitrary cardinality codekmin C2.

Although neither of the construction algorithms requiretnal orthogonality of the codebooks, it
appears to be the simplest way how to fulfill their requiretaeBespite of the fact that the orthogonality
itself puts the HXC (in MAC phase) on the same level as thesdaEMAC with joint decoding of both
data streams, the performance gain of the HDF strategy tgsrcase given by the increased reliability
of the BC phase (similarly as in the conventional NC).
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Figure 5.6: Minimum hierarchical distance performancedd?SK and 8-ary example codebook (zero-
mean).

Figure 5.7: Minimum hierarchical distance performance ¥6rQAM and 16-ary example codebook
(zero-mean).
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E-PHXC design Generalized PI-HXA design

s [nvariant pairwise boundaries

- == Pairwise boundaries

Figure 5.8: The final shape of the relay decision regionsfectdd only by the pairwise boundaries
between different hierarchical codewords (given by a diifé colour of the region in the figure). The
generalized approach to the PI-HXA design requires onlgahmarticular boundaries to revariant to
the channel parametrization (unlike E-PHXC).

5.2 Geometrical approach to the multi-dimensional HXC desin

5.2.1 Introduction

An alternative approach (based on a geometrical interfioataf the design problem) to the design of
multi-dimenisonal HXC (respective HXA) is introduced ib§ 21,117. Similarly like in the case of E-
PHXC design, the goal is to take the channel parametrizattoraccount inherently from the beginning
of the HXA design by forcing the relay decision regions totetriant to the relative channel parameter
h:

Zsn)(sa,88) = Zs(sa,S8), VheC (5.46)

HXAs that have the relay decision regions invariant to cleduparametrization are called Parameter-
Invariant HXAs (PI-HXA) in [18].

A first attempt to design PI-HXA for layered HXC in 2-WRC waven by the E-PHXC design
criteria [20] (see Sectiorb.1). The strictness of the E-PHXC design criteria (which imtessentially
causes only the orthogonal solution to PI-HXA design to lasifele) is due to the fact thall permissible
pairwise boundaries (in the relay decision regions) aregfoto be parameter invariant. This is obviously
not necessary since some of these boundaries can be “oNdnyadther boundaries or remain somehow
“hidden” inside the relay decision region. In such casesrésulting final shape of relay decision regions
remains unaffected by these boundaries and hence thesddr@sdo not have to be considered by the
PI-HXA design criteria. This approach to PI-HXA design shibnelax the strictness of the design criteria
(compared to E-PHXC) and hence non-orthogonal PI-HXAs tithrate region extending the classical
MAC region can possibly be found. A comparison of this “getieed” design approach with E-PHXC
based design is shown in Fig.8
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5.2.2 PI-HXA Design
5.2.2.1 Principles of geometrical design

The derivation of the systematic design criteria (desiggoadhm) for PI-HXA is still relatively com-
plex. The particular constellation space boundaries oféley decision regions result from the selected
PI-HXA constellation (i.e. alphabet mappes), and the design criteria for invariant decision region
boundaries directly affect the requirements given on thElRA constellation. This mutual relationship
increases the complexity of the systematic solution to RAHlesign.

We show the viability of the layered HXC solution in paranethannels (i.e. the possibility to
find PI-HXA) by introducing some major simplifications whiellow a geometricinterpretation of the
PI-HXA design problem. The idea of the geometric approadPlibl XA design is based on the “constel-
lation space patterns” of the useful sigoat sa + hss.

Definition 14. A constellation space pattef# ' is the subspace spanned by the useful signal
u=sp+hssforsy=s,, Vs € &8 andvh e C.

The absolute value of the channel paramgipe (0;c0) causes the constellation space patterns to be
potentially unbounded. This is the only remaining incorigane for a simple geometric interpretation
of PI-HXA design. As we will show in the following subsectiaihe constellation space patterns can be
effectively bounded by simple processing at the relay.

5.2.2.2 Two-mode relay processing

The received (useful) signalis obtained by rescaling the true channel respohgg (+ hgss) by 1/ha.
Note again that the only purpose of this rescaling is to okdagimplified expression of the useful signal
(3.3, which is (after rescaling) parametrized only by a singlexplex channel parametkr= hg/ha. It

is obvious that the true channel response can alternatheetgscaled by /hg, hence we can obtain two
alternative models of the useful signal

My : um, = Sa+ hss, (5.47)
1
Mo : Um, = HS/_\JFSB. (5.48)

This corresponds to two alternative models of the receiigb at the relay:

XM, = I"I,/_\UMl + \I\/,7 (5.49)
XM, = hBUM2 +w'. (5.50)

The relay can potentially swap these two channel modelpértive models of the useful signal) in
such a way that the absolute value of the channel parantefer (nodelM; and% for Mp) is always
less than (or equal to) one. This processing at the relaybeiltalled2-mode relay processingf the
hierarchical mapping at the relay is “symmetric”:

SR(CAB) = Zs(Sh, ) = Za(Sh,h), Vi, ] € {L,...| 4|} (5.51)

(where| | = | @£ = | 8| is the source alphabet carindality), then 2-mode relaygssiog can be
used transparently to both sources A,B (i.e. the sourcesaraware which channel model is in use at
the relay for the current transmission), and hence it isitidaéor the HDF strategy with HXC.

The symmetry of the relay hierarchical mapp&i5() allows the relay to swap these two equivalent
models of the useful signab@7), (5.48 transparently to both sources. In this way the relay canrens
that the value of the channel parameter in the useful signdefremains bounded, which in turn affects
the subspaces spanned by the useful sigmglsuwm,, i.e. the constellation space patterns.
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s's / 2-mode relay s's /
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he / processing *. /
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Figure 5.9: Example of the constellation space pattern2forode relay processing«s| = 4). The
particular line style corresponds to the particiias, Vsg € <72

channel |h| | u 2’

b >lhel <1 >1 uy, %"
lhal <lhg] >1 <1 Um, wU's

Table 5.4: Principles of the 2-mode relay processing

Definition 15. A constellation space pattef#'s is the subspace spanned by the useful signal
Um, = £Sa+ Sg for s = 5, Vs € @72 andvh € C.

Definition 16. A bounded constellation space pattég¥ is the subspace given by:

. |w'a forh <1
w" = , - 5.52
{% 'B for |h| > 1 (5:52)
Constellation space patteris’ are effectively bounded (Fi%.9) by simple swapping of the useful
signal models at the relay. The only requirement for this@erelay processing is symmetry of the relay
hierarchical output mappeb61). We summarize the principles of 2-mode relay processifigbie5.4.

5.2.2.3 An example of 2-dimensional PI-HXA

We assume a real-valued channel symbol memoryless magpeR? (common to both sources). The
channel parameter is compléxe C, and the useful signals argy,, um, € C?. The assumption of a
real-valued alphabetfs C R?) allows the following simple interpretation of the real anehginary part
of the received useful signal, € C? (similarly for uw,):

O {um, } =sa+ 0 {h}ss, (5.53)
O{um, } = O{h} ss, (5.54)
which corresponds to the following vector notation:

O { [“Ml’l] } = F’A*l} +0{h} {58*1] : (5.55)

Um, .2 SA2 SB2

Umy,1 SB,1

0 b =0¢{h . 5.56
{[UMl,z]} { }[58,2] (5:59)

It is obvious that the imaginary part of the useful sigidluy, } depends solely on the channel symbols
from one source (source B for mobig (5.47) and source A for mod®l;, (5.48). This can be viewed as
an additional side information transmission from the cgpmnding source.
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st & s g
~Q{S (*17 1) (1a 1) (71,71) (1771>

Figure 5.10: Channel symbol mappevs] and the resulting constellation space patte@rﬁej for the
example of PI-HXA.

SA

Figure 5.11: Design of a suitable hierarchical eXcIusivepptﬂ%s@A,sé) for the example of PI-HXA
from Fig.5.1Q The resulting hierarchical eXclusive mapper correspémdsit-wise XOR of the symbol
indices (,j € {1,2,...|<%|}).
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The relay employs 2-mode processing, hence the corresppuadnstellation space patterés’ are
bounded. To simplify the design example even more, onlyehépart of the constellation space patterns
(%nge =0 {%’i }) will be considered here. These assumptions allow a simgengtric interpretation of
the PI-HXA design problem ifiR2. The common channel symbol mappes cause that foia = ig the
corresponding patterr s and%'s define identical subspaces. Hence it is sufficient to considly
%'~ for the caseh| < 1 (it is equivalent to the analysis @'® for the casdf| < 1).

By defining the particular channel symbol mappet) we also directly define the corresponding
constellation space patterfg'A. In this case, the geometrical PI-HXA design example tums a
puzzle-like problem of the constellations space pattergf(for ia € {1,2,...|<%|}) arrangement ifR2.
The main goal of this “puzzle” is to find a suitable channel bpirmappetress and a proper hierarchical
eXclusive mappesr (Cag) = 2 's(Sh, ), Which will jointly prevent the possibility of violation ofhe
exclusive law for arbitrary channel parameter

Here we show an example of a two-dimensional 4-arg|(= 4) PI-HXA, designed according to
the assumptions given in this section. The selected cdetsdel space symbols (i.e. the chosen channel
symbol mapperz) and the resulting constellation space patte@rge( are depicted in Figs.1Q The
final task of the example of geometrical PI-HXA design is aparochoice of the hierarchical eXclusive
mapper. The selection of a suitable hierarchical eXclusia@per can be visualized as a “colouring”
(partitioning) process of the constellation space pastefrvisualization of this colouring process for the
example of PI-HXA from Fig5.10is presented in Figh.11 The resulting hierarchical eXclusive mapper
Z+(sh, ) corresponds to a bit-wise XOR of the symbol indices (1,2,... | %] }).

5.2.3 Numerical Results

To show the viability of the layered HXC design in a parante®2WRC with HDF strategy we present
some numerical evaluations of the mutual information (céppand the minimum squared distance of
the example of PI-HXA design from Fi§.10Q

5.2.3.1 Mutual information (capacity)

We evaluate the hierarchical and single-user (alphabételihtut-set bound) rates (Fi§.12 for an
example alphabetss (see Fig.5.10 and various channel parametrization. The Signal-to-&l@&atio
(SNR) is defined as the ratio of the real base-band symboggrgrone source (e.gA, to have a fair
comparison for reference cases) to the noise power specdensity ratioy = (é’sA/Z) /No. Assuming
orthonormal basis signal space complex envelope repegambf the AWGN, we haveZ = 2Ny and
thusy =E [||sA||2] /a2. The alphabet is indexed by symbolsa,ss € {0,...,Ms— 1}. The exclusive
hierarchical mapping corresponds to a bit-wise XOR of thatsyl indices (Fig5.11).

The graph (Fig5.12 shows the classical MAC cut-set bounds (1st and 2nd or@ééajed to one
user in comparison to the capacity of the HDF strategy withekample PI-HXA. The HDF capacity
is parametrized by actual relative phase shift of the setetay channels, while the amplitude is kept
constanth| in our setup (to respect the symmetry of the rates fromnd B). We show the minimal,
maximal and mean values of the HDF capacity. The results wet@ned using the technique shown
in [86)].

It is obvious from Fig5.12that the HDF capacity approaches the alphabet constraurtexbtbound
limit for medium to high SNR. For SNR values above approxehgtdB the capacity outperforms the
classical MAC capacity, irrespective of the channel patazsgion (relative phase shift of the source-
relay channel), which has only a minor impact on the resgiiarformance.
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H-MAC capacity for alphabets M2N4-HXA-c1
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Figure 5.12: Capacity (mutual information) for the examgii®I-HXA from Fig.5.10

o{h}

Figure 5.13: Minimum squared distance as a function of tlenkl parameter (for the example of PI-
HXA from Fig. 5.10.
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5.2.3.2 Minimum distance

We conclude the discussion of multi-dimensional condieliadesign by an analysis of the minimum
squared Euclidean distance of the proposed alphabet.5Higdepicts the squared minimum distance
as a function of channel parameterlt is obvious from this figure, that the minimum squaredatise

is again highly resistant to the relative phase shitt)(of the source-relay channels. Note that distance
shortening ath| — 0 is inevitable. Interestingly, the min-distance perfonteof the proposed alphabet
is identical to that of the example 4-ary codebook shown @ 5i5 However, the geometrical design
introduced in this Section allows to employ identical alpéis at both sources, while the relaxed E-PHXC
design criteria (Algorithn®.2) forces the sources to use non-identical alphabets.

5.2.4 Discussion of results

The geometrical approach to PI-HXA design was presentddsrSection. Alhough this design approach
is based on many simplifying assumptions, the numericailteshow relatively high resistance of both
the capacity (Figs.12 and the minimum distance (Fi§.13 to the channel parametrization. In addition,
our setup requires no adaptation of the hierarchical ek@usapping (unlike §5, 79]) and hence the
processing at the relay can always be kept transparenthicsbatces. Nevertheless, similarly like in the
case of the relaxed E-PHXC design criteria, the presentethggical design approach requires multi-
dimensional alphabets at source nodes, resulting agairehuetion of the maximal potential throughput
(a direct consequence of the increased alphabet dimetisjpna
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Chapter 6

Hierarchical distance analysis

"Success is a science; if you have the conditions, you ge¢gudt."

Oscar Wilde

6.1 Introduction

In this chapter we investigate the impact of channel paranagion on the HDF system processing. We
analyse thdzuclidean distance of hierarchical symbalsserved by the relay node to reveal the relation
between channel parametrization and achievable perfaenaiithe system. Based on this analysis, we
prove that it is impossible to fully avoid the occurance ofckiive law failure events, if the source
alphabets are restricted @.

6.2 Euclidean distance analysis

The minimum hierarchical distanceepresents an approximation of the exact per-symbol meaten
coding metric for hierarchical symbols received at theyrdbs discussed e.g. 8%, 84, 86]) and its
performance is quite closely connected with the errorpatéormance of the whole syste®q. In the
following text we analyze the hierarchical distance as afion of the actual channel parametrization in
2-WRC (given by the relative channel paraméter he/h, € C).

6.2.1 Minimum hierarchical distance
The (squared) Euclidean distanc%‘( + 7 () of a general pair of hierarchical symbols { = s, + h%

¥ ui’s

andu”J' = s\ + hsl) can be defined as:

d?(h) = H(sﬁh%)f(g,ghgg) ]2
= HAsiA’i/JrhAsglez
- HAsiA’i/HZnL|h|2HAs,j3’j/H2+2D{h*z}, 6.1)

wherez = <Asi,gi/;AsjB’j/>, AS' =& —d"andi, i, j,j €{1,2,...Ms}.
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Table 6.1: Hierarchical symbol tablef* ()| = | (.)| = Ms).

L s [ G o] im ]
iy || uio | ylui2) | ] ylsiv)
ip || u2i0) [ ylz2d2) | ] ylzium)
o ame [ [ | g

If some pair of hierarchical symbolsi,(U') belongs to the same eXclusive relay outpé(u/) =
%(ui'*j/)), it will be “clustered” by the relay decoder and such paiesimot affect the finamninimum
hierarchicaldistance. The minimum hierarchical distand@ ( (h)) is hence given by:

2 ; 2
diin (h> %’S(ui‘i)r?élﬂ?’rl(u“‘j/)dul']’ull'ﬂ (h) (6.2)
Note that the eXclusive law failures caudg, (h) — 0, which in turn results into a faulty decision
of the relay decoder (and consequently the performanceadation). To provide a better insight into
the following discussion, we introduce tiéerarchical symbol tabléTable6.1), which illustrates the
relation between the sourca,B) output symbolsﬂA, 3{3 (given by the indices j € {1,2,...Ms}) and the
corresponding hierarchical symbais: /8.

The eXclusive law constraints, together with the assumptiominimal cardinality of L-HXC (see
[71] for details), prevents the mapping of hierarchical synsifal!, u"-1") which have one index in com-
mon (i.e.i =1 or j = j’) to the same relay output. All such hierarchical symbol$&é in the same
row (i = i’) or column ( = j’) of the hierarchical symbol table (Tab#el). Since only the L-HXC with
minimal cardinality is considered in this Chapter, the skaf the minimum Euclidean distance .2
can be divided into the following three cases:

1. i=1i (rows):
d?ow(m = ui~?3éil?-j/ dSi‘J',uiuJ" (h)
2
— |n[2min||as;’ H (6.3)
i#)

2. j =’ (columns):

d2,= min d2. ., (h
col i UI‘]yul‘]( )
SN2
= min||As;! H (6.4)
il

3. i#1 andj # j’ (general case). In this case the Euclidean distance rermathe “full” form of
(6.2):
d?(h) = min d2 . (h). (6.5)
SO iy S
The minimum distances(2) of the hierarchical symbols (as observed by the relay) éeaa be equiva-

lently defined as:
difin () = min {dfo,, (), %1, dg ()} (6.6)
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6.2.2 Bounds of the hierarchical distance

Those hierarchical symbol pairs'(, u"-1") which have one index in common (i..= i’ or j = j')
cannot be clustered by a commgri(.) (minimal cardinality assumption). The corresponding klezn
distances §.3 and 6.4)) hence always (for arbitrary HXA and relay output eXclesimapperZs(.))
form the upper bound of the minimum hierarchical distance:

diin,u () = min{dZ, (h), G} - (6.7)

And consequently:
din () = 3 ug (), for  dZ(h) > d&in us (h), (6.8)
dr?nin(m < dr?nin,UB (h), for dS(h) < dr%\in,UB (h). (6.9)

As we will show in the following discussion, the min-distangpper bound given bys(7) is not tight
in general (for a considerable range of channel paramitea(ues). However, it defines an upper bound
for the overall min-distance performance, since it is giselely by the properties of the HXA mappers at
sources &2 (1), <72 (.)) and it is not affected by the choice of the relay output eXisle mapperZs(.).
Note that the min-distance upper boud7j does not depend arih.

The reason why the hierarchical min-distance upper bousndifeen by 6.7)) could be quite broad
is given by the last term in the search of the min-distancé&if).( This term (given by §.5) depends
generally on both HXA mappersA” (.), @2 (.)), the relay output eXclusive mappe#s(.) and also
on the value of channel parametee C. Even for the fixed HXA and eXclusive mappers, the value of
dg (h) could change significantly with the varying channel pararetAs we will show in the following
Lemma, the search of the minimum 6.5 can be bounded, if we consider the worst case valughof
and focus only on the varying absolute value of the channalpaeter [h|).

Lemma 17. The Euclidean distanceZdh) of the general pair of hierarchical symbais/, uJ" is lower
bounded by

2 : (12, 2l aed 012
diua(m = min 3 [asi’|"+ I |asy”|"~2pifzl (6.10)

where z= <Aski/;Asé;j/>, As' =d —d"andi i, j, ' € {1,2,...Ms}, such thatZs (u"1) # 25 (ui'si’).

Proof. The minimum ofdjj i (h) in (6.5 is taken over all permissible hierarchical symbol pairs

U1, u"1" (such that2s (u'1) # 25 (ui"j')). The general form of2 | ., (h) is given by 6.1), where
O{h*z} = O{|h||Zexp(j(£h*+ 22))}. Now sinceh € C and consequently/h* + /z) € (—;MN),

there can always be fourtd* such that( Zh™ + Zz) = M. This gives us]{h*z} > — |h||Z], where the
minimum is achieved foh’™*. By applying the minimum of] {h*z} to (6.1) we immediately obtain

(6.10. O

The min-distance lower bound i8.(L0 is always achievable, since the complex channel pararheter
can have arbitrary phasglf) and hence it can achieve the valuéntfas in the proof of Lemma7. Now
it can be easily shown thab(10 is equivalent to the search of minimum over the set of pdesbgiven

by
HASA H +1h| HASB’ H — 2|/ [ (6.11)
for each of the particuldr i’, j, j’ € {1,2,...Ms}, such that2s (u"1) # 25 (ui'*j').
To illustrate the influence of the derived bounés7), (6.10 on the the overall hierarchical min-

distance performance, we will observe tife. (|h|), i.e. the minimum Euclidean distance as a function of
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Figure 6.1: Minimum hierarchical distandg, ., (|h|) for BPSK alphabet.

the absolute value of the channel paramgterThe results for some classical linear modulation schemes
are available in Fig$.1, 6.2, 6.3and6.4. Standard Gray mapping of alphabet indices (1,2,...Ms})

to constellation space symboi)(was used and the eXclusive hierarchical mappifg(¢)) was defined

by the bit-wise XOR operation of the symbol indices. All edjplets were scaled to have identical mean
symbol energy. All parabolas defined by.11) are included in the figures, to show their influence on
the search of minimum in6(10. Note that since it is possible to employ the 2-mode relacessing
(see R1]), which effectively bounds the range of channel paramesdues, it could be sufficient to
observe only the interval bounded [y < 1.

Many important conclusions can be stated by observing the. 6il, 6.2, 6.3and6.4. Sincedg(h)
essentially does not exist for binary alphabets (e.g. BRB&hierarchical min-distance is always equal
to the bound given byg7) and hence the binary alphabets are highly resistant tdduerne| parametriza-
tion. For higher alphabet cardinality (QPSK, 8-PSK and 18MJn our Figures) an increasing number
of parabolas (given by6(11) quickly emerge and significantly affect the resultingued ofd,%m (Ih)).

Note again that for some specific value of channel paranagioiz (respective specific value gh)
the minimum hierarchical distance will achieve the loweuio @2, (h) = dgz,LB(h))' Hence the ob-
servations presented in the Figsl, 6.2 6.3and6.4 can help us to identify the eXclusive law failures
(d2. (h) — 0) for any alphabet mapper.

min

6.3 Parametric HXA design

In this section we focus on the possibility to constrBarametric HXA&®) (P-HXA), which is able to
prevent the occurance of eXclusive law failured.( (h) — 0) for arbitrary parametrizatiorn(c C). We

26)Note that P-HXA (source alphabet which prevents the ocagari eXclusive law failures) and PI-HXA (source alphabéhwi
parameter-invariant decision regions at the relay) refethe two different approaches to the source alphabet design
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Figure 6.4: Minimum hierarchical distandg,, (|h|) for 16-QAM alphabet.

prove that only binary P-HXA can be constructeddh, while C? is sufficient to design P-HXA with
arbitrary cardinality.

6.3.1 HXA designinC?!

In the following Lemma we show that it is impossible to desRgrIXA in C* (with Ms > 2) if we require

the eXclusive law failuresd?,  (h) — 0) to be avoided for arbitrary channel parametrization.

Lemma 18. The eXclusive law faiIureﬁg{1 (h) = 0(h# 0, he CY) cannot be avoided for any alphabets

L (), 8 (.) such thatez (1), 8 (.) € Ct and | (.)| = Ms > 2.

Proof. The eXclusive law failure occur Whenevdﬁ N (h) = 0 for any hierarchical symbol pair
u-i, u"1" such that2s (u "1) + 3&”5( ’ ) We focus on the (squared) Euclidean distance (as defined

in (6.12)) in the following form:
Cap2
¢ () = asi’ -+ hash || (6.12)

Now since for a general vecterholds|ja]| =0« a=o0, itis obV|0us from 6.12 thatd?(h) =0 <

As;” +hash)” = 0. If this linear combination of vectosss;', Ask? should be non-zero for arty 0,
these vectors must be linearly independent. However, ihpossible to find two (non-zero) linearly in-

dependent vectors ifit, and hence the assumptionaf (.), #/8 (.) € C1 forces the vectoras Ask
to be always linearly dependent. Consequently, for anyqfditerarchical symbolg’1, u”-i" in C* (such
that 2s (u")) # 25 (ui/*j')) it can always be found sonté # 0 resulting in a failure of the eXclusive

law.
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Figure 6.5: Visualization of hierarchical symbol pairsivetiable to eXclusive law failures.

For a givenu'i there is a total of (Ms— 1) — (Ms— 1)} = (M2 —3Ms+2) such pairs o1, u"/’
(see Fig.6.5 and each of these pairs can consequently violate the e¥ellesn. It is obvious that
(Ms2 —3Ms+ 2) is always nonzero for cardinalityls > 2, and hence fd¥ls > 2 there always exists some
pair of hierarchical symbols’:1, u”-J’, which can invoke the eXclusive law failure. Note that kbg = 2
such pair of hierarchical symbols never exists (since @hsairs are clustered by a commag (.) - see
Fig. 6.5, which corresponds to the fact tﬁé(h) essentially does not exist for binary alphabets. O

6.3.2 Construction algorithm for 2-dimensional alphabets

Since it is impossible to find P-HXA it we conclude this Chapter with an example design of two-
dimensional alphabet mappet§* (.), <72 (.) € C2. The following orthogonality

<AsiAi/;As£3’j/> =0 (6.13)

guarantees the linear independence of vedlé/{b/, AsJB’ Jl, which in turn prevents the occurance of eXclu-
sive law failures for a corresponding pair of hierarchigahbolsu'-J, u”-i’ (see the proof of Lemma8).
Moreover, if the source alphabets fullfil this orthogonationdition €.13 for all i, j,i’,j’ € {1,...Ms},
Euclidean distance of the corresponding hierarchical g}s.1) reduces to:

62 (h) = (o[ + 102 sk ||
orth( )* SA Jr| | ASB ) (6.14)

and consequently, the minimum hierarchical distance aekithe upper bound given b§.¢7) for arbitrary
parametrization.

Itis obvious that the orthogonality of vectdtsi,gil, Asé’j/ can be simply achieved by forcing all indi-
vidual constellation symbols (given by the alphabet mappéh (.), /8 (.)) to be mutually orthogonal

<§A;sg> —0, (6.15)

forall'i, j € {1,2,...M}. Please note that such (orthogonal) solution does not ltabe optimal in
general. We introduce it only as an example solution to tk&®-design problem.

An example alphabet construction (based on the aforemtidiscussion) is available in Algo-
rithm 6.1, which enables a design of P-HXA with arbitrary cardinaliGoefficientsy#, g'® can be cho-
sen from a conventional linear modulation constellationl, @ven identical coefficients for both alphabets

({in}Mr1 = {q‘B}i“g:Ol) can be chosen. The resulting alphabets are then denotedl X&RPSK, P-

iA=0

HXA-8-PSK etc.
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6. HHERARCHICAL DISTANCE ANALYSIS

Algorithm 6.1 Higher-order codebook - Example design

1. Choose,y € C? such thatx;y) = 0.
2. P ={dr-x}gs daeC

3. P ={de Y}y deeC

iB=

d2,,(h) for alphabet QPSK d?,(h) for alphabet P~HXA QPSK
2 2
15 15
1 1
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) )
) =)
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Figure 6.6: Minimum hierarchical distance performanceQ&SK and 4-ary P-HXA.

6.4 Numerical evaluations

It is obvious that Algorithmb.1is a zero-mean equivalent of Algoritht2 (relaxed E-PHXC design
criteria) and hence the alphabets designed according $e th@ design Algorithms have identical min-
distance performance. This is obvious also from a compad$bigs.6.6, 6.7, 6.8) with Figs.5.5,5.6and
5.7in Chapters. A numerical evaluation of hierarchical distard®,, (|h|) of some example alphabets is
presented in Fig$6.9, 6.10and6.11(compare with Figs6.2, 6.3and6.4).

6.5 Discussion of results

The impact of channel parametrization on the Euclideaadést performance of compound constellation
(hierarchical distance) in 2-WRC with HDF strategy is amaly in this Chapter. Based on this analysis,
the bounds of hierarchical distance are identified and tbetfeat occurance of eXclusive law failures
cannot be completly prevented (if the source alphabetseatdated toCl) is proved. A simple construc-
tion Algorithm for the design of source alphabetslfis then presented. The presented Algoriterh
appears to be a simplified (zero-mean) version of Algorihgh This is a direct consequence of the fact
that the relaxed E-PHXC design criteria (Algoritf®) are also based on the min-distance properties of
source alphabets.
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Figure 6.7: Minimum hierarchical distance performance8id?SK and 8-ary P-HXA.
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Figure 6.8: Minimum hierarchical distance performancelf&QAM and 16-ary P-HXA.
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6. HHERARCHICAL DISTANCE ANALYSIS
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Figure 6.9: Minimum hierarchical distandg, (|h|) for P-HXA with QPSK alphabet.
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P-HXA 16-QAM

T X = T

0.45

0.4 s

0.35F a n

(IhD
o
&
T
~,
I

dz
min

0.2 Vi B

0.15 \,‘ b

2
- - == ()
2
& (I [
2
0 - ’\1““ L L L ‘1- = o

0 0.2 0.4 0.6 0.8 1 1.2
Ihl

Figure 6.11: Minimum hierarchical distand@,, (|h|) for P-HXA with 16-QAM alphabet.

Despite of the fact that again only multi-dimensional alpéta were identified to be resistant to chan-
nel parametrization, thbounds of minimum hierarchical distancevealed in this Chapter help us to
identify the major performance limits invoked by channeigraetrization in 2-WRC, and moreover, they
provide us some useful hints for the desigmofel constellation alphabeits C1. As we show in the fol-
lowing Chapter, these novel alphabets have a potentialtfzediorm the conventional linear modulation
schemes in HDF without sacrificing the overall system thigoug.
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Chapter 7

Non-uniform 2-slot constellations

"The part can never be well unless the whole is well."

Plato

7.1 Introduction

In this Chapter we show that it is possible to improve thegrentince of the 2-WRC system (in a special
case of Rician fading channels) bylasign of novel 2-slot source alphabeltéie proposedon-uniform
2-slot (NuT) alphabetare robust to channel parameterization effects, whiledingithe requirement of
phase pre-rotation (or adaptive processing) but stillgmeésg theC* (per symbol slot) dimensionality
constraint (to avoid the throughput reduction). Based @nahalysis of the hierarchical (Euclidean)
distance 22] (see Chapte6), we introduce a design algorithm for NuT alphabets and wepare their
Symbol Error Rate (SER) performance to that of the tradétidinear modulation constellations.

7.1.1 Summary of minimum hierarchical distance analysis

The (squaredylinimum Hierarchical DistancéMHD) is closely connected to the error rate performance
of the system (similarly as the minimum Euclidean distanfcthe single user constellation in a tradi-
tional point-to-point communication), and hence the gdahe novel alphabet design is toaximize the
hierarchical distancdor all permissible values df = hs/h, € C. However, this is not an easy task in the
parametric MAC channel, since there the minimum Euclidgatadce of the compound constellation is
strongly influenced by a (mutual) variation of complex chelshp, hg (see e.9.16,22)).

As noted in the previous Chapter, the (squared) Euclidestamtie dﬁi‘j e (h)) of a general pair of

compound symbolsi{] = s, + hsl, andui’ = s + hsl,) can be defined as

dZ; o () = [1Asa]® +hf?(|ass|* + 20 {h'z} (7.1)

ubd, ui’d

wherez= (Asp;Asg), Asn =S — s, Asg =si —s' andi,i’, j,j’ € {1,2,...Ms}.
As shown in R2], the MHD?")

din (h) = + (h) (7.2)

min dzij i
(5,05 20, 1) A 2s(11,j) Wy

20In the rest of this Chapter we will use a slightly relaxed tiotafor the eXclusive mapping operatior®s (i, j) = 25 (s‘A,sé).
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7. NON-UNIFORM 2-SLOT CONSTELLATIONS

is (for the worst case phasé) lower bounded by &et of parabolas?, = {pi’jyilyj,}%s(

. . L#AZs()
where each particular parabola is given by
pi,j,i’,j/ (|h|) = n}LndSi‘j,ui/‘j/ (h)
= [h[? | Ass® — 2 2] +[|Asa]|*. (7.3)
The lower bound defined by, is always achieved for some specifit [22] and hence
d2, (lh)) = min i (). 7.4
m|n(| |) 2a(i )4 25(i ') pI,J.,I N (| |) ( )

The min-distance parabola ; v i (|h]) is hence defined for all permissible 4-tuples of indicgsi’, |’
such thatZs(i, j) # Zs(i’,j’) and it virtually describes the min-distandué?j g (|h|) of a pair of com-

pound symbolsi(! = s, +hg; andu’1" = g + hsjal) for the worst case phasé of the channel parameter
he C[22].

This parabolic behaviouof the hierarchical min-distance (see an example in Fit). results nec-
essarily in eXclusive law failureslg,  (h) — 0), and consequently in destination decoding errors, since
the relay cannot unambiguously determine the output syrf#l The analysis of the complete set
of these min-distance parabolas (givenJgy) can help us to identify the eXclusive law failure events

(d2,,(h) — 0) i.e. the values af, for which the hierarchical min-distance is poor.

7.2 Non-uniform 2-slot alphabets

As proved in R2] (see Lemmadl8), the parabolic behaviour of hierarchical min-distancen be fully
avoided for traditional linear modulation constellatioan€? (excepting the binary alphabets). However,
as we will show in the following section, in caseRitian fading channels is possible to suppress this
harmful behaviour by a suitable design of 2-source NuT @lasion alphabets.

7.2.1 Parabolic behaviour analysis

It can be shown that for Rician source-relay channjglg| ( |hg|), the probability distribution of channel
parametefh| = Ihel/|h,| is diminishing agh| — O (see Fig7.2). Considering the hierarchical min-distance
d2.. (|h|) of QPSK (Fig.7.1) along with the probability distribution gh| (Fig. 7.2) it is obvious that the
performance of HDF system with QPSK source alphabets isiprably poor. Fortunately, it is possible
to decrease the negative impact of this parabolic min+digtdehaviour by shifting the min-distance
parabolas{.3 towards the less probable values|f

A position of each particular min-distance parabdl&) vertex (minimum) is given by

. Asa; Asg)|
h...| =argminp, ; v i/ (|h :|<7 75
‘ mm’ g h pi i (Ih)) ||ASB||2 (7.5)
In case of constellation alphabetsGn, this formula can be further simplified to
Asp|| - [|Ass As
) = 1Sl 185l _ 18] (7.6)

|Ass||? [Ass]’

since any pair of vectors ifi! is always linearly dependent, which gives us the equalithegeneral
Cauchy-Schwartz inequalifgee e.g.119).
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7.2. Non-uniform 2-slot alphabets

Figure 7.1: Set,, of min-distance parabolas for the QPSK alphabet (dashed)liand NuTQPSK; 1)
alphabet (dotted lines). The hierarchical min-distagie (|h|) of both alphabets coincides.
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Figure 7.2: Probability distribution of channel paraméié 1 (Rician fading channel$p|, |hg| with a
Rician factorK = 10dB).
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Figure 7.3: Hierarchical min-distana#?;, (|h|) and the set#, of min-distance parabolas for the
NuT (QPSK;025) alphabet (compare to Fig.1and distribution ofh| in Fig. 7.2).
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7. NON-UNIFORM 2-SLOT CONSTELLATIONS

P 4

Figure 7.4: Re-distribution of power among the particulatssof 2-source NuT alphabet supersymbols.

Algorithm 7.1 NuT constellation alphabet design.
1. Pick a base alphabet.

2. Choose a power scaling facire(0,2).
3. SourceA alphabetia* = [, /St.a%, /2 — St.].
4. SourceB alphabet: = [\ /2 — st s, | /S7.4].

7.2.2 Alphabet design algorithm

Asiitis obvious from 7.6), a position of the minimum of each particular min-distapaeabolap; ; i  (|h|)
is given solely by a ratio OHASL’\V H and HAsé’j/ H i.e. by the corresponding min-distances of individual

source alphabets?, .«72. Now it seems quite straightforward that it should be pdssit» control the
positions of particular min-distance parabolas direcjlyi® design of source alphabets. Considering the
distribution of the channel parameteét for Rician |ha|, |hg| (Fig. 7.2), the goal is to design/?, #8 in
such a way that all the min-distance parabgas: j (|h|) € &#p will be situated close t¢h| — 0. This

could be obviously achieved by increasi%sgl" relatively toHAsgj/H, i.e. by a suitable allocation of
output power at both sources.

Since the average power constraint must be taken into atdbisnot feasible to purely increase
the output power of one source relatively to the other onewéVer, if we allow pairing of two subse-
guent source symbols intozslot super-symbplve obtain an additional degree of freedom, since the
available power can be arbitrarily re-distributed amoregttho slots of the super-symbol. This principle
is visualized in Fig. If we denote this power Bssot = 2Pigi0t it iS Obvious that the only restriction is
that the power scaling coefficients for both slots in the sigyenbol must sum up to 2, which gives us
Posiot = St Pisiot+ (27 Sf) Pisior, Wherest € (0,2) defines thegpower scaling factar

Based on this observation we propose a design algorithnmnéMaT constellation alphabe{élgo-
rithm 7.1). The NuT constellation (NufleZ; st )) is a 2-source alphabetA?*, &#2), where the power is
re-allocatechon-uniformlyamong the 2-slots (see Fig.4). Note that NuT.<%; 1) constellation is a pure
2-slot extension of a traditional linear modulation collat®mn with identical hierarchical min-distance
properties as the "base" alphalk#(see Fig.7.1).
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Figure 7.5: MHDd2, (h) of NuT (QPSK;1 and NuT(QPSK;025) alphabets as a function of channel
parameteh € C.

7.3 Numerical evaluation

In this section we evaluate the performance of some examplediphabets. We choose QPSK and 8PSK
constellations as the base alphabe&tsn Algorithm 7.1and we observe the performance of NuT alpha-
bets for variable values of the power scaling facar To provide a relevant comparison with the con-
ventional linear modulation schemes, we always compareryeosed NuT alphabets with N§#; 1)
constellation. Note again that the N(@s; 1) constellation is a pure 2-slot extension of a traditional li
ear modulation constellation with identical hierarchicéh-distance properties as the "base" alphaiet
(see Fig7.1).

7.3.1 Minimum hierarchical distance

The hierarchical min-distanc, . (|h|) (together with min-distance parabolas.st) of the NuT(QPSK; 025)
constellation is depicted in Fig.3 Considering Figs7.1, 7.3itis obvious that the hierarchical minimum
distance of NUTQPSK; ] alphabet is relatively poor for.8 < |h| < 1, while the NUTQPSK;025) al-
phabet has this poor min-distance performance “shifteatatds|h| < 0.6, i.e. towards the less probable
values of|h| (compare this with the distribution dfi| in Fig. 7.2). A comparison of the overall MHD

d2. (h) properties (i.e. as a function bfe C) for some examples of NuT alphabets is in Figs, 7.6.

min

7.3.2 Symbol error rate

Evaluation of the SER of the proposed NuT alphabets (withat#e s¢) is in Figs.7.7, 7.8 Since the
source alphabets’$, <72 are used only in the MAC phase, we analyze only the SER of Hibizal
(compound) symbols (H-SER) received by the relay. The decotithe 2-slot alphabets decodes the
compound symbols on a per-slot basis (for a better compavigih traditional linear modulation con-
stellations). Rician fading channdig, hg with a Rician factorK = 10dB are assumed. The average
SNR is defined a%—vsz [|hA|2+ |hB|2}. For simplicity reasons we do not use error-correcting sate

the relay.
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Figure 7.6: MHDd2, (h) of NuT(8PSK;1) and NuT(8PSK;Q1) alphabets as a function of channel
parameteh € C.
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Figure 7.7: H-SER of NuTQPSK; 1 and NUT(QPSK;S]‘) alphabets. It is obvious that a crucial part of
the alphabet design (Algorithifh1) is a choice of the scaling factey.
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Figure 7.8: H-SER of NUTBPSK; 1) and NuT(8PSK;s; ) alphabets. It is obvious that the choice of the
scaling factors; is again a crucial part of the alphabet design (Algoriffui).

Remarkable SNR gains can be observed for the proposed Nu@lsps < 10— 15dB in Fig. 7.7,
~5—7dB in Fig. 7.8 for moderately high SNR. It is important to note that therallesystem throughput
is not sacrificed, since the cardinality of the NuT alphabgtd?| = | #&| = M2 for || = Ms (see
Algorithm 7.1). The promising parametric performance of the proposekb®atphabets is hence not
accompanied with a reduction of achievable throughpug(ieht for multi-dimensional alphabets).

7.4 Discussion of results

The NuT constellation alphabet design can be generallyachenized as an alphabet-diversity technique
regarding the hierarchical min-distance. A suitable s&laf the scaling factos; (in Algorithm 7.1)

is evidently critical for alphabet performance, since ibak to trade-off the vulnerability to eXclusive
law failures with the alphabet distance propertiessulting in an improved performance in the medium
to high SNR region. As it is obvious from Figs.7, 7.8, it is not appropriate to purely allocate most of
the available source power to a one slot of the 2-slot alph@bex 0.1 for .«%s = QPSK), since H-SER
performance of such alphabet will be poor (even for a redslgiiigh SNR).
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WNC processing with imperfect/partial
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Chapter 8

Introduction

"Science may set limits to knowledge, but should not sefslitmimagination.”
Bertrand Russell

As noted in Sectior8.2.2 all specific aspects of wireless channels must be propakbntinto consid-
eration to efficiently utilize their favourable propertiesWNC-based systems. Tlieherent broadcast
propertyof wireless channels allows that each source transmissioitbe overheard by several nodes in
its vicinity, however, it cannot guarantee that all thesdeware facing a channel of sufficient capacity,
i.e. that all these nodes are able to perfectly decode thdneasd source information. The importance of
this phenomenonis even more emphasized in multi-nodeegiseietworks, where a successful decoding
of some specifioverheard informatiorcan be required to retrieve the desired data at a given déstin

A particular example of this event can be demonstrated in W& Fig.8.1), where each destination
can overhear the “unintended" source transmission (HS¢hable WNC processing at the relay. Un-
fortunately, a conventional WNC processing (similar tat ine2-WRC) can be employed in WBN only
if the HSI channels have sufficient capacity (allowing a petrfdecoding of overheard source informa-
tion). Whenever the channel conditions on HSI link(s) arefaeourable, onljfimited (partial/imperfect)
HSI can be received at destinations, thus requiring an apatepmodification of relay and destination
processing24, 96,97].

MAC phase BC phase

. .

~l~'~ &"“
7 K H

; HSI

1
HSI i

]
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1

i 1

i 1

[ !

[ !

n
XY

Figure 8.1: HDF signal flow in Wireless Butterfly Network.
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8. INTRODUCTION

8.1 Summary of contributions

In this part of the thesis we overview our contribution to tegearch opartial/imperfect HSI processing
in WNC networks. A Superposition Coding (SC) based schemediaying in WBN is introduced
in [26,27]. This SC-based scheme is capable to adapt to arbitrary ainodtiSI and hence it provides a
natural information theoretic tool for the implementatmfiiHDF strategy in WBN. The basic principles
of SC-based relaying are summarized in Chafter

A general analysis ofmaximal sum-ratesf various WNC strategies in WBN is presented 18]
where the conventional bi-directional 3-step (DF) andepqAF, JDF and HDF) WNC strategies are
modified to guarantee that successful decoding at destirsis made possible even if only partial HSI
is available. Thispartial HSI processingisually provides a better sum-rate than the straightfatwar
solution, where the availability of perfect HSI is securgdabdecrease of the source transmission rate.
The analysis of maximal sum-rates of WNC strategies withegarnmperfect HSI is restated in Chapter
10.

One of the crucial steps in the design of particular HDF psetwy for partial HSI systems is the
choice of a suitable eXclusive mapping operation at theyréda noted in 3, 24], the unreliable trans-
mission of HSI can be overcome by increasing the cardinalitthe relay output71]. A design of
eXclusive mapping operation is quite simple for théimal mappingperfect HSI assumption) oper-
ation, where it is usually given by a simple bit-wise xor ggiem. However, in case of thextended
cardinality mappingsee Fig.3.10), a suitable eXclusive mapper must respect the amount obH&#s-
tinations to maximize the system throughput. A systemaifwr@ach to the design ofset of eXclusive
relay output mapperir WBN is introduced in Chaptetrl.

Since 2-WRC can be viewed as the perfect HSI equivalent of WB&promising parametric channel
performance oNuT source alphabetsee Chapter) can be likewise efficiently exploited in the WBN
systems 17]. While this favourable parametric MAC channel performané NuT alphabets induces a
lower error floorin both minimal and extended cardinality relaying, the @ased reliability opartial
one-slot HSItransforms into amdditional SNR gainn the extended cardinality case, where the worse
aggregate HSI performance is compensated by an increasdatay of the relay output alphabet. The
promising performance of NuT constellations in WBN is dissed in Chaptet2.

8.2 System model

The parametric WBN (Fig8.1) contains five physically separated nodes (soufeSg, destinations
Da,Dg and relayR). SinceA, B are not in a radio visibility (direct link is missing), a supp of a
common shared relay nodreis required. The transmission from each source can be oxetly the
“unintended" destination as HSI. A wireless system is aber&d, and hence all transmitted and received
symbols are signal space symbols. Channels are modelegeas frequency flat with AWGN and all
nodes are half-duplex (one node cannot simultaneouslyveeead transmit). The nodes operate with
synchronized symbol timing and CSE is available only at #eeiving nodes (unless stated otherwise).
Due to the relay half-duplex constraint each communicatiamd can be again divided into the MAC
and BC phase (Fig.1) with potentially uneven lengths (unless stated otherwise

8.2.1 MAC phase — source nodes transmission

In the MAC phase sourceé®, Sg simultaneously transmit their messages (data waigsls to the relay
R. Due to the broadcast property of wireless transmissiontriresmitted signal is overheard at desti-
nationsDp, Dg. If a channel coding (error-correction) is employed in tlgetem, the sources encode
their data messages prior to the transmission to obtairottieveordsa = ¢ (da), cs = ©® (dg), where
%', i € {A,B} is the channel coding operation. A signal space represeni@atith anorthonormalbasis)
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8.2. System model

of then—th transmitted channel symB8lis sa (ca), sz (Ca) (s € #d C C™, |.o7| = Ms), whereca, cg

are source node code symbotg!(.) is the channel symbol memoryless mapper at iaeléA, B), Ns is

the complex dimensionality of channel symbgisss andMs is the source alphabet cardinality.
Then-th constellation space symbol receivedRkah MAC phase is

X = hg,rSA + hs;rSE + WR, (8.1)

wherewr is the circularly symmetric complex Gaussian noise (vmmﬁR per complex dimension)
andhg,Rr, hg;r are scalar complex channel coefficients (constant duriegliservation and known at the
relay). Sources’ transmissions in the MAC phase are ovedi®adestination®,, Dg as HSI:

zg = hs,pgSa + W, (8.2)
zp = hg;p, S8 + Wi, (8.3)

wherew;, i € {A B} is the circularly symmetric complex Gaussian noise (valdmlhz, per complex
1

dimension) andhs,p,, hs;p, are scalar complex channel coefficients (constant duriagotiservation
and known at the respective destination).

8.2.2 Relay processing

Similarly like in the 2-WRC case, the relay must map its olzaton (signal space signa) to a valid
output message, which ensures that both destinations kr¢catbecode the desired data from the relay
signal and observed (generally imperfect) HSI. A particit@plementation of thigXclusive mapping
operation(sometimes also called as tHeerarchical Network Cod¢HNC) [119) can have various forms
(similarly as in 2-WRC), but note that in WBN it must respelsoathe amount of HSI, which can be
reliably decoded at destinations (from the overheard sosignal). The relay operation in WBN system
hence can be described again by the following mapiing

)

2 x(dads) s (cr) (8.4)

Note that standard PHY algorithms (channel coding and natidul) can be implemented at the relay.
To simplify the description, all these potential PHY op&ras are assumed to be encapsulated by the
eXclusive mapping operatioB ).

8.2.3 BC phase and destination decoding

In the simplified description8.4), the relay eXclusive mapping operation is assumed to mredirectly
the signal space channel symbsisc /R, which are then broadcast to destinati@sandDg in the
BC phase. The-th constellation space symbol receivedali € {A,B}) is

¥i = hrp SR+ W', (8.5)

wherew!, i € {A,B} is the circularly symmetric complex Gaussian noise (vam'mnf,, per complex
dimension) andhrp, is scalar complex channel coefficient (constant during tiseovation and known at
the respective destination). Assuming that a suitablewstat mapping (HNC map) is used by the relay,
both destinations are able to decode the desired data frneldy signal and observed (partial) HSI.

28)\We will omit the symbol time variable from the following expressions to improve the readability.
29)Note again that in AF the relay output sigrsalis simply an amplified version of the received analogue digrea s = 8x,
wheref is the AF amplification factor (see e.@1]).
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Figure 8.2: Basic principle of WNC processing in WBN.

The complete decoding processiyt can be simply summarized as an inverse mapping operation
which maps the received constellation space signal frometlag (/) to the desired data messagh),
using the overheard data frofg as (generallypartial HSI (dg) :

7P~ (ya(cr),za(cg (dg))) — ca(da), (8.6)

and similarly forDg:
7% (ys(cr),z8(Ch(da))) — ca(ds). (8.7)

As already noted, HSI generally carries only a partial infation about the source data in WBN and
hence

0< |dif <|di,

where|d;| denotes the number of bits in a binary messdgéransmitted from sourc§, i € {A B}).
Obviously, there are again numerous ways how to implementiéitoding operatior8(6), (8.7) in the
WBN system, including the most general decoder implemiamtawhere the HSI channeti(i € {A,B})
and relay ¥, i € {A,B}) observations are fed directly into a joint decoder. Thedyasnciple of WNC
processing in WBN is summarized in Fig12
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Chapter 9

Superposition coding for wireless
butterfly network with partial HSI

"There is nothing in a caterpillar that tells you it's going be a butterfly."

Richard Buckminster Fuller

9.1 Introduction

An optimal strategy for communication in WBN is to a greatemttdependent on the amount of HSI
which can be reliably retrieved at both destinations from eherheard source transmission (Fadl).
Considering two special cases (zero & perfect HSI), two (ingiple) different kinds of relay processing
in WBN can be distinguished:

1. Zero HSI caseDestinations are not able to overhear any information freensburces and conse-
guently the relay has to deliver full information to both tiieations on its own. Note that network
coding-based operations are not allowed due to the lack barGhence both separate data streams
must be fully decoded by the relay prior to transmission. dihlg one constraint for the design of
WBN processing for this case is hence given by the convex M&acity region ], which gives
the upper-bound for the maximum transmission rates frorh botirces.

2. Perfect/full HSI caseDestinations can decode perfectly the information ovendhfam the source
broadcast, making this case virtually equivalent to the R&\scenario. Consequently, the relay
can fully utilize the WNC principles to deliver the inforniah to both destinations. Note that
similarly as in the 2-WRC scenario, full decoding of both age data streams is not required.
The design of WBN processing for this case must guarantédéabdability of overheard source
signal at both destinations, while the relay processingifonger limited by the MAC capacity
region (see e.g1p, 65, 71]).

By observing these two special HSI cases, we are one stegr¢toderive a suitable strategy for WBN
relaying. Obviously, the optimal WBN processing could bagtéd to any available amount of HSI by a
suitable combination of the two principles mentioned ab@xesplitting the source information into the
two separate data streams, we should be able to utilize tikable (partial) HSI to exploit all the WNC-
related benefits (see e.dq) for the first stream, while the information carried by tleesnd stream has
to be fully decoded by the relay and then separately deliver&oth destinations (see F@1).
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MAC phase BC phase

Figure 9.1: Principle of SC-based relaying in WBN.

In this chapter we show th&C[6] provides a natural tool for implementation of WBN relayungder
an arbitrary HSI assumption. By splitting the source infation into two separate data streams (and opti-
mization of rate and power allocated to each particulaastiat is possible to adapt the WBN processing
to actual channel conditions (and hence the available H8¢éstinations). Under this optimization, SC
represents a viable solution for the case where qalstial HSI is available at both destinations and
moreover, it is feasible also for tlreroandperfect HSlcases.

9.1.1 Definitions and modification of system model

Complex channel coefficients of source-relay,k, hs;r), source-destination (i.e. HSlhs,pg, hs;p,)
and relay-destination links$wgs,, hrs;) are assumed to be constant during the observation anccpgrfe
known by all nodes. This enable to adapt the transmissies wHtall nodes (allowing an unequal duration
of MAC and BC steps) to the actual channel conditions and thusptimize the rates of basic and
superposed messages. Transmitted symbols from all nodeser-mean with a power normalized to
unity. Consequently, SNR of a particular link can be defined a

2
hij .

Vi % i.j € {Sa.S5.D4.D5. R} (9.1)
whereNp is the variance of the complex additive Gaussian noige/((0,Np)) at the receiving node.
Similarly as in B1, 120 we assume that all channels have bandwidth normal®2¢éai1 Hz and hence a
rate up to

C(y) =logy (1+y) [bit/s) (9.2)

can be reliably sent through a channel with SMRFor the sake of simplicity we assume a symmetric
WBN and hence the particular channel SNRs can be summarized a

YaoaR = YR = N,
YaaDe = YsbDa = V2, (93)
YRDA = YRy = V53,

30)The bandwidth normalization allows to express the ratesitsisb[31]. Moreover, it makes also the the terms “rate” and
“spectral efficiency" equivalentLlRQ.
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9.2. Superposition coding in wireless butterfly network

Similarly as in B1] we assume that the time is measured in the number of synshalk,that when a
packet ofN symbols is sent at a rate it containsNr bits. Packet lengths are assumed to be sufficiently
large, such that we can use codebooks that offer zero efrors C (C is the channel capacity). The
duration of the MAC phase will be without loss of generalityefil to Nyac symbols. We define the
two-way rate in WBN as the total sum of information exchangetiveen source-destination pass Da
andSs, D during one communication round (MAC and BC phase):

Definition 19. (Two-way rate):SourceSy (respectivelySs) transmits a packet with the ral (respec-
tively Rg) in the MAC phase. If each destinati@ is able to reliably decode the packet sent from its
intended sourc§ (i € {A,B}) using only the signal received from the relay and signatioeard as HSI,
the two-way rate can be defined as:

Nmac (Ra+Rg)

N e it/ (9.4)

R2way =
whereNuac (respectivelyNgc) is the length of MAC (respectively BC) phase in symbols. éNibiatNgc
is generally a function oRa, Rs,Nyac andys.

9.2 Superposition coding in wireless butterfly network

Source messagég, dg are divided into basm:l*,} db B) and superposedi}, d3) messages. Only the basic
messages are decoded by destinations as HSI (superpossbeesannot be decoded), while the relay
needs to decode only some function of the basic messagesbitewgse XOR - denoted &s in Fig. 9.1).
Since there is no additional HSI at destinations, the reimgisuperposed messages must be individually
decoded and broadcast separately by the relay. Note thpetfect HSI case corresponds to a situation
where source signals contain only basic messages, whileeizdro HSI case source signals comprise
solely superposed messages.

9.2.1 SCrelaying scheme

We assume that each sou&ei € {A,B} broadcasts the following signal in the MAC phase:

=1—aidm+ aism), (9.5)

Wheresf’[ | (respectivelys’|m]) is them-th signal space symbol of the basic (respectively supegjos
message transmitted from nodend 0< a; < 1 is the SC power-division parameter. In the following
discussion we omit the time variabieto simplify the notation.

Due to the system symmetry the two-way rate is maximizedyfomsetric source output raté& =
Rs = R. Consequently, the basic (respectively superposed) messae sent with identical raig,
(respectivelyRs) from both sources and henag = ag = a. Note that in the following discussion it will
be assumed that only basic messages can be decoded by hothties as HSI.

9.2.1.1 Relay processing

RelayR receives the following signal in the MAC phase:
x = he,g (\/1_ asy + ﬁs;) +her (\/1_ asy+ ﬁ%) + Wk, (9.6)

wherewg is the complex additive Gaussian noige/ (0,Np). Relay performs HDF decoding (see
[65, 71] for more details) to decode only some specific functiondthichical signal” — e.g. bit-wise
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XOR operation) of the basic messages from the receivedIqi§r@. This hierarchical signal is denoted
simply asdf @ dB. Note that individual messages, d3 are not separately decoded. After decoding the
hierarchical signal, the relay tries to perform InterfereiCancellation (IC) to remove the “mixture” of
basic messages/fl — a (hs,rSR + hg;rS)) from the received sign#.

After IC, the relay has the following observation:

Xk = V0 (Ng,rSa + NgrSE) + W (9.7)

Since there is no additional HSI at destinations (supeigposEssages cannot be decoded there), the relay
must fully decode both individual superposed messagedg.
In the BC phase the relay has to broadcast the following ngessa

d? & df
dr=| d% |. (9.8)
dS
B

Whered,E@ dg is the hierarchical signal. To simplify the analysis, we @b @ptimize the relay broadcast
strategy and hence we assume that all three padg of (9.8) are broadcast separately by the relay.

9.2.1.2 Destination processing

We describe the decoding process at destinddigrdecoding aDg follows identical steps. In the MAC
phaseDa overhears the following signal transmitted by the so&ge

za=heo, { (VI—a) B+ vas}+w (9.9)

Only the basic messag% is decodable (as HSI) at the destination and hence the sigrmalsponding to
the superposed messagg)(is considered only as an interference. Surprisingly,kkaa the information
content of the relay signal (it contains both superposedayeEsly, d3) and the symmetry of the system,
IC of the superposed message sigsidtom (9.9) can be performed. Consequenidy does not perform
any decoding after the MAC phase, and only stores the si@r@lif its buffer.

In the BC phas®x decodes the full relay messageg) from the received relay signal, and hence it
has available the desired superposed messjetlie superposed message of the unintended sadgye (
and the hierarchical basic messagﬁe(a dtB’). The superposed message of the unintended sodgyedn
be used to generate a local versiorsgfand hence IC of this signal from.@) can be performed &4
to obtain the following (interference free) HSI observatio

Zp = hsyp, (m) L 4w (9.10)

Theefficient HSI(dB) can be then decoded from.L0Q and combined with hierarhical messag ¢ dB)
to get the desired basic messa@ This completes the decoding of the full desired messihge
[dg, dSA} atDa. The principle of the decoding at both destinations in S€ela/WVBN is summarized in
Fig.9.2

31The feasibility of such IC should be justified, since coratigin space signal(I—a (thRsﬁ-i-hsBR%)) corresponding to
basic messages should be removed frorb)(after dReB dg is decoded. Obviously, this could introduce some congan the
particular modulation/coding design. For the purpose isf@hapter we assume that perfect IC of the mixture signabesaiways
performed by the relay. Consequently, the derived two-vedgsr should be understood as the upper-bounds, condit@mméte
possibility of perfect IC of basic messages from the relageotation.
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[ died) [ & | d

L& [d]

Figure 9.2: Principles of the decoding process in SC-basBAIW

9.2.2 Information-theoretic bounds for SC rates

Apparently, the two-way rate of the proposed scheme depertseoparticular choice of parameter
While conjectures on the optimal value of power divisiongraetera for the special cases of zero and
perfect HSI can be easily drawn (more details will be givearlaits value needs to be optimized for the
general HSI case.

Lemma 20. (Bounds for SC-messages rates): Rates of basjr §Rd superposed messages)(Rre

bounded by:
(1-a)y
Ry ( )SC(W) (9.11)
Ro(a) <C((1-a)y) (9.12)
R(a) < 5C(2a) (9.13)
Ro(a) +Rs(a) <C(y) (9.14)

Proof. The first bound forR, corresponds to the relay decoding of the hierarchical ¢hamssages)
signal from the relay observatiof.g), considering the superposed messages as interferenesetond
bound forRy is given by destination decoding of the basic message fraretfuivalent HSI channel
observation 9.10. RateRs is bounded by the requirement of full decoding of individeaperposed
messages from the equivalent relay MAC chanBel)( It can be easily shown (see e.§])] that the
maximal symmetric rate for this equivalent MAC channel wgiin oy; is given by 0.13. The last
bound @.14) is obvious. O

Note that we assume that inequalities ¥1(1), (9.14) are not strict. This should be understood only
as a conjecture, since the exact proof of achievability es&hbounds is still not available (see el@J).
Under the constraints given by Lemr28, we can easily derive the maximal two-way rate of the SC
scheme:

Lemma 21. (SC-scheme two-way ratelhe maximal two-way rate of the SC scheme is given by:
< 2C(y) (Rb (aopt) +Rs (aopt))
~ C(ys) + Ro (aopt) + 2Rs (atopt)

wheredopt is the optimal value of SC power division parameter maxingizhe two-way rate for a given
SNR tripletys, v, y5.

Rsc(v1, 2, ¥3) (9.15)
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Proof. Total of Nyac (Ra+ Rs) = 2NvacR = 2Nwac (Ry + Rs) bits are transmitted from sources in the
MAC phase. Since the relay needs to send separately thrependent messagex § in the BC phase

through the channel with capaciB/ys), the duration of the BC phase will be at le&ic = % +

2RsN 2Nuac (Ro+Rs . . .
é(gfc . Consequently, from9(.4) we haveRsc < % which gives us finally9.15. O

9.2.3 Optimization of SC parametera

In this section we optimize the value of parameteto maximize the two-way ratBsc under the con-
straints given by Lemma0.
This optimization problem can be rewritten in a compact fasriollowing:

. 2C(y3) (Ry+Re)
MERRZS Clys)+ 2Rt Ry

, (1-a)n
subjectto R, <C <720V1+ 1

Ry <C((1-a)y)
Rs < %C(Zavl)
Rb+ Rs < C(Vl)

Note that for a fixedx the constraints are linear. Now sinBg > 0 andRs > 0, we can equivalently
transfer the maximization of the objective function inte thinimization of its inverse. As a result, the
objective function can be optimized using Linear Fractlddi@gramming (LFP), which can be trans-
formed into a linear programmind21].

The optimization problem can be thus rewritten equivajeasl

mianize f(a)
subjectto < a <1,

where C(y) L 2Rt Ry
. V3) + 2Rs+

=mn-——-—— 9.16

DR 2C (1) (Ro + R (5-10)
Hence, the maximal value of the two-way r&g- can be found by finding the optimal value of parameter
a, for which 9.16 is minimized. The minimum of (a) (under the constraints given by Lemi2@) can
be found for a fixed value af using LFP.

In order to simplify the analysis, we can use LFP to find thénopt SC messages ratBg, Rs for a

fixed a and then perform an exhaustive search to find the optimakwalpt (maximizing the two-way
rate). The numerical results of the optimization problemsdrown in the next section.

f(a)

9.2.4 Reference schemes for perfect & zero HSI

Here we introduce the reference scenarios for zero andqu¢tfd case and analyze their maximal 2-way
rates.

Theorem 22. (Zero HSI). The maximal two-way rate for WBN with zero HSlestohations is:

RMax _ C (2)/1) C (V3)

2200~ C (1) + C 2y (9.17)
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9.3. Maximal two-way rates

Proof. When HSI is unavailable at destinations, the relay musy fidicode the received signal in MAC
phase. Considerings = Rg = R, total of ZRNyac bits are sent by sources in the MAC phase. Maximal
Rallowing full decoding of both messagesRs< %C(Zyl). In the BC the relay must send separately both

decoded messages through a channel @ityz) and henc@gc = Z'é“("gC)R. Under the given assumptions

we immediately obtaing.17) from (9.4) by settingR = %C (2y1). O

Theorem 23. (Perfect HSI). The maximal two-way rate for the WBN with @etrHSI at destinations is:

max _ 2C(1)C(y3)
1 = C(ys) + Clp) (9.18)

Proof. When perfect HSI is available at destinations, WBN is viltfuaquivalent to 2-WRC, where
Ra=Rs =R<C(y) (see e.g.31]). Total of 2RNyac bits are sent by sources in the MAC phase. In the
BC phase the relay sends only the hierarchical (WNC-codesdsage of sizBlyacR through a channel
with C(y3) and hencéNgc = %q. Under the given assumptions we immediately obt8idi§ from

(9.4 by settingR=C(y1). O

Comparing the rateRzgr (9.17 and RTE (9.18 with (9.19, one can easily infer thdsc = Ry
whena =1,R,=0,Rs = %C(Zyl) andRsc = RT&whena =1 andR, = C(y1), Rs= 0. As expected,
for these special HSI cases the SC scheme reduces to a sieggage transmission.

9.3 Maximal two-way rates

The rates of basidRp) and superposedRf) SC-messages maximizifyc for arbitrary values of4, y», y3
can be found by optimizing the value of power division partene. The maximal 2-way rate of the pro-
posed SC scheme and the optimized valué$,0Rs are depicted (as a function gf) in Figs.9.3 9.4, 9.5,
9.6, 9.7 for variousys, ys. Maximal rates given by the reference schen847), (9.18 are also shown
in these Figures for a comparison. The optimized paranmgjgr maximal individual source rat@(y;)
and maximal symmetric rat%C(Zyl) are also shown. Comparison of the maximal 2-way rates for the
complete range of the observgd s, y5 is available in Fig9.8.

As it is obvious from Figs9.3 9.4, 9.5 9.6, 9.7, in the lows, region the two-way rate of SC scheme
is maximized by allocating all the power to the superposedsagesq = 1, R, = 0) and ignoring the
weak (unreliable) HSI links. This case is hence equivaleriié zero HSI case. Note that in this region
the SC scheme achieves the bound givend$4 and the two-way rate does not dependypnOn the
other hand, in the higlh region the two-way rate is maximized by allocating all thevpoto the basic
messageso = 0, Rs = 0) and thus fully exploiting the favourable quality of HSilis. This case is hence
equivalent to the perfect HSI case. Note that in the higtegion the 2-way rate can still depend gn
(e.g. see Fig9.7for 10dB< y» < 30dB), while the bound given b®(18) is finally achieved fog, > y.
The most interesting results have been observed for theabpE$I case (middlgs, region). Here the
partial available HSI is exploited (by mixing the optimates of both SC-messages, iR, # 0, Rs# 0
and O< a < 1) to increase the 2-way rate, and thus to bridge the gap keetthe zero and perfect HSI
cases.

9.4 Discussion of results

The maximal two-way rates of the proposed SC scheme forirgay WBN under arbitrary HSI assump-
tion is analyzed in this Chapter. Numerical optimizatiopotver division parameter and SC-messages
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Two-way rate [bps/Hz]

max
O—O0—O0—O0—O0—O0—O0=& — - - - — e e e | =-—- RZ—Way (perfect HSI) |-
5 = . . N N N —_— - max
R2—way (zero HSI)
—&— SC HDF
45 L L L L L L L T T T J
-20 -15 -10 -5 0 5 10 15 20 25 30 35
SNR y, [dB]
B
9 =
8 =
7 | -
— 8r A= R,
N N
T 90— ¥-----=-=-=-=-=-= y— - === == Ry -
g Vs~ ‘ —6—R +R
2 5r \ 4 X b s
[} ~, K4 C(y,)
5 w, A A\t
al- AA A - - —05C(2y)

SNR v, [dB]
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Figure 9.8: Comparison of maximal 2-way rates of the SC sehem

rates is performed to maximize the two-way rate. The prop&e scheme achieves the maximal 2-
way rates defined in the reference schemes (zero and per&}tahd moreover, it is able to adapt its
performance to actual SNR conditions and thus utilize elierpairtially available HSI.

As expected, when only partial HSI is available at destorej the proposed SC scheme can adapt
to the situation by a suitable mixing of the basic and supsgganessages, and thereby increase the 2-
way rate in the given SNR region. Surprisingly, for some #ie8NR values (e.g. check Fi@.7 for
5dB< y» < 15dB) the 2-way rate can be improved by completly removiegthnsmission of superposed
messagesRs = 0), even if this results in a significant decrease of the tetalrce transmission rate
(Ro+Ry).
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Chapter 10

WNC in wireless butterfly network:
Maximal sum-rate analysis

"People cannot foresee the future well enough to predicttistgoing to develop from
basic research. If we only did applied research, we woultllsi making better spears."

George Smoot

10.1 Introduction

In this Chapter we analyse the impact of limited HSI on vasistate-of-the-art relaying strategies in
WBN and determine the maximal sum-rate performance as aifumof the quality of HSI channels.
Based on the results of this information-theoretic ingzdton, a modified version of SC-based scheme
from [27] (see Chapte®) is also introduced. We show that thedified SC-based schemmselso capable

to adapt to arbitrary amount of available HSI, without reing the implementation of challenging IC of
hierarchical signal at the relay (more details will be gileter).

The rest of this Chapter is organized as follows. First, weflyrsummarize the system model and
all the required definitions and assumptions in Secliér2 Then, an overview of relaying strategies,
including a comparison of their performance in WBN is praddn Sectionl0.3 SC-based relaying
scheme is finally introduced in Secti@f.4 together with a numerical optimization of its performance

10.2 Symmetric wireless butterfly network

For simplicity reasons the symmetric WBN is analyzed in Bispter (see Fidl0.]). SourcesSa, S
transmit their data to the reldy in step |. Due to the inherent broadcast nature of wirelesscéls,
transmission of sourc8, (respectivelyss) is overheard by its “unintended"” destinatibg (respectively
Da). Generally only limited HSI can be gathered from this olation at destinatior#®). The relay node
processes the received signal and broadcasts the outpat sigboth destinationB,, Dg in step II. A
particular relay processing (and the corresponding formelafy output signal) depends on a particular
WNC strategy (more details will be provided in the followisgctions). Since the relay output signal
contains always some specific function of source signalafiécplar form of this function is given by the

32)Note that the 2-WRC system where nodes have finite (limiteffebsize for previously sent messages can be also dedcribe
by this model. There only a part of the previously sent messag be stored in the node’s buffer, calling likewise for alified
WNC processing.
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3 73

Figure 10.1: Half-duplex communication in symmetric WBN.

specific WNC strategy), the relay output signal is sometinsded generally as thieierarchical signal
(see e.g.127). DestinationDp, Dg decode the desired information from the hierarchical digising
HSI overheard in step | as Sl.

10.2.1 Definitions and assumptions
A signal space representation of the signal transmitte fitodeK and observed at nodeis:
yi (M) = hkese [m] +wi [m], (10.1)

wheres [m] denotes thenth complex constellation symbol from no#eto nodel, hg. is the complex
channel coefficient on linKL andw[m] is the complex additive Gaussian noige4” (0,Np). Complex
valued vector will be denoted by. Complex channel coefficients of source-relby,g, hs;r), source-
destination (i.e. HSI Hs,p,, hs;p,) and relay-destination linkdgs,, hrs,) are assumed to be constant
during the observation and perfectly known by all nodessHEsisumption allows us to adapt the trans-
mission rates of all nodes (allowing an unequal durationtes 1, 11) to the actual channel conditions
and thus evaluate the maximum sum-rate performance ofeafitalysed WNC strategies.

Transmitted symbols from all nodes are zero-mean with a poaenalized to unity. Consequently,
Signal-to-Noise Ratio (SNR) of a particular link can be defims:

| [

y” = N—O |,J S {SA,S{,‘,DA,DB,R} . (102)

For simplicity reasons a symmetric WBN is assumed in thispBra Hence, the channel SNRs can be
summarized as (see also Fif.1):

YaaR = V&R A,
YsaDg = VYsgDa Y2, (10.3)
YRop, = Rz = V3,

10.2.2 Sum-rate performance

We extend the results of the WNC performance investigatiesgnted in31] to the case with limited
HSI at destinations. Similarly as in the previous Chapterassume that all channels have bandwidth
normalized® to 1 Hz and hence a rate up ®(y) = log, (1+ y) [bit/s| can be reliably sent through a

33)Note again that this bandwidth normalization allows to esgrthe rates in bits/8]] and it makes also the the terms “rate” and
“spectral efficiency" equivalentLlRQ.

102



10.3. Relaying strategies in WBN with limited HSI

channel with SNRy. Time can be expressed in a number of symbols and hendsts are transmitted
whenN symbols are sent with a rate equaltdMe assume that codewords are sufficiently long, securing
a zero error probability for the rates below the channel ciypé.e. if r <C).

We evaluate the sum-rate (equivalent to the 2-way rate inR=Y\to compare the performance of
various WNC relaying schemes in WBN with limited HSI. The stette can be defined as the total sum
of bits successfully transmitted between the intendedsssdestination pairsy — Da, S — Dg) during
one communication round (step | & step II):

Definition 24. (Sum-rate):One communication round comprises step | (lengtisymbols) and step Il
(lengthN;; symbols). In step I, source,Sg transmit their messagek,dg to the relay. If destination
Da (respectivelyDg) can reliably decode the desired messdgérespectivelydg) from sourceSy (re-
spectivelySg) using only HSI (overheard during step 1) and the relay mgsda (received during step
), the sum-rate can be defined as:
_|da| +|dg]
sum — 7NI TNy

where|d| denotes the number of bits in a binary message

(10.4)

10.3 Relaying strategies in WBN with limited HSI

The main goal of this Chapter is the analysis of the impadnatéd HSI on the performance of state-of-
the-art WNC strategies. In particular, we analyseAhgplify & Forward (AF), Joint Decode & Forward
(JDF) andHierarchical Decode & Forward HDF) strategies (sedl P, 13,31, 65,70,71,73,79 and ref-
erences therein for 2-WRC implementation of these stragpgiApart of these 2-step strategies, we also
analyse the 3-stepecode & Forward(DF) strategy 81], where step | (Fig10.]) is time-shared by both
sources (orthogonal source transmissions).

Due to the system symmetry (see Fid).1) the maximum sum-rate can be achieved when both
sources transmit at the same rate, i.e. whegr-rg =r and henceX0.4 can be rewritten for 2-step
strategies (AF, JDF, HDF) as

step__ N (rA—HB) . 2rN,
ONHNE NN

(10.5)

and similarly as
step__ %Nl (ra+Ts) N

um N+Np NNy

(10.6)

for the 3-step strategy (DF), where equal time-sharingey sts applied®. Note that\;, i.e. the length
of step Il generally depends on the length of step),(source ratesr], channel SNRsy, y», y3) and
also on the employed WNC strategy. Hence, the choice of sawater in step | is a key factor for
maximizing the sum-rates in all the analysed WNC strategies

In the following analysis we assume (without loss of gerigfigthat the total length of step | is always
kept fixed toN, symbols in all the relaying strategies, while step Il is a#a to have variable length.
For the sake of our analysis we also assume that the relayaiseatbout the information content of the
HSI available at destinations after step I. Although thiglddoe viewed as a relatively strong assumption,
we will show later that some coding strategies (e [6]) can naturally guarantee this. To further
simplify (and clarify) the analysis, we assume that eachini$on performs a hard decision on the HSI

34)In the 3-step DF scheme both sources equally share thelztesiime resources in an orthogonal way and hence each source
transmits3N; symbols.

35)Note that in AF the relay only retransmits each received synfit0] and hence both steps have always equal length, i.e.
N| = N|| .
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prior to the processing of relay signal. Even though suclegssing could be sub-optimal, it still allows
a fair comparison of WNC relaying strategies itiraited-HS| networR®).

10.3.1 WBN with perfect and partial HSI

Before proceeding to the sum-rate analysis we classify tBNV@rocessing according to the amount
of available HSI. Since HSI is some specific portion of soundermation which can be overheard by
destinations on the channel with SNR(Fig. 10.1), its effective amount depends on the mutual relation
between the source rateand HSI channel capaci9(y,). Hence, as shown in Tabld®.1, 10.2 the
WBN system can be classified inperfect and partial HStased?).

It is apparent that the system can be always forced to opierttte perfect HSI region, if the source
rates are kept bounded below the HSI channel capacity i.e<iC(y,)). However, it can be shown
that such approach is usually only sub-optimal (especialiye low y» region) and superior sum-rate
performance can be achievedrif- C(y2) and partial HSI processing is allowed. The particular node
operations in both perfect and partial HSI regions are surizerhin Tablel0.1for DF and in Tablel0.2
for JDF and HDF relaying scheni® Note that the HSI channels become completely unreliable fo
C(y2) — 0 and hence separate individual source messages must hdedesmod broadcast by the relay
(in all DF, JDF and HDF strategies), making the WBN proceassiguivalent to the conventional routing
approach (see Tabld®.1, 10.2for C(y») = 0).

In the following sections we derive the maximal sum-ratésgaf particular relaying strategies in
WBN. Note that since we have defined some operational réstigto the applied WNC schemes, the
provided sum-rates are not the absolute capacities of th&l\Hmilarly as in B1] we also do not
optimize the relay broadcast strategy.

10.3.2 3-step scheme

SourcesSy, Sg equally share the available time in step | of the 3-step seheesulting in two orthogonal
source-relay channel${ — R, S§ — R). Source signals do not mutually interfere and hence tragyrel
is able to decode both individual source massages if a $eitamsmission rateis set at both sources.
The relaying strategy where such separate decoding ofgottad source transmissions is performed is
usually called DF31].

10.3.2.1 Decode & Forward

The individual source messageg, dg are always decoded by the relay (from orthogonal obsemstjo
regardless of the amount of HSI which can be gathered atndeistns. Since we assume that the relay
knows the amount (and information content) of HSI receividkeatinations, it is always able to compose
the output messagi from the decoded messages and then broadcadDit tDg (see Tablel0.1). The
maximal sum-rate of the DF scheme can be evaluated as shat following Theorem:

Theorem 25. (DF sum-rate):The maximal sum-rate in WBN with DF relaying strategy is:

Cv)C(¥s)

B Ly 2B >N
DF C(y3)+0.5C(y1) * v2
_ / 10.7
Rsum max[REanz]; leni} C B<n ( )
2 C(p)Cr) 2 C)C(w)
whereRQl = e Bostrsy andRn = crarrci—o5cms -

36)Later in the analysis of the SC-based scheme we show how thetja correlation of HSI and relay messages can be erploit
to further boost the sum-rate performance.

3")Note that WBN with perfect HSI is equivalent to the 2-WRC samém

38)More details about the particular processing in the AF iangcheme will be provided later.
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Available HSI Perfect/full Imperfect/partial

Sa,Ss  broad- SourcesSy, Sg orthogonally share the available time in step | and hence the
cast successively broadcast their messateslg (|da| = |dg| = 3Nir) towards the
(step 1) relay and unintended destinatiobg, Da with rater.

HSI channel

capacity vs. C(y)>r C(yp)<r

source rate

Da:
HSI processing

Decodes perfectly the information mespecodes only the partial HSI message,
sage transmitted by the unintender(AD’ _1NC(p)
sourceSs, |dfig | = 3NiT. st | = 3NIC(y2).

Dg:
HSI processing

Decodes perfectly the information mespecodes only the partial HSI message,
sage transmitted by the unintended (s1
J Y Td(HsR‘ = 3NIC(12).

sourceSy, [dBg | = INir.
Decodes separate source datg ds
(|da| = |dg| = $Nir) and then splits
each data messagk (i € {A,B}) into

two separate parts, whered”

Decodes separate source datgdg (
|

DF relay (Ida] = |dg| = $Nir) and combines 2 "
decoding them to form|dag| = Nir (e.g. bit- 3NIC(y2) and ’di ‘ = |di| - ‘di ’ =
wise XOR of the messages)q). %N| (r—C(p)). Subsequentlyigl)and
d(Bl) are combined to form the hierarchi-
cal messagd(Alg.
Broad (af al Forms the output message dg =
_ Broadcasts (after a potential re-[ (1) (2) 2 1
Rel?y broad encoding) the hierarchical message[dAB’dA +dg } Idr| = ZN'C(_VZ) *
cats | dr = das, |dr| = INr with rate N (rfcl(yg)) and broadcasts it (after
(step 1) fr— C (ys) to both destinations. a potential re-encoding) with rate =
C(ys) to both destinations.
Full HS| A dn | bined with Partial HSId,gAsll) = dél) is combined
. u A = dg is combined wi (1) (D) - .
Da decoding dag to decode. WI;h d,p to obtaind,” and joined with
dg) to getda.
Full HSI B da i bined with Partial HSIdﬁlel) = df) is combined
. u = da is combined wi
Dg decoding Hel — TA with d to obtaind{’ and joined with

dag to decodealg. )
dé) to getdg.

Table 10.1: Node operations in DF relaying scheme in pededtpartial HS| cases.
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Available HSI Perfect/full Imperfect/partial

Sa,Sg broad- SourcesS,, Ss simultaneously broadcast their messagigesls

cast (|da] = |ds| = Nir) towards the relay and unintended destinatibgsDa with
(step 1) rater.

HSI channel

capacity vs. C(y)>r C(yp)<r

source rate

Da:
HSI processing

Decodes perfectly the information mespecodes only the partial HSI message,
sage transmitted by the unintended (a1
g y Tars] =micow).

sourceSg, |dijg | = Nir.

Dg:
HSI processing

Decodes perfectly the information mespecodes only the partial HSI message,
sage transmitted by the unintended (g1
J Y le(-|5|)‘ =NC(y2).

sourceSy, [dig | =Nir.
Decodes separate source datg ds
(|da] = |ds| = Nir) and then splits
each data messagk (i € {A,B}) into

two separate parts, wher fl) =

Decodes separate source datgdg

JDF relay (|dal = |dg| = Nir) and combines them @ @
decoding  toform|dag| = Ni (e.g. bitwise XOR NC(y2) and [df| = [ai| — [df”| =
of the messages} g]. N (r—C(y)). Subsequentlyj&l)and
dél) are combined to form the hierarchi-
cal messagd(Alg.
Decodes directly the partial hierarchi-
cal datadfé (‘dfg‘ = N C(y)) and
HDF relay Decodes directly the hierarchical datseparately the two remaining parts of
decodin dag (|dag| = indivi 2 i
g aB (|dag| = NiT). individual source messag (i €
[AB}), where|d(? | = [ai] - |d”| =
N (r = C (1))
Forms the output message as
Relay  broad- Broadcasts (after a potential redr = [dfé,df),dg)}, ldr| =
cast encoding) the hierarchica! MeSSagR C(y,) + 2N, (r —C(y,)) and broad-
(step 1) dr = da, [dr| = Nir with rate casts it (after a potential re-encoding)
rr = C(y) to both destinations. with raterg = C(y3) to both destina-
tions.
Full HSI dA de | bined with Partial HSId<HA51,) = dfal) is combined
. u = dg is combined wi _ _ - .
Dadecoding '\ ecodea. Wgh d to obtaind and joined with
dg) to getda.
Full HSI B | bined with Partial HSId,&lel) = d,&l) is combined
. =dp i mbined wi
Dg decoding u Hsi = Ga 15 €O © with d5 to obtaind{” and joined with

dag to decodealg. )
d(B) to getds.

Table 10.2: Node operations in JDF and HDF relaying schempsrifect and partial HSI cases.
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Proof. Step | is time-shared by both sources and hence the souacessitit separately their messages of
%N| symbols to the relay. The optimal value of source r&fe which maximizes the sum-rate depends
on the mutual relation betweegmn andy, and hence we split the proof into two disjungtregions:

* (y» > y1): Source rater?]';; = C(y1) guarantees that both individual source messages can be de-
coded by the relay. Sindg(y,) > rr?]';i = C(y1) in this region, source messages can be decoded
also by the unintended destinations in step | and hence tfiecp&lSI processing can be applied
according to Tabld 0.1 After decoding of source messages, the relay broadcastautiput mes-
sage of sizédr| = |dag| = 2N,C(y1) with raterg = C(y3) to ensure a decodability of this message
at both destinations and hence the sum-rafeq can be evaluated as:

ort  sNIC(1)+3NC(v)  NC(p)
um = N TN = oo . (10.8)
5C(n
N (“ Clp) )

* (y» < y1): The HSI channels are the bottleneck of the system in thisnedihere are two possible
solutions how to cope with this problem. If the source ratddsreased to,?f;i = C(y2) we can
still guarantee that perfect HSI is retrieved by destirmetjavhich leads to the following sum-rate
(similarly as in (L0.8):

DF2 INIC(y2) + 3NIC(12) B NiC(y2)
um = N TN = o) . (10.9)
3

The second option is to keep the source ra@éi/ = r,?q';i =C(y1), at the price of having only

partial HSI. SinceC(y) < r,?qgf(/ = C(y1) in this region, only partial HSI can be received by des-
tinations and the partial HSI processing must be appliedralaeg to Tablel0.1 After decod-

ing of source messages, the relay broadcasts the outpubgeshs = [dfé,df),déz)} of size

|dr| = 2NIC(y5) +2(3Ni (C(y1) —C(y2))) with ratergr = C(y;) to ensure a decodability of this
message at both destinations and hence the sumia® ¢an be evaluated as:

OF? _ sNIC(y1) +3NiC(n) _ NiC(y1) _ (10.10)
i N + Nij Cln)-3C(w)
Although it is possible to explicitly evaluate, y5 region wher Dan21/ > lerf], for a better clarity

/
of results we express the sum-rate fpi< y; simply as ma{RELfrﬁ; lerﬁ } This gives us finally

(10.7).
O

Since perfect HSI can be received by both destinations wiegnye > y1, WBN with DF strategy
becomes equivalent to the 2-WRC scenario in this SNR reditare the source-relay channels are the
main bottleneck of the system and heiR%,, does not depend op. Much more interesting situation
occursifys <y, i.e. if the HSI channels are the bottleneck of the systentraightforward approach s to
reduce the source ratetBF = C(y,) to guarantee a decodability of perfect HSI at destinatigmsther
option is to exploit the partial HSI processing (Tab® 1), while keeping the source rate at the maximum
possible value for the given relaying strategy™( = C(y1) guarantees successful DF relay decoding).
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Figure 10.2: Comparison of the maximal DF sum-rates forqurR2">) and partial ler:) HSI pro-
cessing iy, < y1 region. Red curves correspond to the partial HSI proceqJiaigle 10.1). Note that

2 2
Dim > R8im < C () > 3C ().

It can be easily shown that the latter approach (i.e. theégh&tS| processing) provides a higher sum-
rate ROF, > ROT1) iff C(ys) > $C(y») and hence ma%Rlefrﬁ; lerﬂ in (10.7) can be further simplified

according to this mutual relation betwe€iys) andC (y,). An example comparison cﬁgfj and Fe.‘?uﬁf1
isin Fig.10.2

Similar behaviour can be observed in the other relayingesiies (AF, JDF, HDF). When the HSI
channels have sufficient capacity((») > r), perfect HSI is available at destinations and the system is
equivalent to the 2-WRC. On the other hand, if the HSI chabetome the bottleneck of the system
(e.g. if o < y1 in DF), we can either decrease the source rate to retain gitabnity of perfect HSI
at destinations or employ the partial HSI processing todattoé potential performance reduction of the
former method in the medium to loy region (see the rapid decreasd??lfrﬁ with y» in Fig. 10.2.

10.3.3 2-step schemes

Both sources,, Sg are allowed to transmit simultaneously in step | of all thet@ schemes and hence
the relay has only a single compound observation of sougmals in the Multiple-Access Channel
(Fig. 10.1). Several 2-step relaying strategies can be distinguigh&iBN according to a particular
processing of this compound signal, including AF, JDF and-HRore details on the individual strate-
gies, together with their maximal sum-rate performance BNAs provided in the following text.
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10.3.3.1 Amplify & Forward

The AF relay always only amplifies the received signal priobtoadcasting it to both destinatiorgl]
70]. Since the AF relay does not decode the source messagesteoraceived signal, it is not able to
modify its output message (contrary to DF, JDF, HDF — see€ekdt.1,10.2 to respect the actual HSI
observed at destinations. Each destination thus receiw@giare of source signals from the relay, having
its desired data interfered by the data from the unintendacts. This creates two equivalent channels
Sa — Da, S8 — Dg, where the particular equivalent SNR depends mainly on éséirtations’ ability to
remove the interfering signal.

The interfering signal can be perfectly removed iff the thegion is able to decode the unintended
source message overheard on HSI channel, i.e <f€(y2) . On the other hand, if the destination is not
able to decode the HSI signal (i.e. rif> C(y»)), it can either estimate its value from the HSI channel
observation (and subtract this estimate from the receieé/rsignal) or completely ignore the HSI
channel observation and treat the interfering signal aglditianal noise. Note again that each received
symbol is only re-transmitted by the relay, keeping the terod both communication steps in AF always
equal i = N;;). The maximal rate of AF strategy is proved in the followingebrem:

Theorem 26. (AF sum-rate):The maximal sum-rate in WBN with AF relaying strategy is:

Viys Viys
C (2y1+y3+l) ’ Y2 z 2y1+ys+1
F _ Vivs Vivs
Rifm=13 C(y). A <y < (10.11)

s v
C(2V1+V1V3+V3+1 v V2 S iyl

Proof. In step | both sources transmit their messagéy afymbols simultaneously to the relay. The relay
has the following observation:
YR = hSARSA + hSBRSB -+ WR. (10.12)

After receiving (L0.19, the relay simply multiplies it by the AF amplification fact3 [31, 70]:

1 1
B= = , (10.13)
o+ el o | No2a+1)

to keep the mean energy per symbol constant, and broadeasestlting signadr = Byr to destinations.
In the following, we describe the destinatibi processingDg processing follows the same steps).
Da receives the following signal from the relay:

Yo = hrDySR = Bhrp,hs.rSA + BhrDANs;RSE + (BhRD\WR +WD,) - (10.14)

The interfering signabs can be completely removed frog, iff perfect HSI is received in step I,
resulting in an equivalent interference fi&e— Da channel with SNR/X,?”’HS' (similarly also forss —
DB)Z ) 5
et-nst _ BZlhro”|hsRl”  np
AF = = :
No (BZ |hro,[?+ 1) 2ntystl

The source rateﬁ';i =C (y,&’,?”’HS') guarantees that the desired message can be decoded froquithe e

alent channel and the sum-rai®(5 can be evaluated as:

NC (VRﬁrf—HSI) £NC (yzle:rf—HSI
N+ Ny

) _c (Vf\grffHS') , (10.15)

£l
um —
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sinceNy; = N, in AF. Note that 10.15 can be achieved if€ (y») > C (yperf HS') as perfect HSI must
be available at destinations to allow a perfect removal efiiterfering signal at destinations.

Now we have to analyse the sum-rate in the region wiidie) < C (y,&’,?”’HS'), i.e. in the region
where the HSI channels are the bottleneck of the systeme®étS1 (and consequently a perfect cancel-
lation of the interfering signal) can be guaranteed evehigregion, simply by reducing the source rate to

r’,;';i =C(y»). Since the equivalent source-destination channels siitt[SNRy, erf HSI 2V1+ +1 >V
in this region, the desired source message can be decodadratjestlnatlon and hence me sum-rate
(10.9 reduces to:

2 NC(yr) +NC(yn)
um - Ni + Ny

—C(1p). (10.16)

The other option in this regionC((y2) < C(yperf HS')) is to keep the source rate g}, = rAF: —

(ype'f’HS') and employ the AF equivalent of partial HSI processing. 8i@¢y) < r{;gx, Da can-

not perfectly decode the sourée message from its HSI observatigg>' = hg;p,ss +Wg>'. However,

it can always try to estimate the value of HSI signigl)(and use it to (at least partlally) remove the
interfering signaks from (10.14. A particular implementation of this partial-HSI processin AF (to-
gether with a particular method for partial HSI estimati@ standalone research problem and hence it
is beyond the scope of this analy®¥s We assume that AF operates with full HSI in this region, kegp
the sum-rate equal td.Q0.16. Note that this generally provides only a lower bound of Akemaximal

sum-rate irC(y,) < C (yﬁfé”’”s') .
It is obvious thatF\’él'f,f1 = C(y») deteriorates rapidly with the quality of HSI channels. Hogtely,
since each destination observes an analogue superpositEsurce messages from AF relay, it can

completely ignore the unreliable HSI observation in lgwegion and try to decode the desired message
directly from the relay signatl0.14. The resulting equivalent channel has Spﬁ%“”s':

2
ero-HSI __ BZ |hRDA|2 ’hSAR’ _ iy
AF T 2 2 5 2 B+ 2nt s+l
B?|hro,|“ [hsgrl +No(ﬁ INRD,| +1) 1 1

The source rateﬁqzx = C( e’CFHS') guarantees a decodability of the desired source messagettieo
interference channel(.14 and hence the sum-rat&Qq.5 can be evaluated as:

- (yzermHSI) + N C( ermHSI) B
um- N+ Ny B

C (ygero-Hsty (10.17)
Now it is straightforward to show tha&f, > RAF? iff y2¢ro-HS! > \» which gives us finally10.19. O

10.3.3.2 Joint Decode & Forward

The JDF relay always decodes the individual source messiages from MAC channel observation (see
Fig. 10.1), regardless of the amount of HSI which can be gathered &ihdé&ens. Since we assume that
the relay always knows the amount (and information cont&it)SI received at destinations, it is always
able to compose the output messalgeand then broadcast it D, Dg (see Tablel0.2). The maximal
sum-rate of the JDF scheme can be evaluated as shown in iheifi Theorem:

39)The optimal HSI estimator (and its performance) can gelyestabend also on the employed source modulation/codiagesty.
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Theorem 27. (JDF sum-rate):The maximal sum-rate in WBN with JDF relaying strategy is:

cepc(s) 1
DF _ C(y3)+050(22y1) i C(y2) > 5C(2n1) (10.18)
" max[RéErﬁ, 2], i) < cn)

Proof. In step I both sources transmit thelr messagest|o$ymbols simultaneously to the relay. The
optimal value of source ratd®" which maximizes the sum-rate depends on the mutual relafignand
¥ and hence we split the proof into two disjungtregions:

* (C(y)> 1C (2y1)): Maximum symmetric source rate which guarantees that bdihidual source

messages can be decoded by the relay3§" = 1C(2y1) [6]. SinceC(y) > riB" = 1c(2p)

in this region, source messages can be decoded also by tmenchéd destinations in step | and
hence the perfect HSI processing can be applied accordifejie10.2 After decoding of source
messages, the relay broadcasts the output message dtigize |dag| = Ni 3C(2y1) with rate
rr = C(ys) to ensure a decodability of this message at both destirmtiod hence the sum-rate
(10.9 can be evaluated as:

ort _ Ni3C(2p) +NigC(2y)  NC(2p)

um -
NI + Ny N (1+ 3 ((2331))

(10.19)

* (C(y)< %C (2y1)): The HSI channels are the bottleneck of the system in thisnedihere are two
possible solutions how to cope with this problem. If the seumate is decreased ltﬁ%f(z =C(y)
we can still guarantee that perfect HSI is retrieved by dasitins, which leads to the following
sum-rate (similarly as in10.19):

orz _ NIC(y2) +NiC(y2) _  2NiC(yz)

um-— N+ Ny N N (1_|_ %)

(10.20)

The second option is to keep the source rate?n%’i — rDF" — 1c(2y), at the price of having

only partial HSI. Sinc& (y») < erE;)F( = 1C(2y1) in this region, only partial HSI can be received
by destinations and the partial HSI processing must be eghalccording to Tabl@0.2 After

decoding of source messages, the relay broadcasts thet ougssagalr = {dfg,df),dg) of

size|dr| = NiC(y2) + 2N, (3C(2y1) — C(y2)) with raterg = C(y5) to ensure a decodability of this
message at both destinations and hence the sumia® ¢an be evaluated as:

or?  Ni3C(21) +Ni3C(2y) NiC(2y1) (10.21)
e N -+ Ny N (1+M)' '
: C(vs)

Although it is possible to explicitly evaluaie, ys region whereRDr s RIDE? for a better clarity
of results we express the sum-rate@iiy2) < 3C(2y1) simply as ma{Rgum ; DF2 } This gives
us finally (10.18.

(I

It can be easily shown that f@(y@) lC(2yl) the partial HSI processing in JDF provides a better
sum-rate than the perfect onl‘a‘gEm > RIDF?) iff C(ys) > C(y,) and hence maERgﬁ’rﬁz; E’rﬁz} in
(10.18 can be further simplified according to the mutual relatietweerC (y») andC (ys).
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10.3.3.3 Hierarchical Decode & Forward

The fundamental idea of the HDF relaying strategies ($8€lB, 65, 71] and references therein) is based
on the fact that the intermediate relay node is not the finstid@tion of communication and hence it does
not have to decodseparate individual source messagésis in turn allows to increase the source rates
above the limits of the underlying rel&AC capacity regiorf6] (compare with JDF) and hence to further
boost the sum-rate performance. However, a sufficient airafudSI must be available at destinations
to gather this potential performance benefit of HDF. In otherds, HDF provides higher sum-rates than
JDF only if HSI channels support the rates above the MAC dapiagion (i.e. ifC(y2) > %C(Zyl)) This
is illustrated in Fig10.3

When sufficient HSI is available, the HDF relay decodes diyebe hierarchical messagkg from
its observatiorf®), and hence the individual source messateslg are not necessarily decoded. Since
we assume that the relay knows the amount (and informatioten) of HSI received at destinations, it
is always able to compose the output mességand then broadcast it 0, Dg (see Tablel0.2. The
maximal sum-rate of the HDF scheme can be evaluated as sihawe following Theorem:

Theorem 28. (HDF sum-rate):The maximal sum-rate in WBN with HDF relaying strategy is:

2C
e Clr) =Cn)
HOR — ¢ St 3C(2n) <C(y) <C(n) (10.22)
3 3
max|REDE*RIBE" |, C (1) < dc(2m)
3 ¥ ___cencw)
whereRERT — S andRAET — o o

Proof. In step | both sources transmit their messagebljafymbols simultaneously to the relay. The
optimal value of source rateé!®F which maximizes the sum-rate depends on the mutual relafign
andy, and hence we split the proof into three disjugctegions:

* (C(yr) > C(w1)): In the HDF strategy, the source rates are theoretically uppended only by
the 1st order cut-set bound of the underlying MAC chanfElife. byr = C(y1). Even though
the achievability of this rate has not been rigorously ptbire general Gaussian channels (see
e.g. [103), we follow the conjecture from31] and assume that hierarchical messdgg can be
successfully decoded by the relay if the sources transritittve raterHDF C(y1) — €. By setting
€ = 0 we obtain the upper-bound of the maximal sum-rate of the Kibétegy. Sinc€ (y,) >
r,':'gf =C(y) in this region, source messages can be decoded by the wigtteiestinations in
step | and hence the perfect HSI processing can be applieddicg to Tablel0.2 After decoding
of source messages, the relay broadcasts the output mexdssige|dr| = |dag| = NIC(y1) with
raterr = C(y3) to ensure a decodability of this message at both destirsgiod hence the sum-rate
(10.5 can be evaluated as:

ot~ NIC(y) +NIC(y1)  2NiIC(y1)

um- N+ Ny N N (1+ %)

(10.23)

. (%C(Zyl) < C(y2) <C(y1)): The HSI channels become the bottleneck of the system inggism.

Perfect HSI can still be provided if the source rate is reduoa2F* = C(y,), which results in

40)d g is generally some invertible function of source data. Eazstidation can decode its desired data fryg iff data from
the unintended source (HSI) are also availath@.[
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N

Figure 10.3: Operational regions of HDF strategy: impadhefrelationship between the HSI channel
capacityC(y») and relay MAC capacity region.

the following sum-rate:

norz _ NIC(y2) +NIC(y2)  2NiIC(y»)
W RG] (10.24)
' 1)

* (C(p) < %C(Zyl)): In this region the HSI channels cannot support the rateseabw limits
induced by the relay MAC capacity region and hence the HDEesyly becomes equivalent to JDF.
Source rate can be setrf@2f” = rDF" — 1C(2y;) and hence the maximal sum-rate is the same as

in the JDF strategy, i.&RHPF° = max{ D2, E’r';y} , which gives us finally10.22.

O

10.3.4 Performance comparison

Here we finally compare the performance of particular relgygchemes in WBN. Apart of the sum-rates
we evaluate also the corresponding relative lengths ofstepall relaying strategies to emphasize the
fact that WBN must operate with uneven lengths of steps b Hdhieve the sum-rates evaluated in the
previous section. Since we are interested mainly in the ahpflimited HSI, the sum-rate and relative
length of step | are analysed as a function of the HSI chanNB &).

10.3.4.1 Maximal sum-rates

Maximal sum-rates of the analysed relaying schemes are a@djin Fig.10.4(y; = 10dB, 53 = 30dB),
Fig. 10.5(y1 = 30dB, y3 = 10dB) and Fig.10.6 (y1 = y5 = 30dB). The values ofs whereC(y,) is
equal to the 1st and 2nd order (symmetric rates) cut-setdsahthe underlying relay MAC channel
are emphasized in all Figures. These cut-set bounds detetire HSI operating regions in most of the
strategies (see equatiori®(7), (10.18, (10.22).

Many interesting observations can be made from Figs4 10.5 10.6 Similarly as in the 2-WRC
scenario 1], the best sum-rate is provided by the HDF strategy in thelevrange of channel SNES.

“DNote that in the low to mediumg region only a lower bound on AF strategy sum-rate is provigee proof of Theorerfi6).
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However, wherC(y,) < %C(Zyl) the performance of HDF degrades theoretically to that of dDE
strategy, since the actual quality of HSI channels does ltmt &0 increase the source rates above the
conventional MAC capacity region (see Fid.3.

As expected, the sum-rates depend strongly on the actual @N#SI channels k), and all the
relaying strategies are capable to support non-zero stes-ezen when the HSI channels are very weak
(C(y2) — 0). On the other hand, when the HSI channels are sufficietriyng the sum-rates tend to
saturate (for fixeds, ys) as the HSI channels no longer limit the performance of trstesy. Similar
behaviour can be observed in the lgpwegion, where the impact of weak (unreliable) HSI channals o
the maximal sum-rate becomes negligible. As it is obvioosfiFigs.10.4 10.5 10.6 the particular
regions ofy, where this saturation of sum-rates can be observed depeintiyror the applied relaying
strategy and also on the actual value$fys.

10.3.4.2 Relative length of communication steps

The WBN system must operate with uneven lengths of step 4§ Hchieve the sum-rates evaluated in
(10.7, (10.18, (10.29. Since the relay itself is not a source of information (iedmot have any own
data to transmit) the length of step Il is always proportldodhe length of step I, i.eN;; = dN, (note
again that\; is kept fixed in all strategies), wheteis the proportional coefficient. Both steps have a
constant lengthN; = Ny, dar = 1) only in the AF strategy where the relay always only retnaitseach
received symbol{Q]. .

The sum-rate in0.5 can be evaluated as:

2r
step__ _
n =1 2rny, (10.25)
wheren, = ﬁ = 115 is the relative length of step |, and similarly for the 3-stfategy 10.6):
r
=1 =M (10.26)

From (10.25, (10.29 is is obvious that the corresponding optimal relative tesgf step Il b =1—n;)
can be directly evaluated from the sum-rates proved in Témas25, 27, 28 and hence we omit a detailed
derivation ofny; in this paper.

The optimal values ofy; which correspond to the sum-rates in Fi$y8.4 10.5 10.6are compared in
Fig.10.7(y1» = 10dB, y5 = 30dB), Fig. 10.8(y1 = 30dB, y5 = 10dB) and Fig10.9(y1 = y5 = 30dB). As
it is obvious from these Figures, the lengths of step I, Il ninesalways optimized to achieve the optimal
sum-rate performance in WBN. For example, less resoureeequired in step Il whep < y3, due to
the superior quality of relay»destination channels (see Fif).7). On the other hand, the length of step
I must be increased relatively to step | whar> ys, i.e. when the relay-destination channels are weak
(see Figl10.8. Quite surprisingly, the optimal lengths of steps I, Il act always equalr|;, # %) even if
y1 = y5 (see Fig10.9. Note that the values gf wheren;; curves change its derivative (in DF, JDF and
HDF) in Fig.10.8correspond to the value @ where the partial HSI processing becomes superior than
the perfect HSI processing (with reduced source rate;, EeC(y»)). As noted in the previous discussion
this corresponds 16 (y) = 3C(y,) in DF strategy and t€ (ys) = C(y») in JDF and HDF strategies.

10.4 SC-based HDF scheme
In the previous text we assumed that the source coding gyrate guarantee that the relay node knows

the information content of HSI received at destinations.isTdllows the relay to construct its output
message and thus enables a successful decoding of desieedtdaoth destinations. One particular
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MAC phase BC phase

Figure 10.10: Principle of HDéc processing in WBN. Symbab denotes a hierarchical function (e.g.
bit-wise XOR).

coding strategy which can naturally guarantee the fulfiloadthis assumption is SG5[27]. In the
previosu Section we showed that HDF is capable to providbéisesum-rate performance among all the
analysed WBN relaying strategies (for arbitrggyy; and HSI channel qualityg)). Hence, in the rest of
this Chapter we focus on an implementation of the SC-basefd téRying scheme (HDit) in WBN*2),
The idea of HDIgc strategy was originally proposed ig7].

10.4.1 Implementation ofHDFscin WBN

Basic principle of HDE¢ processing is visualized in Fid.0.10(more details can be found i27] or
Chapter9). Both sources, i € {A B} split their messages into two independent (basic & supegjos
parts of potentially unequal length and broadcast themIsameously in step I.

The fundamental idea of HRf: is to process only the basic messages asffattive HSlat desti-
nations, treating the superposed messages on overheaog-smstination channels purely and simply
as an additional interference (with obvious consequencegl@HSI channels capacity2{]. Since the
basic messages are decoded at both unintended destinasid#SI, it is sufficient to decode a hierar-
chical function of these basic messages (e.g. bit-wise XOR) [t the relay, while both individual
superposed messages must be decoded separately. Théeslaytcessively transmits (after a potential
re-encoding) the hierarchical message and two individupésosed messages, forming a relay output
message as

dr=| d3 |, (10.27)

where® denotes a hierarchical function (e.g. bit-wise XQR]). It is obvious that each destination
Di,i € {A B} is able to decode perfectly the desired mess#ge- {(dF)T,(df)T} iff both the relay

messagalr and effective HSI (given by the basic messai@ej € {A/B}, j #1) are correctly decoded
(Fig. 10.10.

42)Note that SC can be similarly implemented also in the DF, AfF HDF strategies.
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The SC power division parameter becomes obviously the crucial element of the HBBystem
design. It introduces an additional degree of freedom teyiséem, which in turn allows an optimization
of the rates of basic and superposed messages by a prop#utish of the power among them. The
rate of basic messages hence can be matched to the actugl qUEISI channels, while still allowing to
exploit the remaining capacity (if available) of the relayAl channel for a transmission of superposed
messages. As shown in the following Lemma, it is straightéod to evaluate the maximal sum-rate of
the HDFsc scheme as a function of the rates of superposed and basiagesss

Lemma 29. (HDFsc sum-rate):In step | source$a, Sg transmit simultaneously their messagesNpf
symbols with rate = rp +rs. The maximal sum-rate rate of HIQEin WBN is then given by:

< 2C(ys) (rb (aopt) +rIs (aopt))
“C(ys)trp (aopt) +2rs (aopt) '
wheredagpt is the optimal value of SC power division parameter maxingzhe two-way rate for a given

SNR triplety1, 5,3 andry (aopt) (respectivelyrs(aopt)) is the optimized rate of basic (respectively
superposed) message.

HOPSC (v1, ¥2, 1)

(10.28)

Proof. Total of N; (ra+rg) = 2Nir = 2N (rp+rs) bits are transmitted simultaneously from sources

Sh, Sg in step |. The relay must send separately three independesgagesl.27 in step Il through
the relay—~destination channel with capaciB(ys), and hence step Il will be at lealst; = oM (2;(52')

Clys)
symbols long. Consequently, frorhd.5 we havd??u%fsc < W which gives usfinally10.2§. O

As shown in P7], a numerical optimization oft must be performed to find the maximum sum-rate
(10.28 of the SC-based strategy. We perform this optimizationH®fsc and compare its maximal
sum-rate withREDE (evaluated in Theorer8). The section is then concluded with an introduction of a
HDF: scheme which nicely demonstrates how an inherent comelafirelay and source signals can be

exploited to further improve the sum-rate performance inNVB

10.4.1.1 HDFsc relaying strategy

To provide a fair comparison witRH2™ (see Theoreri8) we must follow the assumption of independent

processing of HSI and relay channel observations (as statgection10.3. Thus, in the basic HDic
strategy each destinatidh, i € {A,B} performs a decision on HSI (basic messa@,ej e {AB},]#

i) immediately after step I, i.e. prior to the reception (amdgessing) of relay signal. A numerical
optimization ofa must be performed to find the ratgg rs maximizing the sum-rate in10.28. This
optimization was performed already 27 (see also Chapted) for a special case of relay processing
which assumes sapecific interference cancellatiaf the basic messages signal at the relay. However,
since a feasibility of such processing has not been provedwee modify the relay processing in the
HDFsc strategy according to the results of the analysis in Sedt{b&

WhenC (y,) > %C(Zyl) we assume that the rate of superposed message is set tagerf)(and
only the basic messages are transmitted. Since the sotece+a, = min[C(y2),C(y1)] is kept bounded
below the HSI channel capacity (i.e< C(y2)) in this region, a perfect HSI processing (see Tdlfle)
is feasible. On the other hand (as noted in Secti@!® we assume that the HDF operation is equivalent
to JDF whenC(y,) < %C(Zyl). Here, the relay decodes separately both basic and alsosbp#r-
posed messages, which corresponds to an equivalent feuMAC decoding®. This, together with
the assumption of destination’s HSI decoding after stegs Inf@ntioned above), providessat of rate
upper-boundsor basic and superposed messages, as summarized in theifiglLemma:

43)Note that hierarchical messagg@ dg can be always constructed when both separate basic messagkesoded by the relay.

119



10. WNC IN WIRELESS BUTTERFLY NETWORK: MAXIMAL SUM-RATE ANALYSIS

Lemma 30. (HDFsc messages rates)f C(y,) < %C(Zyl) the HDFsc relay operates in the JDF mode,
and hence the rates of basig)(and superposed message$ &re bounded by the following:
1st order:

rs(a) < C(ay). (10.29)
rp(a) <C((1—-a)n), (10.30)

2nd order:
2rs(a) <C(2aw), (10.31)
2rp (a1) < C(2(1— o)), (10.32)
rp(a)+rs(a) <C(y), (10.33)

3rd order:
2rs(a)+r, <C((1+ o)), (10.34)
rs(a)+2r, <C((2—a)y), (10.35)

and 4th order cut-set bounds:

2(rp () +r1s(a)) < (211). (10.36)

The HSI (basic message) is decoded at destinations aftel &tem the interference channel, bounding

the rate of basic messages as:
(1-a)y
<C|———=—=). 10.37
(@) <c (o (10.37)

Proof. Due to the symmetry of analysed WBN we can assume withoutlbgenerality thaty = rg =
r =ryp+rsand hencera = ag. In step | the relay has the following observation:

V3 = hsp (VI— G+ VIR ) + e (VI— 08+ vas) + e, (10.38)

which forms an equivalent 4-user MAC channel. The maximalgén this channel can be achieved using
Successive Decoding — Interference Cancellation (SDd€hrique§]. Therefore, a set of upper-bounds
of achievable rates for basic and superposed messages chretty evaluated as a set of particular
cut-set boundsf] of the equivalent MAC channelfl(.3§. We can immediately evaluate the 1st order
(10.29, (10.30, 2nd order £0.33), (10.32, (10.33, 3rd order 10.39, (10.35 and 4th order10.36
cut-set bounds of this MAC channel. The last bound in Len3®éL0.37) corresponds to a decoding of

effective HSI from the interference HSI chanyg] = thDi («/17 asﬁ’+ \/EST) +w; at destinatiorb;,
i,j € {AB}andi+# j. O

Based on the rate bounds evaluated in Len®®a numerical optimization ofr can be performed
(see R7] for more details) to provide the optimal rates(dopt), I's (Copt) Which maximize the HDEc
sum-rate {0.29. An example of particular optimized values@fry, rs is evaluated fop;, = y3 = 30dB
in Fig. 10.11as a function of, (compare the results with the proof of Theor@8). A comparison of
the maximal sum-rate of HDJ¢ with the maximal sum-rate of HDF strate@ D" (10.23 is available
in Fig. 10.12 As expected, whe@ (y») > %C(Zyl), the HDFs¢ strategy can provide the same sum-rate
asRIDF. The rates of superposed messages are set to zero (se@Hif).in this region, and hence a
perfect HSI processing can always be performed (see T&bB On the other hand, €(y) < %C(Zyl)
the HDFsc strategy does not achieve the maximal sum-Rgl in the whole range of observed channel
SNRsy1, v, ya(see Fig.10.19. A similar information-theoretic sub-optimality of SGgzessing was
already observed iflp(Q for the conventional (one-way) relay channel.
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10.4.1.2 HDF relaying strategy

Whenever a partial HSI processing is employed, the relayasicould become correlated with the signal
transmitted on HSI channels. This happens obviously alseeiHDFsc strategy, where the superposed
messages influence both the relay sigi#@l.27% and signal on the HSI channels. Since the superposed
messageﬁ, j € {A,B} is contained in the relay messadg (decoded at both destinations), each des-
tinationD;, i € {A,B},i # j can remove the corresponding interfering superposed messgnal from

its HSI channel observation (see Fif).1Q to obtain an equivalerinterference free HSI channéee
Chapter9). This allows to further relax the last bound in Lem8@(10.3j torp () <C((1—a)y).

We denote the strategy where this interference cancellaticuperposed messages from HSI channel
observations is performed as H§F A marginal sum-rate gain which can be achieved in iDgvhen
compared to HDEg) is visualized in Fig10.13 Note that the slight performance improvement over
HDFsc can be achieved only when partial HSI processing is perfdr(he. whenrs# 0 A rp # 0 —
compare with Fig10.11for y3 = y5 = 30 dB).

10.5 Discussion of results

The impact of imperfect HSI on the sum-rate performance ofG\fBlaying strategies in WBN is anal-
ysed in this Chapter. An information-theoretic investigatvas conducted to provide the maximal sum-
rates of the WNC relaying strategies and the performancd sfrategies was compared as a function
of the quality of HSI channels. It was shown that all stregsgare able to operate even with a limited
(partial) HSI, if an appropriate modification of each stggtés applied. This partial HSI processing can
usually provide a better sum-rate than the straightforvgatdtion, where the perfect HSI operation is
secured by a decrease of source transmission rates.
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10.5. Discussion of results

Apart of the sum-rates of particular strategies, the ogtaisiribution of time between the two com-
munication steps was also analysed to stress that optimatate performance can be achieved only if
unequal lengths of steps I, Il are allowed. Since the perémte of both perfect and partial HSI process-
ing in all strategies greatly depends on the actual charmmmeliions in the system, it should be neccessary
to implement some sort of feedback in WBN to match the styafegrfect/partial), source rates and relay
processing to the actual channel quality and thus to magithie sum-rate performance of the system.
The Chapter is concluded with an analysis of two novel S@d&tDF strategies, which provide a natural
information theoretic tool for implementation of HDF in WBBlllowing to further improve the sum-rate
performance by exploiting the natural correlation of seuand relay signals (as demonstrated in the
HDF strategy).
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Chapter 11

Design of eXclusive mapper for
wireless butterfly network

"Design is not just what it looks like and feels like. Desigow it works."

Steve Jobs

11.1 Introduction

As noted already in Sectio8.1, one of the crucial steps in the HDF system design is the ehoic
a suitable eXclusive mapper at the relay. Simply speakimng,happer defines how the separate data
streams (from individual users) are mapped tohfezarchical (network-coded) data/fl] stream at the
relay node. The unreliable transmission of HSI in WBN can ercome by increasing the cardinality
of the relay output71]. A design of this eXclusive mapping operation is quite dienfor theminimal
mapping(perfect HSI assumption) operation, where it is usuallegiley a simple bit-wise xor operation.
However, in case of thextended cardinality mappingee Fig3.10), a suitable eXclusive mapper must
respect the amount of HSI at destinations to maximize thiesythroughput.

In this Chapter we focus on this problem. We introduce a syatie approach to the design okat
of relay eXclusive output mappeia relay output mapping in WBN. The scope is mainly on thayel
processing and the subsequent BC phase of communicati@nimerical evaluation of the alphabet-
constrained capacity (mutual information) we show how teggrmance of WBN can be controlled by
a suitable choice (from a pre-designed set) of the relaywesiet output mapper. These results pave the
way for an idea of adaptive butterfly network, where the penfince can be adapted to the actual channel
conditions (and thus the quality of HSI).

11.2 Summary of definitions and assumptions

We adopt the general WBN model defined in Secad The main goal of this Chapter is the design
of suitable relayeXclusive mapperand hence we assume a perfect MAC phase (reliable decotling o
arbitrary functiorcag = f (ca Cg) is possible at the relay). Nevertheless, the proposed skelmappers

do not depend on the particular source alphabets and hemcardfeasible also for the butterfly network
with optimized parametric source alphabets (see IPafffor the purpose of this Chapter we evaluate the
quality of HSI links by a number of “reliably” received chaglrsymbol bits, i.e.cﬁSI (for Da) anchS,

(for Dg), whereclg,, cBg, € {0,1,...,log, Ms} andMs is the source alphabet cardinality.
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11. DESIGN OF EXCLUSIVE MAPPER FOR WIRELESS BUTTERFLY NETVR®
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Figure 11.1: Signal-to-Noise Ratios (SNRs) of individuaks in WBN with HDF strategy.

11.2.1 Relay output eXclusive mapping

In HDF systems the relay performs an eXclusive mapping djperdsee 1] for details) to map the
received signal to the relay outpsi(cr), wherecr = cag = Z¢ (ciA,cé). This hierarchical symbol
mapping is referred to as therarchical Network CodéHNC map) in fL19. Note again that in principle
the hierarchical (network-coded) output signal from thayanust jointly represent the data from both
sources $, S8), while a knowledge of respective HSI at the destinationgseassary for a successful
decoding of the desired (separate) data stregéih [

For the purpose of this Chapter we assume that HNC mappingigecan be described directly on
the signal-space symbol Ie\éj = Zs (s‘A,sé). In this case it is suitable to describe the specific HNC
mapping by the HNC matrix

kit - kamg
Xs= : - : , (11.2)
kvt -0 Kwvigvs

whereki; = Xs(i,]),i,j € {1,2,...Mg} is the index of the relay output (signal space) synﬂﬁble R
Note that for the cardinality of the relay output alphabdtlsdsee e.g.11]):

| e = Ms < | 8| < M2 = |4, (11.2)

where| | = | 78| = | #8| = Ms is the source alphabet cardinality (assumed identical tht $murces).
The equalities in1.2 correspond to the minimal ¢f| = |.=%|) and full (=& = |%|?) mapping (see
[71,96] or Section3.2.2. More details about the relay output alphabet cardinalitg corresponding
required amount of the HSI are provided later. Assuming @ahsuiitable HNC mapper has been used at
the relay, destinations are able to decode the desired mbatetlie relay signal and HSI.

11.3 The role of HSI

The amount of information on the complementary data strdd81)(which is available ab; (after the

MAC phase) is given by a number of reliably received bﬁgl, i € {A,B}. This corresponds to a level
of granularity at which the destination can distinguishtisatar symbols received on the HSI link, and
consequently also to the partitioning of the HNC map (HNCriraXs). For the unambiguous decoding
each destination needs to identify only the relay symbdbmshe resulting subset of the HNC map
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11.3. The role of HSI
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Figure 11.3: Butterfly network with unreliable/missing HBks (cfig, = cBg = 0).

T,
-

v‘o_iglg
lo
'
Ly
ot N,
O F®

_10,

J S
]
~ HSI 00 01 1 1
Sy o=
00
01
10

11 11

Figure 11.4: Butterfly network with imperfect HSI linksffg, = cP,g; = 1). Imperfection of the HSI links
can be visualized as a loss of (several) least significas(bitly the last bit is lost in this example).
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Figure 11.5: Examples of HNC matrix partitioning fdis, = 2, cBg, = 1 andcfig, = cBg, = 1.

(submatrix ofXs). This is obvious from the example system wiili| = 4 in Figs.11.2 11.3 11.4for
perfect, zero and partial HSI (respectively).

As proved e.g. in97], for unambiguous decoding in the presence of perfect H8hah destination
each particular relay output symbol can appear at most ameach row and in each column of the HNC
map (see Figl1.2. This corresponds to thminimal cardinalityrelay output mapping|&&| = Ms).
Similarly (as also noted irfg[7]), for the case of partial/imperfect HSI each particuldayeoutput symbol
can appear at most once within a group of rows/columns (gixethe HNC map partitioning — see
Fig.11.4). This corresponds to thextended cardinalityelay output mapping. In the last case, i.e. in the
butterfly network where the HSI links are completly missikgg(11.3, the relay needs to deliver data to
both sources without assistance of HSI and herfodl eardinality relay output mapping &#Z| = M3) is
required.

As it is obvious from the discussion above, HSI (overheardéstinations in the MAC phase) has a
crucial impact on the overall system performance, sincetiéinines a required minimal cardinality of
the relay output alphab¢wsR| (as proved e.g. in97]). This is obviously a direct consequence of the
eXclusive law (see e.g7[]). Accordingly, HSI introduces some preconditions on dale HNC matrix
design. In the following section we introduce an algorittonthe design of a set of HNC matrices for
arbitrary source alphabet cardinalll (and the corresponding range of permissible valueﬁgt CES|).

11.4 HNC mapper design

As noted in the previous section, the quality of HSI links deé the partitioning of the HNC matrix
Xs (see examples in Figd.1.2 11.3 11.4), where unique relay output symbols are required in all the
resulting submatrices (for a giveﬁsw CES|). In this way Xs can be partitioned into a set of (generally
rectangular) blockB, (see examplesin Fid.1.5.

This observation leads to an idea of a systematic, blockédssign of the HNC matrix. A suitable
Xs must have unique symbols in each individual bl&kand also in all the respective subsets of blocks
corresponding to the given partitioning (e.¢Bo, B1,B2,B3}, {Ba4,Bs,Bs,B7} and{Bo,Ba}, {B1,Bs},
{Bg7 Be}, {Bg7 B7} in Fig. 11.3.

It is interesting to note that square building blo&¢scan be assumed without loss of generality (for
arbitraryclg,, cBs)*¥. Each individual block is hence# x % submatrix ofXs. The block dimension-
ality is given by.Z = Ms/2eusi, wherecys) = min{cfig), cBs, }. The HNC matrix designed for the source

alphabet with cardinalitils and CSl-links qualitycys) will be denoted aS(,\(,lZHS'). The design algorithm

49The minimal required relay alphabet cardinality®| is given by the weaker HSI link. To clarify this statement va@ consider
an example where one HSI link is fully unreliable (e(ﬁSI = 0). In this case the relay must use full cardinality relayimgrder
to guarantee successful decodinddat(even ifDg has a perfect HSI available). Hence for the purpose of the trfé@per design
we can assume the same level of partitioning givesigy = min{cfig,, cBg, }, resulting in the square bloci;.
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11.4. HNC mapper design

Algorithm 11.1 HNC matrixX,\(,,T) design Ms = |.«%|, m= cus).

1. Assumptions:

(a) Block dimensionality: 2 = Ms/2m
(b) Number of unique blockg: = 2™
(c) Inputelementsk € .z = {0,1,2,... (Mé/L) — 1}

2. Design the set of block, }| o

(a) Partition the set#” into L non-overlapping subset#{, where|.#| = %2,V € {0,...L -1}

(b) Fillin successively (e.g. columnwise) the bldBkwith unique elements fron¥|

3. Set up (block-by-block) the HNC matri;” :

(a) Aj =Bigj, wherei, j € {0,1,...L — 1} and% is a bit-wise XOR
Ago - AgL-1

Oy X' =| 1

Ao - A1

CHsI 1 2
0 2|4 6 0(112]|3
s | 1 3|5 7 1]0(3]2
4 4 6|0 2 213|101
5 7|1 3 3/211]0

Table 11.1: Example HNC matrice(él) andez).

for HNC matrixX,\(,,csHS') is summarized in Algorithm 1.1

The complete set of HNC matric%#i“s') for givenM;s and all permissible values ofis; (0 < cyg) <
log, Ms) can be designed with Algorithrhl.1 This design algorithm is suitable even for the design of
HNC mappers for minimal® = 1, L = Ms) and full cardinality @ = Ms, L = 1) relaying. Some exam-
ples of the proposed HNC matrices are given in Taliled, 11.2for Ms = 4 andMs = 8 (respectively).
As itis also obvious from these tables, the cardinality eftélay output alphabet is given by

_ M

o = b1 = .

(11.3)

11.4.1 Source alphabet partitioning

The HNC mapper design in Algorithiil.1lis based on the assumption that each destination can iden-
tify (at least) firstcyg) bits from the constellation symbol received on the HSI liekdept for the full
cardinality case) — see examples in Fig$.2 11.4 Interestingly, it is possible to increase the reliability
of this (partial) HSI by a suitable partitioning (and coeading constellation indexing) of both source
alphabetsss.
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CHs| 1 2

[0 4 8 12|16 20 24 28] 0 2|4 6|8 10|12 147

1 5 9 13|17 21 25 29 1 3|5 7|9 11|13 15

2 6 10 14|18 22 26 30 4 6|0 21|12 14} 8 10

(cus1) 3 7 11 15|19 23 27 31 5 7|1 3|13 15/ 9 11

Xg 16 20 24 28 0 4 8 12 8 10|12 14/ 0 2|4 6

17 21 25 2991 5 9 13 9 11|13 151 3|5 7

18 22 26 300 2 6 10 14 12 14, 8 1014 6|0 2
| 19 23 27 3113 7 11 15| 113 15,9 11|15 7|1 3 |

Table 11.2: Example HNC matricé(él) andxéz).

Figure 11.6: Partitioning of QPSK source constellatiorhalpet.

The idea is to partition the source constellation alphaftet$maller subsets (according to the prin-
ciples similar to Ungerboeck mapping ruld®B) to increase the probability of successful (partial) HSI
retrieval at the destination. Hence the intention is to meze the distance between the particular subsets
(not the particular symbol$y. The principle of the proposed source constellation alphphrtitioning
is visualized in Figs11.6 11.7for QPSK and 8PSK (respectively).

11.5 Numerical evaluations

In this section we finally demonstrate a feasibility of thegwsed HNC mapper design (Algorithti. 1)
for WBN. Without loss of generality, we focus on tlg processing. DestinatioDg has two channel
observations — the relay (network-coded) signglcr) and HSI linkzg (ca).

Since the relay transmits a common signal to both destimgtithe broadcast phase capacity region
is rectangular[96] with maximum rate given bY(cg;ys, zz) (and similarly forDa). The broadcast phase
alphabet-constrained capaciff] (mutual information) is given by

Chec = I(cB; Y8, 28) = H|YB, 28] — ' [yB, Z8|CH]. (11.4)

45)This should be clear e.g. from Fifj1.4 where symbols 00 and 01 define the same subset of the HNC rdapasequently
the successful decoding would be possible even if the dgtinis unable to distinguish between these two symbolherHSI
link. Hence, these symbols should be grouped into one s§b8gd1} (and similarly for the other symbols).
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11.5. Numerical evaluations

Figure 11.7: Partitioning of the 8PSK source constellatifphabet.

The pure HSI link capacit€ys) = | (ca; zs) will be also evaluated (for a comparis6f) This capacity is
simply a capacity of the Gaussian (alphabet constraineat)rotl P6).

The alphabet constrained capacities were evaluated ncaigtby the Monte-Carlo integral evalua-
tion (for details seed6] and references therein). The broadcast phase capaciguahsted as a function
of the HSI link SNR {4;) for various relay-to-destination SNR{). The results are on Fig$1.§ 11.9
11.10(QPSK source alphabet) and on Fi#4.12 11.13 11.14 11.16(8PSK source alphabet). For all
these results the source alphabets were partitioned angdothe Figs11.6 11.7and the HNC mappers

(matrices)(,f,‘,i“s')) were designed using the Algorithid.1

For the extended relaying scenarios we have evaluatedresoapacities for source alphabets with
Ungerboeck123 mapping (see Figsl1.11 11.15 11.17%. Here a significant degradation of the broad-
cast phase capacity can be observed (see Eig§0and11.1% Figs.11.14and11.15 Figs.11.16and
11.17%, although the HSI link capacity is identical for both comgisource alphabet partitioning. Hence,
it is obvious that Ungerboeck source alphabet partitiomsngpt appropriate for the proposed HNC map-
pers.

11.5.1 Adaptive butterfly network performance

As it is clear from the presented numerical results, the eaetiile broadcast phase capacity depends
strongly on the employed HNC mapper. Obviously, by a suitahbice of the HNC mapper (according
to the actual channel conditions) it would be possible toimé&e the throughput of the system. Pro-
vided that the observed quality of the HSI link is deliveredtie relay by both destinatiori3, Dg, a
suitable HNC mapper can be chosen (from the predesignetbse@ximize the achievable capacity of
the network.

To demonstrate a potential performance of such a system,seugmee a genie-aided relay which

48)It is important to note that some caution is necessary whimgreting the numerically evaluated HSI link capacity &mel
HSI link "quality indicator"cys) used in this Chapter. Obviously, the particular valuegf, does not directly correspond to the
HSI link capacity and the proper relation between these tifiemneeds further investigation.
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H-BC and HSI capacity for alphabets AsA: QPSK-opt and AsR: QPSK
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Figure 11.8: BC phase alphabet constrained capacity aratitgpf the HSI link (minimal mapping,
s = QPSK, &R = QPSK).

H-BC and HSI capacity for alphabets AsA: QPSK-opt and AsR: 16QAM
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Figure 11.9: BC phase alphabet constrained capacity aratitpf the HSI link (full mapping,«% =
QPSK, /R = 16QAM).
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11.5. Numerical evaluations

H-BC and HSI capacity for alphabets AsA: QPSK-opt and AsR: 8PSK
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Figure 11.10: BC phase alphabet constrained capacity gratitg of the HSI link (extended mapping,
s = QPSK, &R = 8PSK).

H-BC and HSI capacity for alphabets AsA: QPSK-Ungerboeck and AsR: 8PSK
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Figure 11.11: BC phase alphabet constrained capacity gratitg of the HSI link (extended mapping,
/s = QPSK with Ungerboeck mapping/R = 8PSK). Compare with Figl1.10
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H-BC and HSI capacity for alphabets AsA: 8PSK-opt and AsR: 8PSK
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Figure 11.12: BC phase alphabet constrained capacity gratita of the HSI link (minimal mapping,
s = 8PSK, &R = 8PSK).

H-BC and HSI capacity for alphabets AsA: 8PSK-opt and AsR: 64-QAM
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Figure 11.13: BC phase alphabet constrained capacity gratity of the HSI link (full mappingess =
8PSK, /R = 64QAM).
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H-BC and HSI capacity for alphabets AsA: 8PSK-opt and AsR: 16QAM
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Figure 11.14: BC phase alphabet constrained capacity gratitg of the HSI link (extended mapping,
s = 8PSK, &R = 16QAM).

H-BC and HSI capacity for alphabets AsA: 8PSK-Ungerboeck and AsR: 16QAM
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Figure 11.15: BC phase alphabet constrained capacity gratitg of the HSI link (extended mapping,
/s = 8PSK with Ungerboeck mapping/ = 16QAM). Compare with Figl1.14
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H-BC and HSI capacity for alphabets AsA: 8PSK-opt and AsR: 32-QAM
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Figure 11.16: BC phase alphabet constrained capacity gratitg of the HSI link (extended mapping,
s = 8PSK, &R = 32QAM).

H-BC and HSI capacity for alphabets AsA: 8PSK-Ungerboeck and AsR: 32-QAM
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Figure 11.17: BC phase alphabet constrained capacity gratitg of the HSI link (extended mapping,
/s = 8PSK with Ungerboeck mapping/X = 32QAM). Compare with Figl1.16
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H-BC capacity for alphabet AsA: QPSK
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11. DESIGN OF EXCLUSIVE MAPPER FOR WIRELESS BUTTERFLY NETVR®

possess a perfect knowledge about the actual quality of 8idiikks quality §4,, y»;) and the respective
relay to destination linksy, , ;). The achievable broadcast phase capacity of this (gedestpsystem
is evaluated in Figsl1.18 11.19for QPSK and 8PSK (respectively) source alphabets.

11.6 Discussion of results

A systematic algorithm for the HNC mapper design (see Atgaril1.) for relaying in WBN with HDF
strategy is introduced in this Chapter. The feasibilityla# proposed HNC mappers is demonstrated on
the evaluation of the broadcast phase capacity. The facstiitablesource alphabet partitioningiust

be performed to increase the probability of successfuligdpaHSI retrieval at destinations (to maximize
the achievable capacity of the system) was also pointed Dl observed behaviour of the broadcast
phase capacities encourages the idea of adaptive buttetflyprk, where the performance of the system
can be adapted to the actual quality of the HSI and relay toradgi®n links.
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Chapter 12

NuT constellations for imperfect HSI
relaying

"The only nice thing about being imperfect is the joy it beng others."

Doug Larson

12.1 Introduction

Since 2-WRC can be viewed as the perfect HSI equivalent of WB&! promising parametric channel
performance oNuT source alphabetsee Chapter) can be likewise efficiently exploited in the WBN
systems 17]. The non-uniform distribution of power between the twotslof the NuT constellation
super-symbotan, however, degrade the performance on the HSI link @ieguh a significant perfor-
mance loss). To avoid this performance degradation, wegs@po employ thextended cardinality
relaying (see Chaptet1), where only the stronger slot is harnessegadial HSI (see Figl12.1), while
the weaker slot can be discarded. Althoughiraareased cardinalityof the relay output is required to
guarantee successful decoding at both destinations 2gpéof details), this approach can outperform
the minimal cardinality case, where both slots of NuT cdfedien are utilized as HSI. The extended
cardinality relaying hence offers an efficient trade-oftvieen the amount of HSI (one/two slots of NuT
constellation) and required relay output alphabet catitjna

12.2 WBN with HDF strategy

We adopt again the general WBN model defined in Se@i@(see Figl2.2. The relay decodes only the
superimposedhierarchicallsymbolin the MAC phase of the communication (instead of joint deécgd
of the two separate data streams). After receiving the MA&splsignal, the relay performs an eXclusive
mapping operation to map the receiveampoundsymbol to the relay output symbek (cap) € Z/X,

wherecag = Z¢ (C‘A,cﬂ;) is the eXclusive mapping operation (HNC mappktg). More details on the

cardinality of the relay output alphab¢xz(ﬂ = MR) are be provided in the next section. In the following
BC phase the relay output symbol is broadcast to both déistirsa Assuming that a suitable HNC map is
used by the relay (see Chapiel), destinations are able to decode the desired data fronelée signal
and HSI. The HSI and BC channels are (for the purpose of thep@h) considered as pure Gaussian,
whereas the MAC channel is considered to be parametric toamalthe detrimental effects of channel
parametrization on the WNC processing (for details 4&k4nd references therein).
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minimal mapping extended mapping

AR = 16QAM AR = 64QAM

Figure 12.1: WBN with NuT source constellations and exteincirdinality relaying.

12.2.1 Relay output alphabet cardinality
The cardinality of the relay output alphab®tg) can be bounded (see e.@1]) as:

Ms < Mg < MZ, (12.1)

whereMs is the source alphabet cardinality (assumed identical &t bources). Note again that the
equalities in 12.1) correspond to theninimal (Mg = Ms) andfull cardinality (Mg = M2) relaying (see
Section3.2.9. Obviously, the relay alphabet cardinality is affectedaayual channel conditions, i.e. by
the quality of HSI channels (e.g. full cardinality will beqgired if HSI is completely missing at one
destination) 24]. An in-depth analysis of the mutual relation between thécgated HSI link quality
and the required relay alphabet cardinality is availablg24j, where the systematic algorithm for the
design of suitable HNC mapper is derived. The algorithn?i [see Algorithm11.1) allows to design
the HNC mapper for arbitrary source alphabet cardinalitgl@nticipated HSI link quality), i.e. including
the extended cardinality casilg > Ms), which is discussed in the following sections.

12.3 Non-uniform 2-slot alphabets

A goal of the employed source constellations in WBN is twdfdirst to deliver reliably source data to
the relay; and second, within the same transmission, tasdatileast partially) the transfer of HSI to the
respective destination (Fig2.1). We show that the NuT constellations are well suited to rbeét these
objectives, especially in case of the extended cardinadigying.

The NuT constellations were originally proposed 6] (see Chapteir) to suppress the negative
impact of MAC channel parametrizatioan the HDF relaying performance in 2-WRC. Being robust to
channel parametrization effects, the NuT alphabets ab@dequirement of phase pre-rotation (or adap-
tive processing) while preserving tti&* (per symbol slot) dimensionality constraint (avoidingreey
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12.3. Non-uniform 2-slot alphabets

MAC phase

Figure 12.2: SNRs of individual links in WBN with HDF strateg

the throughput reduction). This is achieved by a non-unifee-allocation of power between the slots
of the 2-slotsuper-symbo{formed by pairing of two subsequent source symbols), wherenventional
linear modulation constellation is used as the base (jp¢raphabet.

Distribution of output power within the 2-slot super-synisocontrolled by thepower scaling fac-
tor st € (0,2) to guarantee the constant average power of the super-syritha NuT constellation
(NuT («%; 7)) is hence a 2-source alphabet:

= [ /2— s, (12.2)
dE = 2= /5T A (12.3)

where the base alphabet is a conventional linear modulation constellation (e.gSBPQPSK).

Note that NuT.7; 1) is a pure 2-slot extension of a conventional modulation weifual per-slot
power. We use Nulas; 1) whenever a comparison with conventional linear modulatsorequired,
since it has an identical performance. The cardinality of anstellation is obviouslis = |%|2. An
example NuTQPSK;025) constellation withMs = 16 is in Fig.12.1(for details see the NuT alphabet
design Algorithniz.1).

12.3.1 Performance as the HSI link alphabet

The NuT alphabets’ robustness to the MAC channel paranagiizis demonstrated iif]. In WBN, the
employed source alphabets are, however, also carrierslqee&Fig.12.2), which rises some additional
requirements on the alphabet properties/design. In tletiosewe look on the secondary purpose of the
alphabet, i.e. on its capability to deliver HSI (at leasttigdirto the respective destination.

Without loss of generality we focus solely orf* part of the NUT(QPSK;S]‘) alphabetsg; € {1,0.25})
and we analyze the alphabet-constrained capacity/mutfaahiation asCys) = | (ca;zs) (for details on
alphabet-constrained capacity evaluation €6 Comparison of mutual information performance of
the observed alphabets is in Fif.3

Note that the non-uniform per-slot powes; (4 1), required to improve the MAC phase perfor-
mance 6], results in a deterioration of an aggregate (2-9Gi3, performance. However, as it is also
obvious from Fig12.3 a significant SNR gain can be observed for the second slot®f{PSK;025)
constellation. This gain can be generally evaluated as

Gnut (Sf) = 10log o (max(sf,2—st)) , (12.4)

which corresponds to the SNR gain of the "stronger" slot efNla T alphabet (compared to conventional
linear modulation). Froml2.4 we have a gain &yt (0.25) ~ 2.34dB for the alphabet with; = 0.25.
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Figure 12.3: Mutual information of7 for NuT(QPSK;1 & NuT (QPSK;025) alphabets. Per-slot
mutual information is also evaluated to emphasize the Predture of NuT constellations. Note that
NuT (QPSK;025) has better one-slot performance (for 2nd slot) than M@ASK; 1), although its ag-
gregate 2-slot performance is worse.

As it is shown in the following section, this superior onetshutual information performance can be
conveniently exploited in the extended cardinality retayi Note again that in order to utilize this we
need to use the extended relay output HNC map.

12.4 Numerical results

To demonstrate the feasibility of NuT constellation in WBM @waluate the overall system BER. Without
loss of generality we focus on th&s processing. As it is obvious from Fig2.2 Dg has two channel
observations — the relay (network-coded) signglcr) and HSI linkzg (ca).

The MAC channel is considered to be parametric (Rician fadimannelds,r, hs;r with a Rician
factorK = 10dB are assumed) to embrace the detrimental effects ohehparametrization on the WNC
processing. The equivalent SNRs are evaluated on a pelnadt. The average MAC channel SNR is

defined agy = é;]E [|hA|2+ |hB|2} and the individual links’ SNRs are definedjas = U%W— Ko = o5

B B
where€ = 1 is an equivalent one-slot alphabet mean symbol energyr(syabol energy of the whole
NuT super-symbol is equal to 2) a@i (respectivelya\fﬂ,) is a variance of the circularly symmetric

complex Gaussian noise on the HSI (respectively reldgstination) link. Particular bit mapping to
constellation symbols and HNC maps are designed accordititetdesign rules presented 4] (see
Chapterll). For simplicity reasons we do not use error-correctingesod

We observe an overals — Dg) BER performance as a function of HSI link SNR(). The results
are parametrized bR — Dg SNR (), while the average MAC channel SNRY is supposed to be
constant. In the following sections we introduce the obsg@BER performance results separately for
minimal and extended cardinality relaying. To show a rekeamparison of the NuT and conventional
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Figure 12.4: Minimal cardinality relayingUg = 16, </ = 16QAM), destinatiorDg BER (constella-
tions NuT(QPSK; 1 & NuT (QPSK;025)). Note the error floor induced by MAC arRl— Dg channel
SNRs. Performance loss of NUQPSK;025) due to the worse aggregate HSI (see E213 can be also
observed.

linear modulation constellations, we always compare thtopmance of the* for NuT (QPSK; 1) and
NuT(QPSK;025) alphabets. Note again that the performance of MRFSK; ) is identical to that of
the corresponding base-alphabet (i.e. QPSK in this cagg) [

12.4.1 Minimal cardinality relaying

In minimal cardinality HDF, both slots of NuT super-symboéaitilized as HSI to enable successful
decoding of required data stream (from the received ref@yad) at the destination. This allows to keep
the cardinality of the relay output identical with the cawality of individual source alphabetslg = Mg).

Before proceeding to the BER performance results, it is@mate to briefly discuss the anticipated
behavior. Since the MAC channel SNR is considered to be aohgt BER evaluation, an error floor
(given by the actual MAC an@® — Dg channel SNRs) is expected. This is obviously given by the
absence of the direct links§ — Dg). If the relevant hierarchical data cannot be retrieveibdy by
the relay in the MAC phase, the errors are propagated tondgistn (regardless of the HSI link quality).
Note that this is true in general, i.e. even for the extendedinality relaying. On the other hand, for
the minimal cardinality case there should be some perfoce#oss given by the worse aggregate HSI
performance of the NulQPSK;Q025) constellation (see Fid.2.3. The simulated BER performance for
the observed alphabets and minimal cardinality relayMg £ 16) is in Fig.12.4

12.4.2 Extended cardinality relaying

The superior MAC phase performance of the NQPSK;025) constellation results in the lower error
floor (for sufficiently highy,,). However, a significant performance loss can be observegfe< 17 dB
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Figure 12.5: Extended cardinality relayinglg = 64, /X = 64QAM), destinatiorDg BER (constella-
tions NuT(QPSK; 1 & NuT (QPSK;025)). Note the error floor induced by MAC aRl— Dg channel
SNRs. Performance gain of NYQPSK;025) constellation induced by the better one-slot HSI perfor-
mance (see Fidl2.3 can be also observed.

as a consequence of the worse aggregate HSI performance Niufil QPSK;025) constellation (see
Fig. 12.3. Encouraged by potential performance gains of the extkdedinality relaying (see Chap-
ter 11) and the superior one-slot mutual information performasee Fig.12.3 we propose to employ
the extended cardinality relaying to overcome this behggiee Figl12.1).

We assume that only the stronger slot carries the effect®ie(ske Fig12.1). Since only partial HSI
is available at destinations in this case, the cardinalfitthe relay output must be greater than the car-
dinality of individual source alphabetblg > Ms) to guarantee that both destination can reliably retrieve
the desired data from their observations. The simulated B&fRormance of the extended cardinality
relaying is in Fig.12.5

12.5 Discussion of results

Surpassing again the performance of conventional linealutation schemes, the NuT constellations are
shown to be a viable solution for HDF relaying in WBN. Whilethfavorable parametric MAC channel
performance (seelp]) induces aower error floorin both minimal (Fig.12.4 & extended (Fig12.5
cardinality relaying, the increased reliability of patttme-slot HSI (see Figl2.3 transforms into an
additional SNR gairn the extended cardinality case (FIR2.5, where the worse aggregate HSI perfor-
mance is compensated by an increased cardinality of thg oelgout alphabet (se@4]). Moreover, as

it is obvious from comparison of Fig42.4 12.5 for some specific SNR conditions the extended cardi-
nality relaying outperforms the minimal one, suggestirgygktended cardinality WNC to be a preferred
solution for relaying in WBN with NuT source constellatiolplaabets.
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Chapter 13

Conclusions and future research
directions

"Life was so much easier when Apple and Blackberry were jugsf"

Anonymous

13.1 Summary of contributions

As already demonstrated in the literature (see 84509,65,71,73,101,102), the bidirectional relaying
strategies based on a wireless-domain extension of waditNC principles 14] offer a great potential
to improve the performance of future wireless communicatietworks. Even in the very basic network
scenarios (e.g. 2-WRC), these WNC relaying strategies €ge€l3 65, 71]) can provide a two-fold
increase of the communication rate, and even larger gagerarisaged in the research community for
more complicated multi-source/multi-node network stuues.

Unfortunately, even in the basic 2-WRC scenario, the paréorce of WNC strategies can be seri-
ously degraded due to an inheraviteless channel parametrizatigf5, 71]). Several novel techniques
were already introduced (including phase pre-rotatioroofee node transmission8g, 68 and adapta-
tion of the relay output symbol mapping9]) to avoid this performance degradation, however, all¢hes
approaches face several drawbacks, including a praatiegsibility of (synchronized) multi-node trans-
mission phase pre-rotation (in fading channels) or a seitgito channel estimation errors of adaptive
solutions (inaccurate channel estimate results in an ipgrchoice of relay output symbol mappedl.
Another research challenge arises when the scope is extémdeore complex multi-node systems like
WBN, where generally onlpartial HSI (required for WNC system decoding) can be delivered to dasti
tions (due to an insuficcient capacity of correspondingeg®channels) and hence the WNC processing
must be appropriately modified to cope with this situatioze(e.g. 96, 97]). These two particular re-
search challenges, namely A&NC processing in parametric channéPartll) and implementation of
WNC in networks with partial side informatigRartlll) form together theore of this thesis

Our contributions to the design of linear modulation schefoeparameteric HDF systenare sum-
marized in Partl. Even though the design of multi-dimensional constelfaim C? (Chaptei5) appears
to be the most simple solution, the increased alphabetr@ityi is inherently accompanied with a re-
duction of achievable througput. Hence, the natural godheffollow-up work was to find a suitable
constellations irC?! to avoid this inherent drawback of multi-dimensional cefiations. However, based
on the analysis of Euclidean distance (Chagleiit was proved that the detrimental effects of channel
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parametrization (eXclusive law failures) cannot be présdim case of conventional modulation schemes
in C! (excepting the binary alphabets). Fortunatelly, it is jiiesto at least suppress this harmful be-
haviour of channel parametrization by a design of ndw&T constellation alphabets (Chapt#®r if the
2-WRC system operates Rician fading channelsThe proposed NuT alphabets are robust to channel
parametrization effects in Rician channels, outperfogntire traditional linear modulation schemes (in
the sense of SER performance) without sacrificing the ohgyatem throughput.

Partlll of the thesis summarizes our original contributions in tkeé&lfof partial/imperfect HSI pro-
cessingn WNC networks. TheésC-based schen{€hapter9) for relaying in WBN is capable to adapt
to arbitrary amount of HSI and hence it provides a naturarimition theoretic tool for the implementa-
tion of HDF strategy in WBN. Moreover, all conventional lirettional 3-step (DF) and 2-step (AF, JDF
and HDF) WNC strategies can be modified to guarantee thaessfid decoding at destinations is made
possible even if only partial HSI is available (Chapi®). The (modified) HDF strategy provides the
best performancamong all the WNC strategies, even under the partial HSIitiond Another crucial
step in the design giractical HDF processindor partial HSI systems is the choice of suitable eXclusive
mapping operation at the relay. The design of ské of eXclusive relay output mappé@hapterll)
provides a systematic tool for a construction of relay otitpapping for WBN with arbitrary source
alphabet cardinality and HSI link quality. Finally, the prising parametric channel performance of NuT
constellations is rediscovered in WBN, where the increaskability of partial one-slot HSkransforms
into anadditional SNR gaifn BER performance of the system (Chayité&y.

13.2 Future research directions

A huge progress was achieved in the field of physical layeoralyns research during the last few
decades. Linear, nonlinear and multi-carrier modulatidreses, sophisticated coding principles (e.g.
turbo codes, LDPC codes etc.), together with iterative dempprinciples and space-time coding for
multi-antenna terminals has introduced a giant leap ingperénce of wireless communication networks.
However, most of these results are relatively tightly cartee with a traditional (point-to-point) under-
standing of the physical layer.

While the point-to-point communication is already covebsda relatively mature theory, only lim-
ited results are still available for generallti-node, multi-sourcevireless network scenarios. Here the
concepts of cooperative communications (e.g. relaying, WBIC etc.) are becoming more and more
important. Although the complexity of research in this aiegreatly increased (as compared to the
conventional single-link physical layer), appealing pemiance gains are envisaged in the research com-
munity, with some promising initial results being alreadgitable. The paradigm shift of physical layer
research focus from point-to-point to general multi-seyroulti-node networks is hence a logical evolu-
tionary step. However, it is evident that the research is #nea is still only at its very beginning. There
are very few rigorous research results available up to s ahd a vast number of challenging research
problems still remains to be solved, but it is clear that omlgerpetual progress in this cutting-edge
research area can guarantee that the ever-growing reagriterffast and reliable communicaticand
omnipresent connectivity future wireless networks could be met.

In this thesis we focus otwo specific research problenrsthe design of WNC networks. The results
presented in this thesis have a reasonable potential totpastate-of-the-art beyond the limits induced
by the conventional point-to-point interpretation of theypical layer. Implementation of these novel
PHY concepts, algorithms and results can help to signifigamiprove the performance and reliability
(robustness) of future cooperative wireless communinasigstems, including the mobile or wireless
sensor networks.

Numerous challenging research questions are yet to be asedteeenable practical implementation
of WNCin real-world wireless systems, and moreover, the extersisVNC-based processinggeneral
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(random) multi-source, multi-node netwoidso represents a very intricate and demanding researah are
[28]. Nevertheless, being encouraged by the results of ouarelsefforts in the field of WNC, we are
very keen to focus our future research endeavour on theseegting (but challenging) WNC research
problems.
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