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Abstract 

 

Single nanoparticle imaging, moreover, its quantitative characterisation or tracking have 

always been a challenge especially when using optical methods. Here, a fluorescence 

combined interferometric scattering (iSCAT) method in combination with theoretical 

modelling and data processing accomplishes all those challenges and offers a close 

insight into nanoparticle-cell interaction. In this work, iSCAT is used for size 

quantification of dielectric nanoparticles in range from 100 nm down to 10 nm. Although 

it is a fully optical method, the interferometric aspect allows to go beyond the diffraction 

limit. An axial three-dimensional profile of interferometric scattering from a single 

particle contains information about nanoparticle’s exact location, its material properties 

or size. A theoretical model was then developed to unravel the detected scattering signal 

from a single particle to calculate its size. The size measurement was carried out with 

polystyrene beads and subsequently fluorescent nanodiamonds (fND). Characterized 

fNDs were used in further investigation of their interaction with living cells. This 

investigation uncovered different pathways of 10 nm and 100 nm fNDs during the uptake 

mechanism as well as their pathway inside the cell. A single particle tracking method 

with fluorescence combined iSCAT was developed along the way which allows to track 

even as small nanoparticles as 10 nm in long timescales up to several hours. Both 

introduced methods are versatile techniques offering future development and perspective 

in nanoparticle characterisation and optical bioimaging. 
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Abstrakt 

 

Zobrazování jednotlivých nanočástic natož jejich kvantitativní charakterizace a trasování 

byly vždy výzvou především v optických zobrazovacích metodách. Zde prezentovaná 

interferometrická rozptylová mikroskopie (iSCAT) kombinovaná s fluorescenční detekcí 

a s využitím teoretického modelování a zpracování dat splňuje všechny tyto výzvy a 

nabízí bližší pohled na interakci mezi nanočásticemi a živými buňkami. V této práci je 

iSCAT použit pro kvantifikaci velikosti dielektrických nanočástic v rozsahu od 100 nm 

do 10 nm. Přestože se jedná o plně optickou metodu, interferometrie v tomto případě 

umožňuje překročit difrakční limit. Axiální trojrozměrný profil jedné částice detekován 

touto interferometrickou technikou obsahuje informace o přesné poloze nanočástice, 

jejích materiálových vlastnostech a velikosti. Teoretický model byl následně vyvinut pro 

rozluštění detekovaného rozptylového signálu z jedné částice za účelem výpočtu její 

velikosti. Měření velikosti bylo provedeno s polystyrenovými kuličkami a následně 

fluorescenčními nanodiamanty (fND). Charakterizované fND byly použity při dalším 

zkoumání jejich interakce s živými buňkami. To odhalilo různé mechanismy endocytózy 

a chování uvnitř buňky pro 10 nm a 100 nm fND. Zároveň s tím byla vyvinuta metoda 

pro trasování jednotlivých částic pomocí iSCAT mikroskopie kombinované s 

fluorescenční detekcí, která umožňuje sledovat i tak malé nanočástice jako 10 nm v 

dlouhých časových intervalech až několika hodin. Obě představené metody jsou 

všestranné techniky perspektivní v charakterizaci nanočástic a optickém biozobrazování 

a vybízejí k budoucímu vývoji.  
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1 Introduction 

Starting from observing the stars by telescopes to imaging small structures by optical 

microscopes, diffraction has always been in question. There was a time when diffraction 

was thought to be the ultimate limiting factor to the spatial resolution of light microscopes. 

The first diffraction image was calculated by George Biddell Airy in 1835[1]. It was an 

image of a star as a point source seen by circular aperture of a telescope. The first clear 

mention about diffraction limitation of optical systems came much later from Émile 

Verdet in 1869 who based his theory on telescope viewing angle w and came to a 

conclusion that 1/(2w) is the limitation to optical imaging. However, the most widely 

known work discussing the limiting role of diffraction was published by Ernst Abbe in 

1873[2]. It clearly stated his theory that the optical resolution would always be limited by 

half-wavelength of blue light. Nevertheless, he admits that there might be way for 

improvement beyond those limits. 

Independently on Abbe’s work, Hermann von Helmholtz published his work on the 

same topic and matching results just one year later. In addition to Abbe’s work, Helmholtz 

supported this theory with mathematical proofs. Another significant contribution to the 

topic came from Lord Rayleigh[3] who expanded the theory to various shapes of the 

objects and apertures. He is the author of well-known Rayleigh criterion[4] for the 

minimum resolvable detail given by zero distance between the first intensity minimum of 

one diffraction pattern and first intensity maximum of another. 

The effort to surpass this diffraction limit led to development of new methods. One 

of the first methods with enhanced resolution but not yet transcending the diffraction limit 

were scanning near field optical microscopy (SNOM) using high spatial frequencies to 

image fine details, total internal reflection (TIRF) imaging with help of evanescent light 

field near cover slip to image thin layer of sample with suppressed background, confocal 

microscopy where a pinhole enables axial sectioning and increases lateral resolution, or 

methods using structured illumination[5]. 

Diffraction limit was finally exceeded by use of fluorescent methods. Stimulated 

emission depletion (STED) microscopy developed by Hell and Wichmann[6] is able to 

minimize a size of a fluorescent point under diffraction limit by selective depletion of 

fluorescence in the area while keeping the central point active. Another such technique is 

RESOLFT (reversibly saturable/switchable optical fluorescence transitions) microscopy 
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first introduced by Hell and Kroug[7]. RESOLFT uses switchable fluorescence molecules 

similarly to STED and inhomogeneous illumination. The resolution of those techniques 

can go down to less than 10 nm[8], [9]. This concept of switchable optical states was later 

used in other techniques like DSOM (dynamic saturation optical microscopy)[10], PALM 

(photoactivation localization microscopy)[11], FPALM (fluorescence photoactivation 

localization microscopy)[12] or STORM (stochastic optical reconstruction 

microscopy)[13], [14]. 

Optical techniques have always been popular to use in biological applications. All 

those enhancements gradually led to better resolution, three-dimensional (3D) imaging, 

multi-colour imaging and distinguishing different parts of organisms, tissues and 

cells[15]. It became widely used in microbiology, biotechnology, nanoscience, 

pharmaceutical or medical research. One of the most relevant topics these days is 

interaction of nanomaterials and biological systems. Nanomaterials already have a broad 

usage in industry and everyday products. In biomedicine, especially nanoparticles could 

be used for drug or contrast agent delivery into cells or as optical probes. However, this 

kind of biomedical applications is mostly still in the phase of research. The mechanism 

of interaction of nanomaterial with biological system is different from bulk material and 

it can show unexpected results as nano-dimension brings new properties to the material. 

Specific properties of nanomaterials can generate a specific response of biological system 

starting with interaction of nanoparticle with biomembrane and further behaviour inside 

the cell. The size, shape, surface characteristic and functionalisation of nanoparticle or 

characteristic of the environment may play a significant role in nanoparticle and cell 

interaction. 

Knowledge of interaction between nanoparticles and cell structures is important 

regarding to new applications of nanomaterials, e.g., imaging in living systems, 

biosensors, drugs delivery or toxicity analysis.[16] However, imaging in living systems 

has always been a challenge, especially imaging and tracking cells in vivo. For those 

purposes a suitable combination of biocompatible label and imaging techniques needs to 

be decided on. In this work, fluorescent nanodiamonds (fNDs) were selected as a suitable 

candidate for bioimaging purposes due to their biocompatible and inert nature, bright 

fluorescence, photostability and high refractive index. Considering those properties, a 

combination of interference scattering (iSCAT) microscopy, a relatively new and very 

promising technique, with fluorescence detection can enable unambiguous label free 

imaging of cell structures and long-term tracking of nanoparticles in real time. 



3 
 

The iSCAT characteristics such as high sensitivity, homodyne detection and 

unlimited observation time[17]–[19] are desired features for bioimaging or nanoparticle 

characterisation applications. In this work, both nanoparticle characterisation and 

subsequently fND interaction with living cells are successfully explored by iSCAT. 

Under certain set of conditions, the iSCAT signal from a nanoparticle is proportional 

to the volume of the particle[20], [21] which was proven for example for metallic 

nanoparticles[22] or proteins.[20], [21] Here, a new approach to nanoparticle size 

evaluation is reported. This approach aims to be more universal, highly sensitive and 

accurate and consider all possible factors for wider variety of nanoparticles and iSCAT 

setups. The presented method considers material properties of the scatterers and all other 

involved materials, illumination and optical setup properties and optical aberrations that 

all contribute to the iSCAT signal. Besides, it is not limited by only Rayleigh scattering 

and goes beyond its limit where the scattering becomes asymmetric.[23] 

Because small scatterers far below the Abbe diffraction limit are used, it is not 

possible to obtain images of the actual shape of a nanoparticle. Thus, the method is based 

on determining of the vertical position of the scattering dipole of a nanoparticle placed 

on the cover glass calculated by rigorous theoretical model. It is demonstrated that the 

height of this dipole quantitatively correlates with the radius of its source. 

The size measurement method is based on theoretical model and optical imaging of 

single nanoparticle. Similar models were presented for different purposes too, for 

example, to localize metallic nanoparticles,[24] to study metallic nanoparticles by 

photothermal microscopy[25], [26] or to study different scattering properties between 

dielectric and metallic nanoparticles.[27] The difference here is, that none of them 

adapted these theoretical models for quantitative measurement of nanoparticle size as 

presented in this work.[23] 

After successfully characterizing fNDs with iSCAT, it was used for single particle 

tracking (SPT) in living cells and uncovering new findings in SPT and fND-cell 

interaction. Here, the combination of iSCAT with fluorescence detection came in handy 

when localizing even the smallest (10 nm) fNDs which opened door to unique observation 

of such small nanoparticle’s fate inside the cell. The long-term tracking feature of iSCAT 

in real time enable to record short- and long-time scale events during fND-cell interaction 

and offered deeper insight into SPT and its data analysis. The internalization rate of bare 

and coated fNDs was studied. Then, the events before and after internalization were 
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recorded showing distinct differences in fND behaviour of different sizes or 

functionalization. 

A SPT method using fluorescence combined iSCAT for long-term observation of 

nanoparticles in living cells was developed including data processing and evaluation. This 

method is intended for wider and further use in studying living cells by iSCAT. 

 
1.1 Aims of the thesis 

The main goal of the thesis was to develop a rigorous technique for characterization of 

fluorescent nanodiamonds and studying their interaction with living cells. 

The partial objectives to achieve this goal were: 

1. Construction of fluorescence combined iSCAT microscope 

To upgrade an iSCAT microscopy setup with fluorescence detection and set it for 

simultaneous detection of fND by both fluorescence and iSCAT channels. 

2. Development of theoretical model for nanoparticle characterization 

To write a theoretical model in MATLAB that will detect, localize and 

characterize nanoparticle size by iSCAT microscopy and to prove the 

functionality and accuracy of the model on measured data. 

3. Establishing a method for single particle tracking in living cells by iSCAT 

To update the iSCAT setup for long-term measurement of living cells, establish 

the recording conditions and suitable timescales for capturing various events of 

fND and cell interaction and write a MATLAB script for data processing. 

4. Studying endocytosis of fNDs and their fate in the cell 

To record and analyse different stages of fND interaction with living 

nonphagocytic cells with different sizes or functionalization of fNDs. 

 
 
1.2 Organization of the thesis 

This thesis describes a process of development of a method for nanoparticle 

characterization and single particle tracking in living system using iSCAT microscopy as 

an imaging technique and presents new findings about fND-cell interaction obtained 

thanks to that method. 

First, the theoretical section (Chapter 2) introduces all the fundamental methods used, 

sets them in context of this work and their state of art and describes the principles in order 
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to understand the later results. The methods include super-resolution microscopy 

techniques (2.1) of which the interferometry-based microscopies are highlighted, iSCAT 

microscopy (2.2) and diffraction theory (2.3), single particle tracking SPT (2.4) and 

finally interaction of nanoparticles (2.5) and specifically fNDs (2.6) with cells, in the 

same order as the practical part was conducted and results are presented. 

Chapter 3 describes the iSCAT experimental setup in detail and gives closer 

information on the used materials, i.e., fND samples (3.2) and sample preparation for 

cellular experiments (3.3). 

The results are divided into two main chapters, the iSCAT microscopy for 

nanoparticle size characterization (Chapter 4) introducing the developed theoretical 

model (4.2) showcasing the model on measured data of reference particles (4.3) and fNDs 

(4.4) by iSCAT. And imaging fNDs in cells (Chapter 5) including the tracking software 

development (5.5) and interaction of fNDs with U2OS cells (5.6 - 5.7). 

The final Chapter 6 summarizes the results and evaluates the accomplishment of the 

thesis aims. 

 

  



6 
 

METHODS 

 

2 State of art and theoretical background 

This chapter covers the basic principles that interconnect throughout this work. 

 

2.1 Resolution in optical microscopy 

The fundaments of microscopy are to capture and visualize objects and events in small 

scales. From imaging cells to single molecules, each microscopic method has its own 

advantages and limitations. In case of light microscopy, we use visible light (380 nm – 

700 nm) as a source. The relatively non-invasive nature and easy accessibility and 

handling of visible light source makes light microscopy a very attractive method of 

imaging. Still, the resolution limit and sensitivity achievable by visible light were the 

main obstacles until recently. 

 

2.1.1 Resolution and sensitivity 

The challenge to visualize small scale structures comes down to dealing with resolution, 

sensitivity and specificity.[28] In this work, we are mostly dealing with (a) sensitivity and 

(b) resolution. 

(a) The main challenge is to reach shot noise sensitivity and the best precision which 

depends on detecting a weak signal and distinguishing it from the imaging 

background or noise.[28], [29] Sensitivity can be understood as signal to noise 

ratio 

 

 𝑆𝑁𝑅 = !!"#$%&
!$'"!(

  , (1) 

 

where P is a power of a signal, or as a contrast 

 

 𝐼"#$%& =
!)%*	'!)"$
!)%*	(!)"$

  . (2) 
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There were several ways used to supress the background signal in the past, i.e., 

placing the observed object in vacuum,[30] using frequency modulation 

spectroscopy and measuring absorption spectra at cryogenic conditions,[31] or 

the most widespread approach by using fluorescence. Another purely optical 

approach with high contrast is dark-field microscopy[32] which detects scattered 

light from a transparent specimen that results in higher contrast between areas 

with different refractive index in the final image. It can be often used instead of 

fluorescence microscopy resulting in comparable image quality.[33] 

Nevertheless, imaging single molecules with dark-field microscopy proves still 

more challenging than using fluorescent dyes due to difficulty of separating weak 

scattering signals of single molecule from the background signal.[28] 

Until this day there are two main methods how to reach shot noise sensitivity (i) 

eliminating image noise coming from illumination fluctuations by combining 

speckle-free laser with widefield detection[34] and (ii) subtracting background 

by image postprocessing. 

 

(b) The resolution of optical microscopy is in principle given by the diffraction limit 

of visible light.[35] Abbe diffraction limit is defined as [35] 

 

 𝑑 = )
*$ +,- .

= )
*/0

   , (3) 

 

where l is wavelength, n refractive index of the medium where the light travels, 

q is half-angle of the light cone entering the lens and NA is the numerical aperture 

of the lens. As for optical microscopy, this limit can be improved by applying 

interferometric or fluorescence techniques. 

 

2.1.2 Interference-based microscopy 

The first type of microscope using interference phenomenon was phase-contrast 

microscope[36] where the phase shift originates in the transparent sample while the light 

passes through and then the transmitted light is detected. Later, the differential 

interference contrast (DIC) microscopy was invented[37], [38] that uses two slightly 

displaced light beams that travel alongside each other through transparent sample to 

image areas with different refractive indexes. Although, the image quality of these 
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approaches was lower compared to dark-field imaging at the time, further development 

of illumination and detection techniques sustained these methods till this day mainly as 

label free cellular imaging techniques.[39], [40] 

Reflection based schemes proved to be more eligible for the detection of small 

structures. In reflection scheme of interference microscopy, only small portion of incident 

light is reflected back and interferes with the back-scattered light from the sample. 

Because most of the incident light passes through the sample but the scattering from 

subdiffraction limit structures is the same in both directions, we obtain more signal from 

the sample compared to the reference in the back scattered/reflected direction of detection. 

There have been several implementations of the reflection based interferometric 

microscopy, nonetheless, the principle is the same. The sample is placed on the 

transparent substrate, e.g. cover glass, the incident beam is then partially scattered at the 

sample, partially reflected at the interface between sample and substrate and the rest of 

the light is transmitted. The back-scattered and reflected signals are then collected with 

the same objective lens used for illumination. The detected intensity 𝐼12% is given by 

 
 𝐼12% = |𝐸& + 𝐸3|* = |𝐸4$"|*(|𝑟|* + |𝑠|* + 2|𝑟||𝑠|𝑐𝑜𝑠𝜙)  , (4) 

 

where 𝐸& is the reference field reflected from the cover glass, 𝐸3 is the scattered field 

from the sample, 𝐸4$" is the incident filed, r is the field reflectivity and 𝑠 = |𝑠|𝑒45 is the 

scattering amplitude with relative phase f between reflected and scattered fields. 

 

2.2 Interferometric scattering microscopy (iSCAT) 

2.2.1 State of art in iSCAT microscopy 

The phenomena of interference or scattering are central principles of some already well-

known microscopic techniques like differential interference contrast, phase-contrast or 

dark-field microscopy. The reflection interference microscopy also called reflection 

contrast microscopy[41]–[45] can be considered as the first precursor of iSCAT 

microscopy. Reflection interference microscopy was initially used for quantitative 

measurements on cells,[41], [46], [47] lipid bilayers[48] or phospholipid vesicles.[49] 

Later, coherent light source was used which significantly enhanced the contrast.[50] 

Interferometric scattering techniques then reached sensitivity to image particles of 

diameter down to 5 nm as demonstrated for gold nanoparticles[51] and been able to track 
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single virions without any labeling.[52] The first report that used the term interferometric 

scattering (iSCAT) microscopy in 2009 also introduced imaging background removal 

method which was a significant improvement in sensitivity and precision of the 

method.[53] 

For a long time iSCAT technique was used mainly for single particle tracking (SPT) 

due to its sensitivity, nanometre precision and label-free approach. First successful 

attempts for SPT were carried out in background-free, well-controlled, model synthetic 

systems like tracking virus particle[53] or gold nanoparticles (GNP)[54], [55] on 

supported lipid bilayers, lipids and proteins on giant unilamellar vesicles[56] or just 

detecting and imaging single proteins,[20], [57], [58] GNP,[59] microtubules and actin 

filaments in clear substrate[57], [60] and tracking metallic nanoparticles attached to 

motor proteins on the filaments.[60]–[62] Imaging and tracking nanoparticles in living 

cells is significantly more challenging due background coming from the complicated cell 

structures. First SPTs performed on living cells studied diffusion of intracellular 

vesicles[63] and membrane proteins labelled with GNPs.[62], [64] Other studies took 

interest in distinguishing and imaging inner cell structures like cytoplasmic organelles[65] 

or focal adhesions[66] since iSCAT microscopy enables label-free live cell imaging in 

real time with no need of staining or fixation. 

In principle, the iSCAT imaging is sensitive to the difference in optical properties 

within the sample and any change in those properties, e.g., refractive index, can be ideally 

detected and quantified.[28] Mass photometry[20], [21] well demonstrates the 

quantification of protein mass from its iSCAT contrast. Recently, the potential of 

nanoparticle volume quantification was expanded, and it was demonstrated that it is 

possible to measure volume of nanoparticles made of different materials with nanometre 

accuracy in a range of sizes from tens to hundreds of nanometres by iSCAT.[23] 

Recently, different modalities of iSCAT microscope were introduced: Fluorescence 

combined iSCAT microscope that utilizes the advantages of both fluorescence and 

iSCAT detection,[18], [23], [66] Polarization-selective iSCAT microscopy for imaging 

orientation of non-spherical nanoparticles,[67] Remote focusing for 3D imaging in 

iSCAT microscopy[17] and resonant scattering enhanced iSCAT microscopy for resonant 

sensing and possible development of iSCAT spectroscopy.[68] 
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2.2.2 Principle of iSCAT microscopy 

In iSCAT microscopy, a sample on the transparent substrate is illuminated by incident 

light that is then partially reflected from the glass and partially scattered by the sample. 

The reflected and scattered fields are collected by an objective lens and propagate along 

common path to the detector which minimizes the influence of external perturbations.[28] 

Although, the iSCAT microscope can have both reflection or transmission (also called 

coherent brightfield (COBRI) microscopy)[63], [69] configurations, the reflection mode 

is more beneficial for imaging smaller structures and objects since the incident light is 

only weakly reflected and does not overpower weak scattering of the subdiffraction 

object.[28] 

The iSCAT signal (Figure 1) is result of the interference between the scattered field 

Es by the object or structure in the sample and the reference field Er that is the incident 

beam reflected from the interface between the cover glass and the sample (Eq (4)). For 

convenience, Eq (4) can be also written as 

 

 𝐼 = |𝐸&|* + |𝐸3|* + 2|𝐸&||𝐸3|cos𝜙 , (5) 

 

where I is the total intensity at a given point in the detected iSCAT image. 

 
Figure 1: (a) Scheme of electric fields that generate iSCAT signal at the sample: incident beam that is scattered by 

the object Eis, back scattered field Es, incident beam that is reflected from the cover glass Eir, and reflected reference 
field Er. The detected iSCAT signal (b) is then interference between reference filed Er (b) and scattered field Es (c). 

(b-d) Simulation of signals: detected contrast along the focus area, i.e. z axis (zf). 
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For the subwavelength nano-objects (𝐷 ≪ 𝜆 ) the amount of scattered light by 

nanoparticle depends on its scattering cross-section as 

 

 𝜎3 = |𝑠|* ∝ 6
7
𝜋*|𝛼|*(𝜆)'8  , (6) 

 

where s is complex scattering amplitude, the unitless scattering coefficient defined as 

ratio between scattered field Es and incident field Ei, 𝛼 is particle polarizability and 𝜆 is 

the illumination wavelength. The particle polarizability is further proportional to the 

nanoparticle volume as 

 

 𝛼 = 3𝑉 $!,'$),

$!,(*$),
  , (7) 

 

where V is volume and ns and nm are refractive indexes of scattering object and 

surrounding medium, respectively, which implies that scattering intensity is proportional 

to object volume. In purely scattering microscopy, i.e. dark-field, the signal |𝐸3|* 

decreases with a square with object volume while in interferometric scattering the signal 

2|𝐸&||𝐸3|cos𝜙  scales linearly with object volume, which makes interferometric 

technique more sensitive for detecting smaller and weakly scattering objects.[28], [70] 

However, compared to fluorescence detection, the rejection of background signals in 

iSCAT is more challenging.[60] 

The iSCAT signal is often quantified and described as normalized intensity or iSCAT 

contrast, which is defined as 

 

 𝑐 = 9'9-
9-
= *:!:- ;<+5

9-
= 2 :!

:-
cos𝜙 , (8) 

 

where 𝐼& = |𝐸&|*.[59], [71] 

There is number of advantages of iSCAT imaging. It is label-free and solely optical 

technique using visible light spectrum, there is no risk of degradation of the signal or 

photobleaching as opposed to fluorescence imaging, thus the observation time is not 

limited. Again, compared to fluorescence imaging, there is lack of saturation in iSCAT 

imaging. While the lifetime of fluorescent dyes limits the speed of image collection, 

iSCAT on the other hand is linear process and faster rate of illumination yields in higher 
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scattering signal.[71] The acquisition rate is only limited by the detector speed in this 

case.[54], [56], [59] 

 

2.3 Diffraction theory in optical microscopy 

In real conditions, the detected image of an object by an optical microscope is always 

affected by the point spread function (PSF) of the optical system. In general, the image 

formation can be expressed as[72] 

 

 𝐼(𝑥) = ∫ 𝑜(𝑡)ℎ(𝑥; 𝑡)ℝ. dt , (9) 

 

where 𝑜(𝑡) is the object and ℎ(𝑥; 𝑡) is the PSF. The PSF of an optical imaging system 

can be described by diffraction theory. The diffraction formula that gave the base to 

majority of PSF theoretical models is the Fresnel-Kirchhoff integral approximated for the 

object and the detector being far distant from the aperture[72] 

 

 ℎ(𝑥1) =
'4
>)
𝑒4?@𝑒4

/
,0AB

,'C,D∬ℎ(𝜉, 𝜂, 0)𝑒'4
/
0(BF(CG)𝑑𝜉𝑑𝜂 , (10) 

 

where 𝑥1 is the imaged point, q is the distance of the detector from the aperture, l is the 

wavelength, k is the wavenumber, x and y are coordinates of the point on the detector and 

x and h are coordinates of the aperture. 

A successful theoretical model should reproduce the PSF of a point source, e.g. single 

particle, imaged by an optical system. Such PSF model could be derived using either a 

vectorial or scalar approach. The most general description of system’s PSF can be directly 

derived from Maxwell’s equations. The vectorial models are derived from Maxwell’s 

equations using some approximations but still offering rigorous PSF models applicable 

to most optical imaging systems. The most significant vectorial PSF models were 

developed by Richards and Wolf,[73], [74] Török et al.[75]–[77] and Hell et al.[78] More 

approximated models focusing more specifically on certain aberrations of optical systems 

are scalar models. The most popular scalar model is Gibson and Lanni’s model,[79] other 

scalar models focus purely on aberrations due to defocus, i.e., Born and Wolf’s[80] or 

Hopkins’[81] model. 
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2.3.1 Scalar PSF theory 

In the past, first introduced scalar models were derived from the diffraction theory of light 

and used the approximation of the Fresnel-Kirchhoff integral for the propagation of the 

spherical wave through an aperture.[72] The most popular scalar diffraction model by 

Gibson and Lanni[79] is computationally simpler and practically convenient as it directly 

introduces the experimental conditions as input parameters.[82], [83] It calculates the 

imaging aberration from the optical path difference (OPD) between the design and 

experimental conditions of the layers between the objective and sample.[79] 

The Gibson & Lanni model accounts for aberrations caused by mismatch of refractive 

indexes and thicknesses among the layers in the optical path which are the immersion 

medium, the cover glass and the sample.[22] These imaging aberrations can be described 

by the OPD between the real experimental conditions and the design conditions as 

illustrated in the Figure 2.[79] The OPD is given by 

 

 𝑂𝑃𝐷 = [𝐴𝐵𝐶𝐷] − [𝑃𝑄𝑅𝑆] , (11) 

 

which is the difference between the beam pathway in the real experimental conditions 

including the sample layer [ABCD] and the beam pathway in design conditions 

[PQRS].[22], [79] Now, if we want to express the OPD in our desired parameters for all 

layers (immersion medium, cover slip, sample) we can express it from the Snell’s law of 

diffraction as[72] 

 

 
ΛS𝜃, 𝑧, 𝑧I, 𝜏W = 𝑧IX𝑛3* − 𝑛4* 𝑠𝑖𝑛* 𝜃 + 𝑡4X𝑛4* − 𝑛4* 𝑠𝑖𝑛* 𝜃 −

𝑡4∗X𝑛4∗* − 𝑛4* 𝑠𝑖𝑛* 𝜃 + 𝑡KX𝑛K* − 𝑛4* 𝑠𝑖𝑛* 𝜃 − 𝑡K∗X𝑛K∗* − 𝑛4* 𝑠𝑖𝑛* 𝜃 , 
(12) 

 

where 𝜃 is the angle between the ray propagation and the optical axis under which the ray 

is entering the objective lens; ni, ni*, ng, ng*, ns are refractive indexes and ti, ti*, tg, tg* are 

the thicknesses of the immersion medium (i), cover glass (g) and sample (s), zp is the 

thickness of the sample if the sample lays directly on the cover glass. The asterisk * marks 

the design parameter. 
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Figure 2: Depiction of the optical path of rays ABCD under experimental conditions and PQRS under design 

conditions. 

 

The PSF model is acquired in 3D space. To capture the 3D scan, the sample stage is 

axially moving while the objective lens stays static or opposite. Either way, the distance 

between the stage and the objective is changing which means that the immersion oil layer 

thickness changes too. In that case it is easier to express how the parameter ti depends on 

the focal setting of the optical system as proposed by Gibson & Lanni[79] 

 

 𝑡4 = 𝑛4 [
'@1
$"
+ %#∗

$#∗
− %#

$#
+ %"

∗

$"
∗ −

@3
$!
\ , (13) 

 

where the 𝑧L = 𝑧 − 𝑧I with z as a coordinate of the focal plane, which implies that the 

imaged object is best focused at zf = 0. By inserting that into Eq (12) we get the final 

expression for OPD 

 
ΛS𝜃, 𝑧, 𝑧I, 𝜏W = ]𝑧I − 𝑧 + 𝑛4 [−

@3
$!
− %#

$#
+ %#∗

$#∗
+ %"

∗

$"
∗\^ 𝑛4 cos 𝜃 +

𝑧IX𝑛3* − 𝑛4* 𝑠𝑖𝑛* 𝜃 + 𝑡KX𝑛K* − 𝑛4* 𝑠𝑖𝑛* 𝜃 − 𝑡K∗X𝑛K∗* − 𝑛4* 𝑠𝑖𝑛* 𝜃 −

𝑡4∗X𝑛4∗* − 𝑛4* 𝑠𝑖𝑛* 𝜃	.	

(14) 
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In the perfect system when the experimental conditions match with the design ones 

the aberrations would be caused only by defocus and the diffraction would follow the 3D 

Airy distribution pattern[80], [82] given by 

 

 ℎ(𝑥, 𝑦, 0; 0) = b𝐴 ∫ 𝐽M(𝑘M𝑟𝑁𝐴𝜌)𝜌𝑑𝜌
N
M b

*
 , (15) 

 

where the A is an amplitude, J0 is a Bessel function of the first kind, k0 is the wave number 

in vacuum, r is the distance from the observation point to the point on the aperture, NA is 

numerical aperture and 𝜌 is the normalized radius of the back focal plane. In the Gibson 

& Lanni model this expression Eq (15) is expanded by the phase term ΦS𝜌, 𝑧; 𝑧I, 𝜏W =

𝑘MΛS𝜌, 𝑧; 𝑧I, 𝜏W including the OPD as 

 

 ℎ(𝑥, 𝑦, 0; 0) = b𝐴 ∫ 𝑒4OAP,@;@3,SD𝐽M(𝑘M𝑟𝑁𝐴𝜌)𝜌𝑑𝜌
N
M b

*
 . (16) 

 

This expression (Eq (16)) can be approximated for integrating over an angular 

aperture in the immersion oil instead of the radius of exit pupil as[72] 

 

ℎS𝑥; 𝑥I, 𝜏W = g𝐴
𝑛4*

𝑁𝐴*h 𝑒4?4TA.,@;@3,SD𝐽M(𝑘M𝑟𝑛4 sin 𝜃) sin 𝜃 cos 𝜃 𝑑𝜃
U

M
g
*

,	 (17) 

 

which is usually more convenient when modelling microscope PSF. 

 

2.3.2 Vectorial PSF theory 

The vectorial diffraction theory is generally considered more accurate as it can describe 

the vectorial nature of light including polarization and nonparaxial field. The original 

vectorial theory by Wolf and Richards was significantly more complex than scalar theory 

but it provided highly accurate ray tracing method for radiating dipole in a focused 

beam.[73], [74] The vectorial approach goes beyond the paraxial approximation and 

describes the light as an electromagnetic wave and calculates the electromagnetic field 

vectors.[72], [84]–[86] It deals with the x, y, and z components of the electromagnetic 

field vector, each of which needs to satisfy the corresponding wave equation.[85] Solving 
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the wave equation, we get vectorial diffraction integrals that describe the diffracted 

electric field.[87] 

 

 
𝐼MS𝑥; 𝑥I, 𝜏W = h 𝐵MS𝜃, 𝑥; 𝑥I, 𝜏W ]𝑡3

(N)𝑡3
(*) + 𝑡I

(N)𝑡I
(*) 1
𝑛3
X𝑛3* − 𝑛4*𝑠in*𝜃^d𝜃

U

M
 

𝐼NS𝑥; 𝑥I, 𝜏W = h 𝐵NS𝜃, 𝑥; 𝑥I, 𝜏W [𝑡I
(N)𝑡I

(*) 𝑛4
𝑛3
sin 𝜃\d𝜃

U

M
 

𝐼*S𝑥; 𝑥I, 𝜏W = h 𝐵*S𝜃, 𝑥; 𝑥I, 𝜏W ]𝑡3
(N)𝑡3

(*) − 𝑡I
(N)𝑡I

(*) 1
𝑛3
X𝑛3* − 𝑛4*𝑠in*𝜃^d𝜃

U

M
 

(18) 

 

(19) 

 

(20) 

 

where ts and tp are the Fresnel transmission coefficients for orthogonal (s) and parallel (p) 

polarizations and 

 

 𝐵VS𝜃, 𝑥; 𝑥I, 𝜏W = √cos 𝜃 sin 𝜃 𝐽V(𝑘𝑟𝑛4 sin 𝜃)𝑒4?TA.,@;@3,SD . (21) 

 

The detected electric field is[72] 

 

 
𝑒 = n

−𝑖𝐴(𝐼M + 𝐼* cos(2𝜑))
−𝑖𝐴𝐼* sin(2𝜑)
−2𝐴𝐼N cos𝜑

p , (22) 

 

where 𝜑 is azimuth angle around the optical axis. The PSF is then integrated over j as 

 

 ℎS𝑥; 𝑥I, 𝜏W =
N
*W ∫

N
NXW

|𝑒|**W
M = |0|,

NXW
(|𝐼M|* + 2|𝐼N|* + |𝐼*|*) . (23) 

 

2.3.3 Combining scalar and vectorial approach 

The early Wolf’s vectorial model was later reformulated for more general use. For 

example, Török and Varga[87] modified the model for the electromagnetic waves that 

are focused through a stratified medium with mismatched refractive indices and it was 

shown[75], [82] that such vectorial ray tracing technique can be used together with the 

OPD as described by Gibson and Lanni. Likewise, the polarization ray tracing 

technique[88] using generalized Jones matrices and Debye-Wolf integral, which is used 

in this work to model PSF of iSCAT microscope (4.2), also share such similarities to ray 

tracing in geometrical optics.[87], [88] Therefore, it is possible to use the Gibson and 
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Lanni’s expression for OPD as a phase term and conveniently utilize it with appropriate 

vectorial models. 

In Török and Varga’s vectorial model, they describe the electric field in the focal 

region by tracing electric vector and its components in spherical polar coordinates that 

propagates through lens and N-layer medium.[75], [76], [82], [89] The result of their 

derivation returns three electromagnetic field Cartesian components that are defined as 

 

 𝑒7B = −𝑖(𝐸M + 𝐸* cos 2𝜑) 

𝑒7C = −𝑖(𝐸* sin 2𝜑) 

𝑒7@ = −2𝐸N cos𝜑 

(24) 

(25) 

(26) 

 

where the integrals E0, E1, and E2 are in this case 

 

𝐸M = 𝐴
𝑛4*

𝑁𝐴*h 𝑒4?4T𝐽M(𝑘M𝑟𝑛4 sin 𝜃)√cos 𝜃 sin 𝜃 (1 + cos 𝜃)𝑒4?4$"@ ;<+ .d𝜃
U

M
 

𝐸N = 𝐴
𝑛4*

𝑁𝐴*h 𝑒4?4T𝐽N(𝑘M𝑟𝑛4 sin 𝜃)√cos 𝜃 sin 𝜃 (sin 𝜃)𝑒'4?4$"@ ;<+ .d𝜃
U

M
 

𝐸* = 𝐴
𝑛4*

𝑁𝐴*h 𝑒4?4T𝐽*(𝑘M𝑟𝑛4 sin 𝜃)√cos 𝜃 sin 𝜃 (1 − cos 𝜃)𝑒'4?4$"@ ;<+ .d𝜃
U

M
 

(27) 

 

(28) 

 

(29) 

 

which are the integrals defining the electric filed for circularly polarized light, where A, 

J0,1,2, k0, and r	are the amplitude, the Bessel function of the first kind with the subscript 

defining its order, the wavenumber in a vacuum, and the distance 𝑟 = q𝑥* + 𝑦* from the 

detection center to a point on the image plane with coordinates x and y, respectively. The 

phase term, 𝑘MΛS𝜃, 𝑧; 𝑧I, 𝜏W, is defined by the wavenumber of the illumination/scattered 

light k0 and OPD. The calculated PSF is given as the integration performed over an 

angular aperture in the immersion oil with 𝛼 = sin'N /0
$"

.[79]  

 

2.4 Single particle tracking 

Single particle tracking (SPT) is a powerful method to study intracellular dynamics, 

transport in membranes[90] or inside cells,[91] dynamics of motor proteins[92] and 

mapping structures[93] providing information not only about the object itself but its 

surrounding environment as well. The most widely used is fluorescence-based SPT that 
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has the key advantage of easy background rejection and use of molecular-sized labels.[94] 

However, its it has some limitations like photobleaching and blinking that result in short 

observation time and poor statistics in processes with fast dynamics. Additionally, 

saturation limit restrains the number of emitted photons and so integration times are 

typically longer than several milliseconds which greatly limits the spatiotemporal 

resolution.[28], [59] 

Scattering labels can be a possible alternative to fluorescent labels. Scattering based 

microscopies like iSCAT does not face those limitations of fluorescence methods. 

Scattering signal does not bleach, blink or saturate which enables unlimited observation 

time and high speed and high precision tracking. On the other hand, weaker scattering of 

small nanoparticles and scattering background may be an obstacle when imaging 

especially in live cells. It is possible to increase the signal from small scatterer by 

increasing the laser power, but that option is limited in living cells due to phototoxicity 

of laser light. This limitation can be then addressed by background subtraction 

methods[95] and using larger labels. Although, the general rule in cell imaging is that the 

smaller probe the better,[59] so far it was proven that the smallest possible label to track 

by iSCAT was 40 nm GNP in living cell[93] and 10 nm GNP in vitro.[59] 

To this date, most attention was paid to GNPs in cellular tracking by iSCAT. 

However, highly scattering and biocompatible fNDs have a potential to exceed the 

metallic nanoparticle detection limit and improve the SPT by iSCAT. 

 

2.4.1 Particle tracking in iSCAT microscopy 

Reaching high spatiotemporal resolution is especially important to be able to observe fast 

and momentary events,[64], [96] e.g., endocytosis that can arise in a scale of 

milliseconds.[97]–[99] iSCAT microscopy enables nanometre precise tracking with sub-

millisecond temporal resolution[19], [54], [100] that can reach up to microsecond 

resolution with accordingly fast camera.[56] This case, however, applies for detection 

with minimal well controlled background. Reaching such resolution in complex, highly 

scattering and time varying systems like living cells is more challenging. 

Imaging subdiffraction objects in optical microscopy returns only finite-size PSF 

limited by diffraction limit which is in order of 200 nm for visible light.[28] It is possible 

to localize the object position more accurately by finding the centre of mass of the PSF, 

for example, by fitting it with Airy PSF function or two-dimensional (2D) Gaussian 
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function. For high NA microscopes like iSCAT, Gaussian function fitting is more 

suitable[101] and most often used. For shot-noise-limited detection, it is possible to reach 

few nanometre localization precision for number of detected photons Np > 104.[102] 

The particle is fitted and localized in every frame which finally reveals the whole 

trajectory. The trajectory can be then analysed. The parameters that are usually extracted 

from the trajectory data are for example distance, velocity,[103] step size,[104] diffusion 

coefficient D,[105] mean square displacement (MSD)[106] or the probability distribution 

of squared displacements (PDSD).[107] 

 

2.4.2 Mean square displacement analysis 

One of the quantitative ways to describe nanoparticle motion is MSD analysis. MSD 

is a measure of particle’s position deviation during its diffusion from the initial position 

over time. Two-dimensional MSD accounts for particle motion in x and y axes and it is 

defined as 

 

 𝑀𝑆𝐷 = 〈Δ𝑟*(𝑡)〉 = N
/
∑ [(𝑥4(𝑡) − 𝑥M(𝑡M))* + (𝑦4(𝑡) − 𝑦M(𝑡M))*]/
4ZN  , (30) 

 

where N is number of samples to be averaged, coordinates (xi(t0), yi(t0)) represent the 

initial particle position and coordinates (xi(t), yi(t)) is position of the particle at the time t. 

The particle motion is often interpreted from a plot of MSD dependence on time t (Figure 

3).[108] 

 
 

Figure 3: Examples of MSD plots of different types of diffusion 
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Figure 4: Difference between confined and corralled diffusion 

 

The tracked particle can undergo several types of motion such as normal diffusion, 

anomalous diffusion, confined diffusion, corralled diffusion, directional motion or 

immobile, and each of them can reflect on the MSD curve shape. We can classify the 

mode of motion by fitting the MSD curve with appropriate fitting function: 

 

 𝑀𝑆𝐷 = 4𝐷𝑡 (31) 

 

is formula for normal diffusion, i.e., Brownian motion, where D is diffusion coefficient, 

and the MSD curve is linear with time. Brownian motion occurs when particle moves 

freely without any restrictions or influence from its surroundings. 

 

 𝑀𝑆𝐷 = 4𝐷𝑡U (32) 

 

represents anomalous diffusion, where 𝛼 is a parameter that distinguishes the mode of 

motion between sub-diffusion ( 𝛼 < 1 , more spatially confined motion) and 

superdiffusion (𝛼 > 1, motion with fast jumps). Anomalous diffusion takes place when 

a particle is constricted by some obstacle during free diffusion. For example, when 

particle is diffusing along the cell membrane and is caught up in various pits during its 

motion or when cytoskeleton is restraining particles from free motion in the cytoplasm. 

 

 𝑀𝑆𝐷 = 4𝐷𝑡 + (𝑣𝑡)* (33) 
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stands for directed motion with diffusion, where v is speed of the directional motion. This 

type of motion can occur for example with active transport in the cell.[109] Directed 

motion is connected to active transport in cells. 

 

 
𝑀𝑆𝐷 = 〈𝑟[*〉 ]1 − 𝐴N𝑒

'80,
\%
〈&5
,〉^ (34) 

 

Describes confined motion, where 𝑟[  is the radius of the confinement of and A1 and A2 

define the confinement geometry. Confined motion takes place when a particle is trapped 

in one area, e.g. diffusion inside a vesicle. (Figure 4) 

The most data points of MSD analysis are obtained for the short time-lags t and with 

increasing time of the trajectory measurement less data points are available.[110] This 

means that for long time-lags the uncertainty of MSD analysis is higher.[111] Therefore, 

only the first ~ N
8
 of data points are typically used for MSD motion evaluation.[108], [110] 

The trajectory of the nanoparticle interacting with the cell provides not only 

information about the interaction itself but also reveals information about the 

surroundings, cell structure and cell behaviour. 

 

2.5 Interaction of nanoparticles with cells 

The interaction of nanoparticles with cells refers to all the processes from the first contact, 

interaction with the outer membrane, internalization, transport and interactions inside the 

cell, to excretion of the nanoparticle. 

According to particle’s type, size and surface functionalization it can enter the cell 

by various mechanisms. The uptake mechanisms can be 

(a) Phagocytosis which is an uptake mechanism mostly used for the larger 

micrometre-sized particles, dead cells, cell debris or pathogens.[112], [113] The 

internalization starts with formation of membrane protrusions. The protrusions 

close around the particle and create a vesicle inside the cell called phagosome. 

(b) Pinocytosis and macropinocytosis is actin-controlled process also used for uptake 

of large particles and extracellular fluid.[112] The internalization is performed by 

membrane extensions that form vesicles called macropinosomes (0.2 – 5 µm 

large)[114] and enclose extracellular fluid and particles.[112], [113], [115] 
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(c) Clathrin dependent endocytosis is receptor-specific mechanism. Clathrin is a 

protein that coats membrane pits on the cytosolic side of the plasma 

membrane.[116] Those pits are spots of endocytosis when a particle is bound to 

the receptor protein on the membrane. The clathrin assembly engulfs the particle 

and creates a clathrin coated vesicle.[112] This uptake mechanism is mostly 

triggered by viruses[117], [118] and most frequent mechanism of ND uptake 

where the hydrophobic or electrostatic interaction initiate the uptake.[114], [119] 

(d) Calveolin dependent endocytosis is similar process to clathrin-mediated 

endocytosis where the calveolin coats the membrane pits and forms vesicles 

called calveolae with diameter 50-80 nm.[120], [121] 

(e) Receptor mediated endocytosis is process purely based on receptor-ligand 

binding without clathrin or calveolin forces.[117] 

(f) Non-specific endocytosis can occur for large particles with some provided 

force.[122]–[126] This process can be harmful to the cell.[112] 

(g) Translocation is a process when small particles or molecules cross the membrane 

by diffusion.[112] 

If the goal is to observe the endocytosis itself or speed up the uptake process of the 

nanoparticle, the internalization rate can be accelerated by several mechanisms. It can be 

accomplished (i) by environment conditions, where the most suitable conditions for 

cellular uptake are 37 °C, atmosphere with 5 % of CO2[119] and medium of pH 7.4, (ii) 

by coating the nanoparticle with polymer, where well received polymers by cells are, e.g., 

PEG (polyethylene glycol) or PG (polyglycerol)[127], or (iii) by mechanical stimulation 

of the cell by cyclic strain[128]. There were also attempts to accelerate the internalization 

rate by chemical stimulation of the cell by Ca+ or glucose[129], however, in that case no 

endocytosis rate increase was observed. 

 

2.6 Fluorescent diamond nanoparticles 

Fluorescent nanodiamonds (FND) have received a great attention with development of 

nanoscience and imaging techniques due to their excellent physical and chemical 

properties and multiple of potential applications.[130] 

Imaging in living systems has always been a challenge, especially imaging and 

tracking cells in vivo. For those purposes, labels with specific properties are required. 

Fluorescent dyes can be problematic because of fast photobleaching. Good alternative to 
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fluorescent dyes became inorganic nanoparticles such as iron oxide nanoparticles or 

quantum dots (QD).[131] However, those are potentially toxic and mostly water-

insoluble.[132], [133] Now, carbon-based fluorescent nanoparticles became a suitable 

option for stable fluorescent probes in bioimaging applications because of their 

photostability without photobleaching or blinking, bright fluorescence, good 

biocompatibility and easy surface functionalization.[134]–[136] As a downside, the 

intrinsic number of fluorescent centres in a nanodiamond is relatively low[137] and the 

concentration of the centres decreases nonlinearly with decreasing crystal size[138]. An 

additional benefit of those particles is the high index of refraction,[138] which gives rise 

to light scattering even for very small particles. Combination of these properties allow 

long-term observation in living cells. 

FNDs are sp3 nanocarbon allotropes.[131] The nitrogen-vacancy (N-V) defects as 

fluorescent centers[139] give FNDs the extraordinary photophysical properties. N-V 

centres embedded in the crystal matrix emit red fluorescence at 550-800 nm when 

exposed to green-yellow light,[136], [140] a broad emission spectrum (spectral width 

>200 nm), and a long fluorescence lifetime (>10 ns).[130] Colour centres (N-V)0 and (N-

V)- are produced by high-energy radiation damage that creates defects in the diamond 

matrix which is followed by annealing that activates the defect centers.[130], [131], [136] 

When it comes to the toxicity, study of FNDs showed that FND is highly biocompatible 

material and does not cause any oxidative stress responses in vivo.[134], [141] Another 

advantage of FNDs in bioimaging is that NV centres emit fluorescence in the range of 

550-800 nm while most of the biomolecules typically absorb at wavelengths 300-500 

nm.[136] Especially, the negatively charged centre (N-V)- is of particular interest. The 

(N-V)- centre absorbs strongly at 560 nm and emits fluorescence at ~700 nm which is at 

the window for convenient bioimaging.[137] However, the intrinsic amount of (N-V)- in 

ND is relatively low, which restricts its bioimaging applications especially when FNDs 

for bioimaging should be small (~25 nm or less).[137] The concentration of N-V centres 

increases nonlinearly with crystal size[138] and their distribution is not homogenous in 

individual ND particles.[142] 

NDs can be useful as drug and gene delivery vehicles,[134], [143] light scattering 

labels with their high refractive index and unique Raman scattering, FNDs can be applied 

as markers for imaging[138] for example for real-time sensing of ion channels, as a 

chemical sensors, for tracing neuronal processes or revealing the relation between particle 

shape and their intracellular fate.[142] 
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2.6.1 Interaction of nanodiamonds with cells 

It has been observed that NDs can be successfully internalized in many types of cells. 

The internalization process can be spontaneous, or to trigger different types of 

internalization processes drugs can be used or the surface of ND can be functionalized. 

The factors that affect the uptake mechanism are size, shape and surface chemistry 

like charge and functional groups. The preferential way of internalization of NDs smaller 

than 100 nm is clathrin-mediated endocytosis.[119], [144], [145] ND surface has 

naturally negative charge and the interaction with cell membrane is therefore most 

probably an electrostatic interaction.[146] Amine functionalization or transferring 

grafting are ways used to change the ND surface to positive charge.[146] Positively 

charged NDs are then most likely internalized by receptor-mediated endocytosis.[146] 

Other internalization pathways can be also triggered by polymer coatings such as poly-

ethyleneimine (PEI) or poly-allyleamine hydrochloride (PAH).[144], [145] 

It was observed that inside the cells the NDs do not enter the nucleus and are mostly 

located at the perinuclear cytoplasm.[119] Additionally, there is difference between small 

and larger particles which links to their uptake mechanism. The small particles were 

found to be free in cytoplasm, but the larger particles were enclosed inside intracellular 

vesicles.[16], [144], [147] 
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3 Materials and methods 

3.1 Fluorescence combined iSCAT microscopy setup 

The simplified schematics of the fluorescence-combined iSCAT microscope is pictured 

in Figure 5. 

 

 
Figure 5: Fluorescence combined iSCAT microscope. The green dashed-outlined beam pathway marks the incident 

beam to the sample, the green solid-outlined beam pathway is then the scattered light traveling to the sCMOS 
detector, the red beam shows fluorescence from NPs. Optical elements in the setup are acousto-optic deflector 

(AOD), lenses (L1, L2, TL1, TL2), polarizing beam splitter (PBS), quarter-wave plate (QWP), objective (O), dichroic 
mirror (DM), notch filter (F1), and emission filter (F2).[23] 

 

The incident 532 nm laser beam (OBIS-FP-532LX, Coherent, USA) is steered in X 

and Y directions by the acousto-optic deflector (AOD, DTS-XY400-532, AA 

Optoelectronics Ltd, France) for accurate wavefront shaping. The laser beam is then 

filtered and projected through the 4f telecentric lens system (L1 and L2, AC254-500-A, 

Thorlabs, USA), the polarizing beam splitter (PBS, CCM1-PBS25-532, Thorlabs, USA), 

and the quarter-wave plate (QWP, WPQ10M-532, Thorlabs, USA) onto the back-focal 

plane of the objective lens (O, PLAPON60XO, oil-immersion, NA = 1.42, Olympus, 

Japan) and sample.[23] 

iSCAT detection pathway: The back-scattered light from the sample is reflected by 

the dichroic mirror (DM, Di03-R532-t1-25´36, Semrock, USA) and sent through a lens 

(TL1, same as L1) onto the sCMOS detector (pco-edge 4.2, PCO, Germany). 
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Fluorescence detection pathway: The emitted fluorescence from the sample is 

directed through a lenses (TL2, same as L1), a notch filter (F1, NF03-532E-25, Semrock, 

USA) and an emission filter (F2, FF01-709/167-25, Semrock, USA) to block the stray 

light and leakage of the excitation beam, on the EMCCD detector (iXon897, Andor, UK). 

The iSCAT and fluorescence signals of the same area are detected simultaneously 

(Figure 7). The sample is held by the high precision XYZ-piezo stage (P-545.3C8S, 

Physik Instrumente, Germany). The back-scattered signal from a nanoparticle was 

recorded by moving the sample stage along its z-axis over a range of focal depth 6 µm 

with the center at the vertical position of the nanoparticle (Figure 6). The step of z-axis 

scanning was typically smaller or comparable to the object size, e.g., for 40 nm 

nanoparticle the step size was 10 nm. The laser power had to be adjusted for each 

measurement to avoid the oversaturation of scattering or fluorescence signals. All other 

parameters were set to be the same for most measurements to acquire comparable data. 

 

 
Figure 6: (a) Schematics of z-scanning in a direction of the red arrow by moving the sample stage and (b) 

representative example of axial variation of iSCAT image of a nanoparticle (diameter 120 nm) created by z-scanning. 
(i-iv) are x-y plane ROI corresponding to positions marked by orange dashed line in the x-z plane view.[23] 

 

The experimental setup and its modifications were also described in several published 

works (reference [17], [23], [65], [66]). 

 

(a) (b) 
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3.1.1 Measurement of the iSCAT contrast and fluorescence from nanoparticles 

The iSCAT signal results from the interference between the scattered field from the 

sample and the reference field reflected from the cover glass surface. The total iSCAT 

intensity at the detector is given by Eq (5). 

 
Figure 7: Simultaneous detection of iSCAT (left) and fluorescence (right) image. Size of the detection window is 40 µm 
/ 1024 pixels for iSCAT and 62 µm / 512 pixels for fluorescence detection 

 

The image-acquisition-based iSCAT microscope enables to detect spatial intensity 

distribution. The spatial intensity distribution of a diffraction-limited spot, e.g. 

nanoparticle, corresponds to the PSF of the microscope. The Figure 6 b) shows the 

example of PSF images of a particle at different focal depths. The region of interest (ROI) 

for analysing the particles (Figure 6 b) i-iv) was chosen to be 7×7 pixels with centre at 

the position of the particle to capture the whole iSCAT image of a nanoparticle and get 

the least amount of the surrounding noise at the same time.[23] This image was fitted at 

each z-position with a 2D Gaussian function: 

 

 
PSF(𝑥, 𝑦) = 𝐴 ∙ exp �−]

(𝑥 − 𝑥M)*

2𝑠B*
+
(𝑦 − 𝑦M)*

2𝑠C*
^� + 𝐵	, (35) 

 

where A is the amplitude, B is the intensity offset that refers to the background in the 

image, x0 and y0 are the coordinates of the centre of ROI and the nanoparticle, and sx and 

sy are the widths of the 2D Gaussian function. If we apply this to Eq. (5), we get |𝐸_|* +
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2|𝐸`||𝐸_|cos𝜙 = 𝑃𝑆𝐹(𝑥M, 𝑦M) − 𝐵  and |𝐸`|* ≅ 𝐵 .[23] After normalization and 

background subtraction the signal at the centre is 

 

 𝐼abc(𝑥M, 𝑦M) =
𝐴
𝐵 = 	 (

|𝐸_|* + 2|𝐸`||𝐸_|cos𝜙)/|𝐸`|*	, (36) 

 

which is referred to as iSCAT scattering contrast. 

The fluorescence contrast (Ifl) was calculated as the ratio of the amplitude (A) and 

background offset (B), that is, Ifl = A/B.[23] 

 

3.2 Nanoparticle samples 

Throughout this work, two polystyrene (PS) bead samples of sizes 40 nm and 100 nm 

(FluoSpheresTM Carboxylate-Modified Microspheres, fluorescent (540/560), 

F8792/F8800, ThermoFisher Scientific, USA), and 120 nm latex bead sample 

(Aldehyde/Sulfate latex bead, 4%, 0.1 µm, A37287, Lifetechnologies, USA) were used 

mostly for reference measurements. 

The fND samples used for the experimental work were both commercial fND 

samples purchased from Sigma-Aldrich (35 nm) with 1–4 NV- centres per particle, and 

laboratory-made fND samples of various sizes (10 nm, < 50 nm, and ~ 150 nm) with 

broad size distribution. 

The laboratory made fND samples were prepared as follows: they were purified from 

commercial ND powder (Microdiamant Switzerland, MSY 0-0.25 and MSY 0-0.1) and 

irradiated with 16.6 MeV electron beam ( 1.25×1019  electrons/cm2) from MT-25 

microtron. These ND samples were then annealed at 900°C for 1 hour in an argon 

atmosphere, followed by oxidation at 510°C for 4 hours at atmospheric pressure in a 

Thermolyne 21100 tube furnace. The sizes of fNDs were determined with nanoparticle 

tracking analysis (NTA) (NanoSight LM10, Malvern Panalytical, UK) or transmission 

electron microscopy (TEM) (Tecnai G2 20, FEI Company, USA). 

 
3.2.1 Diamond nanoparticle samples characterization by commercial methods 

Because most of fND samples in this work were laboratory made and because ND do not 

typically form round shapes, their size and shape were defined by commercially known 

methods first which helped with understanding our experimental results later. The 

methods for characterization of such small particles with irregular shape was transmission 
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TEM and NTA. The TEM offers very precise measurement of the size as well as the 

insight into nanoparticle shape, whereas the NTA can measure the size of hundreds of 

nanoparticles at the same time and provides highly statistical size distribution data. 

  
Figure 8: TEM images of fNDs, large variation of sizes and shapes can be observed. Scale bar 100 nm 

 

The TEM images showed that the fNDs have, as expected, non-spherical irregular 

shape (Figure 8). The measured average aspect ratio, which is the ratio between the width 

and the height of the particle, was in average 1.7 in all the fND samples. Due to the 

complex fND shape, the diameter of individual fNDs in the TEM images was evaluated 

by Feret diameter. Feret diameter is calculated from the two-dimensional 2D projection 

or an outline of a measured object. It is an averaged distance between two parallel 

tangential lines over all directions around the object.[148], [149] The software ImageJ 

was used for the Feret diameter calculation. The shape of the fNDs imaged by TEM, the 

shape outline used for the Feret diameter calculation and the calculated size distribution 

are in the Figure 9: (a) for the smallest fND sample the Feret diameter was DTEM = 11 ± 

7, (b) the purchased fND sample had sizes in a range DTEM = 65 ± 19, (c) laboratory made 

fND sample with reportedly particle size < 50 nm had DTEM = 24 ± 8, and (d) the largest 

fND sample also had the largest size distribution DTEM = 107 ± 64. 
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Figure 9: The four groups of fND samples are (a) 10 nm laboratory made fNDs (b) Sigma-Aldrich purchased fNDs (c) 
<50 nm laboratory made fNDs and (d) ~ 150nnm laboratory made fNDs. First column are representative TEM images 
used to analyse the Feret diameter of the fND, second column are the outlines of well distinguishable fNDs created by 
ImageJ and used for the Feret diameter calculation and the third column are histograms of the obtained fND diameters 

 

The NTA method measures the diffusion coefficient of the particles in the solution 

which is directly connected to the particle size as 

 

 𝐷𝑡 = d6e
7WG1

𝑡 , (37) 

 

where D is the diffusion coefficient, t is time, KB is Boltzmann constant, T is the 

temperature, h is viscosity and d is diameter of the diffusing particle. The results of NTA 
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measurement are in Figure 10. The method failed for the smallest fNDs because it is 

smaller than the size limit for reliable measurement on NTA which is ~ 60 nm with 642 

nm excitation that was used. The peak value for the < 50 nm fND sample is 50 nm, for 

the ~ 65 nm fND sample is 77 nm peak value and for the ~150 nm fND sample the peak 

value is 140 nm. Same as for the TEM measurement, it was confirmed that the size 

distributions are large for each sample. 

 

 
Figure 10: fND sizes measured by NTA. The measurement of the 10 nm fND sample failed due to the sensitivity of the 

NTA method which is not suitable to measure such small particles. The fND samples correspond to Figure 9. 

 
3.2.2 Sample preparation for iSCAT characterization 

PS and latex beads were first sonicated for 10 minutes and diluted from a stock solution. 

Diluted samples were pipetted into ibidi channels (µ-Slide I Luer, 80167, ibidi, Germany). 

Due to the electrostatic forces the negatively charged beads adhere to the glass surface. 

The excess solution was immediately washed out with deionized water to prevent 

overloading the glass surface with beads. 

Dispersed fNDs in deionized water (0.1 mg/ml) were sonicated for 15 minutes first 

to break potential clusters. Sonicated fND samples were pipetted (50 µl) into glass 

chambers made of two cover glasses and a double-sided tape. The fND solution was left 

to evaporate overnight. After evaporation, the sample chamber was carefully loaded with 

water and sealed to avoid drying. Most fNDs stay attached on the glass surface after the 

drying step and adding water does not disrupt that bond. 
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3.2.3 Preparation of PEGylated nanodiamonds 

PEG coating on fNDs was prepared according to “grafting to” method[150]. First, the 

carboxyl groups were created on the fND surface by oxidation: 0.1 g of fNDs was mixed 

with 90 ml of H2SO4 (98%) and 30 ml of HNO3 (68%), Mixture was sonicated at 25 °C 

and 40 kHz for 30 minutes. Next, it was stirred in oil bath at 80 °C for 7 days. After 

cooling down, the mixture was centrifugated and the solid residue was washed with 

deionized water until reaching neutral pH. Precipitate was collected and dried under 

vacuum at 60 °C. Next step was PEG conjugation on the COOH groups: 0.1 g of fND-

COOH was refluxed in 30 ml of toluene and 10 ml of SOCl2 on rotary evaporator under 

vacuum. After, 1 g of polyethyleneglycol monoethylether (mPEG) and 0.5 ml of 

triethylamine (TEA) was added to the nanoparticles. Mixture was heated to 100 °C and 

stirred for 24 hours under nitrogen atmosphere. After cooling down, the mixture was 

centrifuged at 700 rpm for 30 minutes and the solvent was removed. Precipitate (fND-

PEG) was collected by washing it five times with methanol and letting it dry in vacuum 

at 60 °C overnight. 

 

3.3 Sample preparation for cellular imaging 

Human osteosarcoma U2OS cells were used for the cell and fNDs interaction experiments. 

The cell cultures were prepared by proliferation from the original cell culture purchased 

by ThermoFisher Scientific. The new culture was prepared from the original or previously 

used cell culture when the growth of the cells covered approximately 70 % of culture dish 

bottom surface. Then the growth medium was removed and 10 ml of HBSS (Hanks’ 

Balanced Salt Solution) to wash the cells from the medium. The HBSS was removed after 

1 minute and 2 ml of trypsin was added to detach the cell from the culture dish bottom. 

The culture dish was placed in the incubator for 5 minutes. Afterwards, 2 ml of RPMI 

medium was added and the cells in solution were centrifuged for 1 minute. The 

supernatant after centrifugation was removed and 1 ml of RPMI was added. Finally, the 

cells were pipetted into petri dish with PDL coating for the observation under the iSCAT 

microscope. For low concentration of the cells, 3 µl was pipetted into 300 µl of RPMI in 

the petri dish. For high concentration of the cells, 10 µl was pipetted into 300 µl of RPMI 

in the petri dish. The rest of the cells was saved for next cell cultivation (100 µl in 10 ml 

of RPMI – 400 times diluted). 
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RESULTS AND DISCUSSION 

 

4 Determination of nanoparticle size by axial profiling of 
interferometric scattering microscopy 

This chapter was published as: Žambochová, K. et al. Axial profiling of interferometric scattering enables 
an accurate determination of nanoparticle size. Optics Express 31(6), 10101, (2023).[23] 

 
4.1 Introduction 

Interferometric scattering (iSCAT) microscopy has undergone significant 

development in recent years. It is a promising technique for imaging and tracking 

nanoscopic label-free objects with nanometre localization precision. The current iSCAT-

based photometry technique allows quantitative estimation for the size of a nanoparticle 

by measuring iSCAT contrast and has been successfully applied to nano-objects smaller 

than the Rayleigh scattering limit. Here we provide an alternative method that overcomes 

such size limitations. We take into account the axial variation of iSCAT contrast and 

utilize a vectorial point spread function model to uncover the position of a scattering 

dipole and, consequently, the size of the scatterer, which is not limited to the Rayleigh 

limit. We found that our technique accurately measures the size of spherical dielectric 

nanoparticles in a purely optical and non-contact way. We also tested fluorescent 

nanodiamonds (fND) and obtained a reasonable estimate for the size of fND particles. 

Together with fluorescence measurement from fND, we observed a correlation between 

the fluorescent signal and the size of fND. Our results showed that the axial pattern of 

iSCAT contrast provides sufficient information for the size of spherical particles. Our 

method enables us to measure the size of nanoparticles from tens of nanometres and 

beyond the Rayleigh limit with nanometre precision, making a versatile all-optical 

nanometric technique. 

 
4.2 Theoretical model development 

To understand the scattering from nanoparticles and extract the information about them, 

we need to use an appropriate model to describe our system. A successful theoretical 

model should reproduce the PSF of an NP. Such a PSF model could be derived using 

either a vectorial or scalar approach. Scalar models derived from the diffraction theory of 

light use the approximation of the Fresnel-Kirchhoff integral to describe the propagation 
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of a spherical wave through an aperture.[72] The scalar diffraction model by Gibson and 

Lanni (G-L) is computationally simpler and practically convenient as it directly 

introduces the experimental conditions as input parameters.[82], [83] It calculates the 

imaging aberration from the OPD between the design and experimental conditions of the 

layers between the objective and the sample.[79] 

On the contrary, the vectorial model by Richards and Wolf (R-W) is rather 

complicated, but it provides an accurate ray tracing method for a radiating dipole in a 

focused beam.[73], [74] Their vectorial approach is based on Maxwell’s equations and 

calculates the electromagnetic field vectors,[72], [84], [85] the x, y, and z components of 

which need to satisfy the corresponding wave equation.[85] The R-W model was later 

reformulated by Török and Varga[75] (T-V) for more general use when the 

electromagnetic waves are focused through a stratified medium with mismatched 

refractive indices. Haeberlé[82], [151] then demonstrated that such vectorial models 

could be used together with the G-L OPD, which provides an accurate and convenient 

way to model the PSF for optical microscopy. Therefore, we chose to simulate a fitting 

function for our experimental data with the T-V model using the G-L expression for OPD 

as a phase term. 

 
4.2.1 Point spread function model for iSCAT imaging 

The electric field at the observation space (focal region over the detector) can be 

expressed in the form of the R-W integral with the additional OPD term as follows[76], 

[89] 

 

 
𝐸�⃗ (𝑟) = −

𝑖𝑘
2𝜋h h 𝐸�⃗f(𝜃1 , 𝜙)𝑒4?3⃗∙&iii⃗ 𝑒4?T789𝑓(𝜃1) sin 𝜃1

j:;<

M
d𝜃1

*W

M
𝑑𝜙	, (38) 

 

where 𝐸�⃗f(𝜃𝑑, 𝜙) is the electric strength vector at the pupil of the imaging lens (far away 

from the focus of the lens, hence called ‘far-field’), 	𝑠 the unit vector of field propagation, 	
𝑟  the vector of the observation point, ΛOPD the optic path difference responsible for 

spherical aberration, f(θd) the apodization factor, θd the zenith angle of the ray focused by 

the imaging lens, and θd,max	the semi-aperture angle of θd. k is the wavenumber of the ray 

in the observation space, which is the same as the value in a vacuum. ϕ is the azimuthal 

angle in the optical system and defines the azimuthal direction of a ray. θ is the angle of a 

ray made with respect to the optic axis, and here it defines the polar direction of a ray in 
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the sample space (immersion oil), which is related to θd by the following equation: 

𝑛4 sin 𝜃 = 𝑀𝑛k,l sin 𝜃1 , where M is the magnification of the imaging system. The 

reference (ER) and scattered (ES) fields at the focal region of the imaging lens (over the 

detector) from the respective ‘far-field’ electric strength vectors are calculated using Eq. 

(38). 

 

 
Figure 11: Illustration of the optical components of the iSCAT microscopy.[23] 

 

To derive 𝐸�⃗f(𝜃𝑑, 𝜙) for reference and scattered fields, we start with a plane wave 

with linear polarization (𝐸�⃗ 4 ) and trace the vectorial components of the reference and 

scattered electric fields by the generalized Jones matrix formalism, as illustrated in Figure 

11. 

A generalized Jones matrix describes the effect of an optical element on ray 

propagation. The system used in this work consists of a polarizing beam splitter (PBS), a 

quarter-wave plate (QWP), several lenses, and transmitting/reflecting interfaces for 

which the relevant Jones matrices are used.[87] The matrices were applied in order to 

trace the polarization state of light. It is considered that the incident beam impinges on 

the PBS. By the PBS, the beam becomes 45° linearly polarized with respect to the optic 

axis of the subsequent QWP and circularly polarized at the back focal plane of the 

objective by the QWP. The beam shines at the sample through the objective lens, and the 

reflected and scattered fields propagate all the way to the dotted line after the imaging 

lens as illustrated in Figure 11, passing through the objective lens, QWP, PBS, and the 

imaging lens. The R-W integral is then applied to those fields to find out the field at the 

focal region (detector). 
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Reference field: The reference field ER is the light reflected at the glass and 

water/sample interface. The reference field at the pupil of the imaging lens (𝐸�⃗`,f) 

is given as: 

 

 𝐸!!⃗ 𝑅,∞(𝜃𝑑, 𝜙)= ℝ𝑧
−1(𝜙) ∙ 𝕃(𝜃𝑑) ∙ ℝ𝑧(𝜙) ∙ ℙ(0°) ∙𝕎(90°, 45°) ∙ ℝ𝑧

−1(𝜙) ∙ 𝔽𝑅
∙ ℝ𝑧(𝜙) ∙𝕎(90°, 45°) ∙ ℙ(90°) ∙ 𝐸!!⃗ 𝑖	, 

(39) 

 

where  ℙ(0°),  ℙ(90°), 𝕎(90°, 45°), ℝ@(𝜙),  𝕃(𝜃1), and 𝔽` are the Jones matrices for 

polarizing beam splitters for transmission and reflection, quarter-wave plate, coordinates 

rotation by ϕ about the optic axis for local p-/s-wave decomposition, imaging lens with 

the zenith angle θd, and Fresnel field transformation by reflection, respectively. The 

incident field is given by 𝐸�⃗ 4 = S𝐸B , 𝐸CW = (0,1). 

The strength vector of the ‘far-field’ reference field can be expressed as follows: 

 

 𝐸�⃗ `,f(𝜃1 , 𝜙) = 𝐶` ∙ 𝑖S𝑟I + 𝑟3W �
−(1 − cos 𝜃1) cos𝜙 sin𝜙
cos* 𝜙 + sin* 𝜙 cos 𝜃1

�

=
1
2𝐶` ∙ 𝑖S𝑟I + 𝑟3W �

−(1 − cos 𝜃1) sin 2𝜙
	(1 + cos 𝜃1) + (1 − cos 𝜃1) cos 2𝜙

�, 
(40) 

 

where CR is just an overall numerical factor, rp and rs are the Fresnel reflection 

coefficients at the glass-water interface and the incident field (𝐸�⃗ 4) is linearly polarized 

along the x-axis. 

 

Scattered field: The strength vector of the scattered field by an NP is usually described 

by the Rayleigh scattering theory, which is only valid for particles smaller than the 

Rayleigh scattering limit. Thus, we consider the Mie theory[70] instead, for accurate 

modelling of the scattered field from NPs whose size is beyond the Rayleigh regime. 

In this work, it is only considered scattering by a spherical particle. The 

scattered field by a spherical scatterer (𝐸�⃗ 3) takes a complex form, as shown below. 

The scattered field at the pupil of the imaging lens (𝐸�⃗_,f) is expressed in terms of 

𝐸�⃗ 3 defined in local spherical coordinates: 

 

𝐸�⃗_,f(𝜃1 , 𝜙) = 	ℝ@
'N(𝜙). 𝕃(𝜃1). ℝ@(𝜙). ℙ(0°).𝕎(90°, 45°). ℝ@

'N(𝜙). 𝔽e . 𝐸�⃗ 3	, (41) 
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where 𝔽e is the Fresnel transmission matrix at the interface. If the incident field at the 

sample is circularly polarized, the scattered field given by 𝐸�⃗_ = 𝜃�𝐸_. + 𝑖𝜙�𝐸_5 .  𝐸�⃗_  is 

described in terms of the spherical coordinates (r,θ,ϕ) defined in the sample chamber with 

the origin at the centre of the spherical particle. θ is the angle of a ray made with respect 

to the optic axis, and thus, it defines the polar direction of a ray in the sample space 

(immersion oil). The scattered field from a spherical scatterer is acquired by the Mie-

scattering theory;  𝐸_.  and 𝐸_5 , the polar and azimuthal components of the scattered 

electric field, respectively, shall be expanded as a linear combination of 𝜋$ =
!$=

+,- .
 and 

𝜏$ =
1!$=

1.
 

 

 
𝐸_. =

1
√2

𝑒4?&

−𝑖𝑘𝑟 𝑒
45𝑆*(𝜃, 𝜙) 	∝ 	 𝑒45�

2𝑛 + 1
𝑛(𝑛 + 1)

(𝑎$𝜏$ + 𝑏$𝜋$)	, 

𝐸_5 =
1
√2

𝑒4?&

−𝑖𝑘𝑟 𝑒
45𝑆N(𝜃, 𝜙) ∝ 𝑒45�

2𝑛 + 1
𝑛(𝑛 + 1)

(𝑎$𝜋$ + 𝑏$𝜏$), 

 

(42) 
 

(43) 

 

where S1 and S2 are some functions defined in terms of πn and τn, and an and bn are 

the coefficients of 𝜋$	and 𝜏$.[70] 

The final form of the scattered field is simplified as follows: 

 

𝐸"⃗!,#(𝜃$ , 𝜙) = 𝐶! ∙ 𝑖-𝑆%𝑡& + 𝑆'𝑡(1 2
−(1 − cos 𝜃$) cos𝜙 sin𝜙
cos% 𝜙 + sin% 𝜙 cos 𝜃$

:

=
1
2
𝐶! ∙ 𝑖-𝑆%𝑡& + 𝑆'𝑡(1 2

−	(1 − cos𝜃$) sin 2𝜙
(1 + cos𝜃$) + (1 − cos𝜃$) cos 2𝜙

:, 

(44) 

 

where tp and ts are Fresnel transmission coefficients at the glass and sample/water 

interface for p- and s-polarized light, and CS	 is the overall numerical pre-factor 

including collection efficiency	𝜂 = (1/𝜋) sin'N(min	(𝑁𝐴/𝑛3, 1)) of the objective lens 

along the angular extent of aperture and S1 and S2 are functions of θ found in the scattering 

field components from a spherical particle obtained by the Mie theory.[70] 

The electric field at the focal region of an imaging lens is calculated by the R-W 

integral, where 𝐸�⃗ `,f(𝜃1 , 𝜙)  and 𝐸�⃗_,f(𝜃1 , 𝜙)  are inserted in Eq. (38) in the place of 

𝐸�⃗f(𝜃1 , 𝜙) to get 𝐸�⃗` and 𝐸�⃗_, respectively. As a ray propagates through a series of optical 
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systems, the (polar) angle made by the ray with respect to the optic axis changes. To 

compute the electric field via the R-W integral, the polar angle (θd) defined with respect 

to the focus of the imaging lens is converted to the polar angle (θ) defined with respect to 

the focus of the objective lens by using Snell’s law and equation of magnification, 

𝑛4 sin 𝜃 = 𝑀𝑛t sin 𝜃1, where M is the effective magnification of a microscope.[86] For 

an imaging system with large M, 	sin 𝜃1 can be approximated to θd because the semi-

aperture angle of the imaging lens in such a system is very small. Thus, the following 

angular relations are useful in the above equation: 	 𝑑𝜃1 = (𝑛4/M) cos 𝜃 𝑑𝜃  and 

sin 𝜃1 𝑑𝜃1 = (𝑛4/M)*(sin 2𝜃 /2)𝑑𝜃  where na is set to be 1.[152] In the microscope 

setup described in this work, the magnification of the objective lens is 62 if the tube lens 

with a focal length of 180 mm is used as recommended. In fact, a tube lens with a focal 

length of 500 mm was used and thus, the effective magnification of the microscope is 

170. 
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where θmax is the semi-aperture angle of θ and related to θd,max by 𝑛4 sin 𝜃��kb	 =

𝑀𝑛t sin 𝜃�kb.  

To simplify this integral, the azimuthal angle (ϕ) is integrated first by using the 

following relations: 

 

 
h cos 𝑛𝜙 𝑒4B ;<+(5'�)𝑑𝜙 = 2𝜋(𝑖$)𝐽$(𝑥) cos 𝑛𝜑
*W

M
	, (46) 

 

 
h sin 𝑛𝜙 𝑒4B ;<+(5'�)𝑑𝜙 = 2𝜋(𝑖$)𝐽$(𝑥) sin 𝑛𝜑
*W

M
	, (47) 

 

The electric field is then simplified as follows: 

 

 
𝐸�⃗ (𝑟) = −
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where the strength vectors 𝐸�⃗ t for reference and scattered fields are 
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𝐸"⃗!,#$% =
1
2𝐶& ∙ 𝑖*𝑟' + 𝑟(- .

(1 − cos 𝜃))𝐽*(𝑘𝑟 sin 𝜃)) sin 2𝜙)
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𝐸"⃗!,,-./ =
1
2𝐶0 ∙ 𝑖*𝑆*𝑡' + 𝑆1𝑡(- .

(1 − cos 𝜃))𝐽*(𝑘𝑟 sin 𝜃)) sin 2𝜙)
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;, (50) 

 

where sin 𝜃1 = (1/𝑀)𝑛4 sin 𝜃4 and cos 𝜃1 = q1 − (𝑛4 sin 𝜃 /𝑀)*. 

The iSCAT contrast depends on the phase difference between ER and ES, which is 

determined by the size and geometry of a scattering object, illumination wavelength, 

refractive index mismatch in the optical path, and NA.[24], [26], [27] The phase term, 

according to the G-L model, accounts for the aberration caused by index mismatch and 

finite thickness of multiple layers along the optical path.[83] The aberration can be 

described by considering the OPD (Λ) between the real (experimental) and ideal (design) 

beam paths (Eq. (11)), as illustrated in Figure 2 and modelled in Figure 12.[79], [83] 

In the axial scan, the sample stage moves while the objective lens stays stationary, 

which results in changing the distance between the stage and the objective and therefore 

altering the thickness of the immersion oil layer. In that case, ti should be expressed as in 

Eq. (13).[72], [79] Thus, the minimum point of the experimental axial profile is 

positioned at zf = 0 as shown in Figure 12 (j). 

To express the OPD in terms of the parameters of the relevant layers (immersion oil, 

cover glass, sample), Eq. (12) was used. 

The OPD of the reference field (ΛOPD,Ref) is given by those of the normally incident 

and reflected rays with respect to ideal rays along the same path: 

 

 Λ���,�a� = 2S𝑛4𝑡4 − 𝑛4∗𝑡4∗ + 𝑛K𝑡K − 𝑛K∗ 𝑡K∗W	. (51) 

 

The scattered field depends on the height of the dipole (centre position of the 

spherical scatterer) and thus the OPD of the field (ΛOPD,Scat) can be calculated using the 

ray geometry considered by the G-L formalism. The OPD of the scattered light is given 

as: 

 

 Λ���,�;k� = ΛS𝜃, 𝑧L , 𝑧I, 𝜏W + 𝑛3𝑧I + 𝑛4𝑡4 − 𝑛4∗𝑡4∗ + 𝑛K𝑡K − 𝑛K∗ 𝑡K∗ 	. (52) 
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The reference (Eq. (40)) and scattered (Eq. (44)) fields are inserted in the R-W 

integral (Eq. (38)) with the aforementioned OPD terms and the integral is evaluated over 

Φ, which leads to the simplified form (Eq. (48-50)). Then, the iSCAT contrast is 

computed by subtracting the background from the signal and normalizing the difference 

with the background as: 

 

 
𝐼345 =

>𝐸"⃗!>
%
+ 2>𝐸"⃗6>>𝐸"⃗!> cos𝜙

>𝐸"⃗6>
% 	. (53) 

 

To reproduce experimental results by computation, the reference field by reflection 

and the scattered field from a dielectric particle was calculated as a function of the relative 

position of the focal plane (zf) and the axially stacked horizontal profiles of the reference 

and scattered fields (real part, phase, and amplitude) and of iSCAT (Isim) were visualized 

in Figure 12 (b-h). 

 

Figure 12: (a) Propagation of the scattered field (ES) from a nanoparticle and the reference field (ER) from the sample-surface 
interface. (b-i) Images of axially (as a function of zf) stacked horizontal profiles of various field quantities: (b-c) Real part of the 
electric field of (b) the reflected light ER and (c) the scattered light ES. (d-e) Phase of the electric field of (d) the reflected light ER 
and (e) the scattered light ES. (f-g) Amplitude of (f) the reflected light, |ER| and (g) the scattered light, |ES|. (h-i) SHIP image of 
iSCAT PSF (h) by simulation and (i) by experimental measurement. (j) Axial intensity profiles at the center of a nanobead, i.e. x = 
0 (experimental: blue dots; simulation: red dots). The range of zf used to compare the two profiles is shown in green.[23] 
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As shown in Figure 12 (b-g), the reference and scattered fields propagate with the 

planar and quasi-spherical wavefronts, respectively. Moreover, the SHIP images and their 

axial cuts (axial variation of iSCAT signal at the centre of an NP) from the actual 

measurement and numerical computation look almost identical, as illustrated in Figure 

12 (h) and (i). This analysis showed that it is possible to produce simulation results highly 

similar to experimental observations with only a specific set of parameters, indicating that 

the approach presented in this work is robust and reliable (Figure 12 (j)). 

 

4.2.2 Strong dependence of dipole's iSCAT signal on its height 

The interferometric signal between reference and scattered fields critically depends on 

the OPD variation, which originates from the axial location of the NP relative to the 

reference interface. Thus, the location of the scattering source would affect the shape of 

the wavefront and thus the spatial variation of the phase. It is well known that the incident 

field induces and drives the dipole moment in a dielectric nanoparticle. Therefore, the 

propagation of fields using the PSF model discussed above was simulated in order to 

understand how the height of the dipole, equivalently, the radius of the spherical NP 

affects the phase variation or the whole signal profiles. The numerical results as a function 

of the height of the dipole (zp) are displayed in Figure 13 (a-c), together with the axial 

profiles for three representative values of zp (0, 50, and 100 nm) shown in Figure 13 (d-

f). As shown in Figure 13 (a) and (d), ER has no dependence on the size of a nanoparticle 

as expected. On the contrary, the modulation of the scattered field slightly shifts along 

the axial direction (zf) as zp changes as shown in Figure 13 (e) (see inset). This phase shift 

is responsible for the axial variation of the iSCAT signal shown in Figure 13 (f) as well 

as in Figure 14 and Figure 15, which show that a small change in ni influences the phase 

variation of ES significantly, indicating that ni needs to be precisely determined for 

accurate measurement of zp. 
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Figure 13: Stacked axial contrast profile as a function of zp. (a) |ER|, (b) |ES| and (c) |ERES* + ER*ES| calculated in the 
range of zp = 0 ~ 100 nm with ni = 1.52. All calculated values are normalized and scaled to fit to [0,1] and displayed 
in grey scale (hence, labelled as |ER|norm, |ES|norm, and |ERES* + ER*ES|norm in (d-f), respectively). The blue, green and 
red coloured lines indicate zp = 0, 50, and 100 nm. (d-f) Cross-sections of the reference field (d), the scattered field (e), 
and the interference term (f). Insets in (d) and (e) show the phase variation of the fields and highlight the sensitivity of 
the fields to different values of zp. The axial intensity profile by the interference term exhibits more pronounced 
variation with zp, accounting for sensitive detection of the size of nano-objects by iSCAT. In this figure, zf is the 
computational input parameter before the offset (δz) is adjusted.[23] 

 
Figure 14: Simulations performed and results displayed identically to Figure 13 except for ni = 1.51.[23] 
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Figure 15: Simulations performed and results displayed identically to Figure 13 except for ni = 1.53.[23] 

 
Thus, a small change in zp results in a notable change in the axial profile, which 

warrants a reliable and unambiguous analysis of experimental data. The scattering signal 

itself varies in amplitude, but due to its interference with the reference field, the change 

in the shape and amplitude of the interferometric signal becomes more pronounced. 

Therefore, the axial profile of the iSCAT signal significantly enhances the sensitivity to 

particle size. It becomes clear that our approach based on the quantitative fitting analysis 

of the axial pattern of the iSCAT signal can be an incisive tool for distinguishing NPs 

with different sizes. 

 

4.2.3 Reconstruction of axial PSF variation 

The realistic model and accurate fitting of experimental data can be achieved only with 

fitting parameters close to reality. In the computation of PSF, the wavelength of 

illumination and the NA used were 532 nm and 1.35, respectively. The refractive indexes 

and thicknesses used were: ns = 1.33 (for water), np = 1.59 (for polystyrene and latex 

nanoparticles) or 2.4 (for nano-diamond particles), ng = ng* = 1.52 (for cover glass), ni* = 

1.52 (for immersion oil), tg = tg* = 170 μm (for cover glass), and ti* = 100 μm (for 

immersion oil). Symbols with and without asterisk represent parameters in real 

(experimental) and ideal (design) conditions as used in the G-L model (Eq. (12), (13)).[79] 

The ti, ‘real’ parameter of oil thickness, is a parameter to be adjusted in the G-L model. 
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Figure 16: Root-mean-squared-error (RMSE) estimation to find the best theoretical axial intensity profile (Isim) with 
a given set of ni and zp as a function of the relative focal position (z) that matches the experimental (Iexp) profile with 
the highest similarity. (a) Demonstration of the profile matching procedure via translation of the simulated profile 

(Isim) along zf by δz. The RMSE value is computed from Iexp (blue line with dots) and Isim (red line with dots) over the 
shaded region with good overlap. (b) RMSE values as a function of δz, which is the offset applied to Isim. Once the 
value of δz to yield the least RMSE is found, the offset is denoted as δz*. (i) δz = 0.27 μm, (ii) δz = 0.54 μm = δz*, 
and (iii) δz = 0.81 μm with respect to the δz = 0 μm (green solid line in (a)). We fitted the RMSE values to a 4th 

polynomial function to determine the representative RMSE for the given set of ni an zp.[23] 

 

Parameters ni and zp were varied to describe the spherical aberration in the axial 

profile. Numerical values of these fitting parameters were determined by the root mean 

square error (RMSE) evaluation. First, the parameter space for ni and zp was defined. For 

each set of ni and zp values, the PSF (equivalently, Iexp) at the focal space of the imaging 

lens (equivalently, on the detector surface) with various depths of the focal plane of the 
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objective (i.e., zf in Eq. (13) or z in the definition of zf) was generated from the R-W 

integral in Eq. (38, 45, 48-50). Typically, z was varied within a few µm from z = 0. Since 

only the centre value Iexp(x0,y0) was of interest, it is possible to get the axial profile of the 

centre of the PSF by setting r = 0 in the R-W integral. This simulated PSF (Isim) is likely 

to be off with respect to Iexp due to the non-ideal experimental parameters (causing 

spherical aberration) and the finite size of scatterers, thus Isim was shifted by δz to find the 

optimal Isim with the lowest RMSE for the given ni and zp by compensating for a potential 

offset (the compensating offset giving the least RMSE is denoted as δz*). By sequentially 

varying δz (distance translated for Isim with respect to Iexp as illustrated in Figure 16 (a)) 

with a fine increment within a reasonable range, one would find the least RMSE with the 

best δz* (Figure 16 (b)) and obtain Isim that best matches Iexp under the given set of ni and 

zp. This least RMSE is called the representative RMSE value for the given ni and zp. 

 

4.3 Determination of nanoparticle size by axial profiling of the PSF 

The RMSE estimation was carried out for axial intensity profiles generated with various 

values of ni and zp as shown in Figure 17 (a). From the minimization of RMSE, it was 

possible to determine the values of ni and zp as shown in Figure 17 (b). To validate this 

approach, polystyrene (PS) and latex beads were tested because they are highly uniform 

in size and shape (spherical), not to mention that they are homogeneous. 

 

 
Figure 17: RMSE estimation to determine the model parameters, ni and zp for a 60-nm latex bead. (a) Illustration of 
the parameter-finding procedure by minimizing the RMSE between the measured axial contrast profile (blue line: 
experimental) and the computed axial contrast profile over the whole parameter space of ni and zp (red line: simulated). 
(b) Pseudo-colour maps of RMSE re-scaled to fit to [0,1] for various ni and zp. The minimum RMSE marked by a red 
box represents the best fit of the PSF modelling for the measured axial contrast profile. The ni and zp at the minimum 
RMSE are used as the parameters to generate the PSF with the highest similarity.[23] 
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Figure 18: Representative results of PSF modelling analysis for different-sized dielectric nanoparticles ((a) Rnom = 20 nm, (b) 50 
nm, (c) 60 nm, and (d) 100 nm). First column: The RMSE map shows the representative RMSE values for the whole parameter space 
of ni and zp, trying to find the best fit (marked by a red arrow). Second column: Real part of the electric field of the scattered light, 
ES. Third column: Phase of the electric field of the scattered light, ES. Fourth column: Amplitude of the scattered light, |ES|. The SHIP 
images, one by simulation (fifth column) and one by experiment (sixth column) with the best parameter values [(a) (ni, zp) = (1.538, 
0.022 μm), (b) (ni, zp) = (1.519, 0.039 μm), (c) (ni, zp) = (1.515, 0.052 μm), (d) (ni, zp) = (1.503, 0.093 μm) with design parameters 
(ns, np, ni*, ng*, ti*, tg*) = (1.33, 1.59, 1.52, 1.52, 100 μm, 170 μm)], exhibit clear similarity, indicating the reliability of the parameters 
obtained here. The axial contrast profile in the seventh column shows the best simulation curve (red line with dots) for each 
experimental curve (blue line with dots). Green highlighted area defines the iSCAT features for final fitting and error calculation.[23] 

 

 
Figure 19: Representative results of PSF modelling analysis for different-sized fluorescent nanodiamonds (fND) 
particles from the same product number (900172, Sigma-Aldrich). This figure is presented in the same manner as 
Figure S7. First column: The RMSE map shows the representative RMSE values for the whole parameter space of ni 
and zp, trying to find the best fit (marked by a red arrow). Second column: Real part of the electric field of the scattered 
light, ES. Third column: Phase of the electric field of the scattered light, ES. Fourth column: Amplitude of the scattered 
light, |ES|. The SHIP images, one by simulation (fifth column) and one by experiment (sixth column) with the best 
parameter values [(a) (ni, zp) = (1.521, 0.012 μm), (b) (ni, zp) = (1.518, 0.045 μm), (c) (ni, zp) = (1.516, 0.055 μm), with 
design parameters (ns, np, ni*, ng*, ti*, tg*) = (1.33, 2.4, 1.52, 1.52, 100 μm, 170 μm)], exhibit clear similarity, indicating 
the reliability of the parameters obtained here. It is also notable that the size of fND is highly heterogeneous. The axial 
contrast profile in the seventh column shows the best simulation curve (red line with dots) for each experimental curve 
(blue line with dots). Green highlighted area defines the iSCAT features for final fitting and error calculation.[23] 
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Using the PSF model and adjusting the parameters carefully, it was possible to make 

the computational results nearly identical to the corresponding experimental data: the 

experimental and theoretical SHIP images are remarkably similar for different-sized 

beads as shown in Figure 18. The size uniformity of beads was confirmed by our NTA 

and TEM measurements shown in Figure 20 (a-c). Interestingly, the results from those 

NPs showed that zp determined by our method is in excellent agreement with the expected 

radius of those NPs. From the model fitting, the sizes of PS and latex beads were obtained, 

which closely match their Rnom's in Figure 21 (a): (i) for 20-nm PS beads, zp ~ 17 (± 7) 

nm; for this PS bead, the NTA method failed to give reasonable results because it is 

substantially smaller than the size limit for reliable measurements by NTA (dia. ~ 60 nm 

with 642 nm excitation)[153] but TEM provided R ~ 23(± 2.8) nm, consistent with the 

result from the PSF modelling; (ii) for 50-nm latex beads, we got zp ~ 40 (± 1.2)  nm 

while NTA and TEM gave R ~ 50 (± 18) nm and ~ 50 (± 3.2) nm, respectively, both 

supporting the result from PSF modelling; (iii) for 60-nm latex beads, we got zp ~ 56 (± 

10)  nm while NTA and TEM gave R ~ 55 (± 21) nm and ~ 61 (± 2.5) nm, respectively, 

supporting the result from PSF modelling again; (iv) for 100-nm PS beads, we got zp ~ 

93 (± 10)  nm while NTA gave R ~ 102 (± 20) nm, supporting the result from PSF 

modelling. As shown here, TEM is a reliable and accurate tool to measure the size of NP 

by direct visualization, but the limited accessibility of TEM and the low throughput and 

technical difficulty of the technique hampers easy and wide applications to samples in the 

condensed phases. This dipole-modelling-based result is consistent with our view that the 

dipole of those scatterers is located near the centre of the particles and the particles are in 

good contact with the interface. 
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Figure 20: (First column) Representative TEM images that were analysed to obtain the size of PS (a), latex ((b) and 
(c)) and fND (d) particles. (Second column) Outlines of detected particles used for calculation of the Feret diameter. 

(Third column) Histograms of size of particles measured by different techniques (TEM, PSF (iSCAT), and NTA 
analysis – see graph legend in (a)). Nominal radius (Rnom): (a) 20 nm PS beads, (b) 50 nm latex beads, (c) 60 nm 

latex beads, and (d) 40 nm for commercial fNDs. Radius deduced from TEM images was obtained by measuring the 
Feret diameter. Scale bar: (a) 100 nm, (b) 200 nm, (c) 500 nm, (d) 100 nm.[23] 

 

Next, the size of fND was estimated using the PSF model. fNDs have drawn much 

attention for their remarkable properties and wide applications in biological imaging and 

sensing.[154], [155] Theoretical SHIPs of fNDs with carefully adjusted parameters were 

generated, which are in good agreement with the experimental SHIPs as shown in Figure 

19. The measured sizes (zp) of fNDs were broadly distributed, as shown in Figure 21(b), 

consistent with the TEM result shown in Figure 20 (d). It, however, turned out that the 

size of an fND estimated by our approach was correlated with the fluorescence intensity 

of the fND. This issue is discussed in the next section. 

Although NTA is a well-known and popular tool for size determination of NPs, it has 

several technical pitfalls,[156] which the method presented here could overcome. First, 

the size distribution measured by NTA was considerably broader than that acquired by 
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this work’s axial profile-fitting method. It is likely because the single-particle method 

presented here enables us to choose individual NPs and avoid clusters, significantly larger 

NPs, and impurities in the sample, which is intrinsically impossible with the NTA method. 

Second, the NTA is less straightforward in measuring the size of small NPs because 

instrumental settings and user inputs are critical for such NPs. While NTA could be of 

some use for measuring NPs of size below 60 nm, the uncertainty would be large, as 

exhibited in Figure 20. In contrast, the sensitivity of this method is high, so the presented 

approach enables accurate measurements of the size of PS beads as small as R=20 nm 

and that of fNDs down to 15 nm in radius (Figure 21). Although several potentially useful 

methods have been recently developed such as iNTA that combines the advantages of 

NTA and iSCAT[157] and holoNTA that uses holographic imaging for larger sample 

volume and higher sensitivity,[158] they have not been commonly used yet.  

 
Figure 21: Representative results of particle size determination by PSF analysis. (a) Accuracy of the axial profile 
method to determine the size of spherical nanoparticles (PS and latex bead). zp, radius of bead acquired by the axial 
profile method, is not only linearly correlated with but also nearly identical to ‘Nominal radius (Rnom)’ provided by 
manufacturers. Linear fit y = 1.0114·x – 6.657. (b) Correlation of the fluorescence intensity (Ifl) and volume (VND) of 
‘40 nm’ fND together with a linear fit of the data. For a better idea about the fND size, the upper x-axis shows the 
value of zp determined by iSCAT. Several values of zp are indicated by vertical dashed lines. Correlation coefficient: 
R(Vfl,VND)40=0.57.[23] 

 
4.4 Correlation of fND volume and fluorescence intensity 

fNDs are fluorescent owing to the negatively charged NV- centres in their diamond lattice. 

The fluorescence intensity Ifl is proportional to the number of NV- centres in a given fND. 

From NNV = cNV · VND (cNV: concentration of NV- centres, VND: volume of fND), the 

fluorescence intensity should also increase linearly with the volume of fND. Regarding 

the correlation between them, we shall consider the following degrading factors: (i) 

inhomogeneous incorporation of NV- centres throughout nanodiamond lattice, (ii) the 

inaccurate assumption that the fNDs have a spherical shape, in fact, our fNDs appear 
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significantly jagged as confirmed by TEM (Figure 20 (d)), (iii) weaker fluorescence 

emission by NV- centres placed near the particle surface than in the centre of the 

particle,[159] and (iv) batch-to-batch variation of the number of NV- centres in the 

fabrication process.  

Figure 21 (b) shows the relationship between the volume of fND, VND, calculated 

from its radius, zp, determined by iSCAT, and the fluorescence intensity Ifl of fND. To 

describe the correlation between the fluorescence intensity and fND volume, the Pearson 

correlation coefficient was used and the correlation R(Vfl,VND)40 = 0.57 was obtained, 

which signifies only a moderate correlation. There are several particles that deviate 

considerably from this correlation. The main reasons for scattered points would be, as 

assumed above, non-uniform incorporation of NV- centres in the diamond lattice and the 

non-spherical shape of the nanoparticles. This implies that the size of fNDs cannot be 

deduced accurately from their fluorescence intensity alone. On the other hand, it was 

found that the distributions of fND size obtained by different methods (PSF, TEM, NTA) 

were well overlapped, supporting that the value of zp (or the size of NP) acquired by the 

PSF model analysis is valid. From this, it can be assumed that the PSF analysis proposed 

here can even determine the size of NPs of non-spherical shape such as fNDs with 

reasonable accuracy. 

 
4.5 Conclusions 

The iSCAT microscopy has evolved into a useful label-free optical technique that enables 

both imaging and tracking nanoscopic objects with high precision. Here, it was 

demonstrated that it could be used to characterize the size of NPs all-optically even 

beyond the Rayleigh scattering regime. A technique useful to measure the size of 

individual NPs by acquiring the axial variation of the iSCAT signal and fitting the 

theoretical PSF model to the axial profile of the iSCAT signal was developed, which 

provides the information on the scattering dipole position, i.e., size of NPs in the present 

case.  

The theoretical model used to fit the experimental data is a modified Török and 

Varga’s vectorial PSF theory. This model accounts well for the factors that contribute to 

the iSCAT signal resulting from the interference between the scattered and reference 

fields. The developed method turns out to be sensitive to small changes (within a few 

nanometres) in the size of NPs, which surpasses other optical methods such as NTA or 
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DLS (Dynamic Light Scattering) in size sensitivity and single-particle characterization 

capability, not just ensemble size distribution. It also stands out amongst other size 

determination techniques for its instrumental simplicity and all-optical, contactless, non-

destructive, and non-contaminating approach. The results presented here demonstrate that 

the axial profile-fitting method is a useful approach not only because it can be used to 

measure the size of NP covering a broader range from ~ 10 nm to several hundred 

nanometres, well-beyond Rayleigh scattering limit[21], [22] but also because it can be 

applied to NPs made of various materials. All taken together, it is anticipated that the 

technique presented in this work would be useful for characterizing NPs and stratified 

media. 
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5 Nanodiamonds for cellular imaging in iSCAT microscopy 

 
5.1 Introduction 

As a fully optical microscopic method with resolution reaching under the diffraction limit, 

iSCAT has a lot of potential in life cell imaging and SPT. When using iSCAT in 

bioimaging, there is no need for fluorescent dyes and there are almost no limitations on 

duration of the imaging. iSCAT offers to monitor both the probe or the object of interest 

and the surrounding environment at the same time. Using suitable filtering method, it is 

possible to obtain many information from only one data set. 

In this study, the fluorescence combined iSCAT microscopy is used for SPT of fNDs 

in living cells to study their interaction. Particularly, it is of interest to establish a universal 

method to monitor fNDs of various sizes through different stages of nanoparticle-cell 

interaction and uncover different cell behaviour depending on nanoparticle size using that 

method. 

The following chapters introduce SPT of fNDs in living cells from 100 nm down to 

10 nm size. The differences of cell-fND behaviour between 100 nm and 10 nm fNDs are 

studied at different stages of their interaction. Specifically, interaction with plasma 

membrane, diffusion in cell cytosol and interaction with the nucleus were investigated. 

Fluorescent nanodiamonds were chosen as highly suitable probe for imaging 

nanoparticle interaction with living cells with iSCAT. As diamond has high index of 

refraction, even very small particles are good scatterers and easier to detect with iSCAT 

technique. Especially when imaging nanoparticles in a busy and complex environment 

like living cell, it is important to distinguish the probe well. For complete unambiguity, 

fluorescence imaging was used as a reference to iSCAT to confirm the fNDs location. 

 
5.2 Imaging nanodiamonds in cells 

The iSCAT image reflects diffraction patterns of every shape and surface in the cell hence 

the image can appear very busy at times and 3D movement of the nanoparticle can be 

challenging to detect. However, by using highly refractive fNDs in combination with 

fluorescence detection it was possible to detect fNDs from 100 nm down to 10 nm size. 

Figure 22 and Figure 23 are examples of fNDs inside the U2OS cell. The left side of 

the images is iSCAT image and the right side is the corresponding area detected 

simultaneously by fluorescence channel. Figure 22 is an image with ~100 nm fND and 



53 
 

Figure 23 image contains ~10 nm fND. It is apparent that the 100 nm fND is very clear 

in both iSCAT and fluorescence image and 10 nm fND not as much, yet both are 

detectable and traceable. The fluorescence channel with 10 nm fND shows a lot of 

background noise which is caused by high illumination power needed to detect a 

fluorescence from such small particle with week fluorescence. The dependence of size 

and iSCAT strength and fluorescence intensity was already discussed in previous chapter. 

 

 
Figure 22: U2OS cell with internalized 100 nm fNDs imaged by iSCAT (left), and fluorescence detection (right), the 
cell nucleus area taking up most of the image is distinguished by darker fringe outline in iSCAT image and by less 
fluorescent area in fluorescence image.[160] 

 
Figure 23: U2OS cell with internalized 10 nm fND (marked by yellow arrow) imaged by iSCAT (left), and fluorescence 
detection (right), the cell nucleus can be distinguished by darker fringe outline in iSCAT image and by less fluorescent 
area in fluorescence image. 

 

 The excitation wavelength was 532 nm and the detection window was defined by 

emission filter to be 540 – 600 nm for the fluorescence channel. In this range of 

2 µm 

2 µm 
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wavelengths, we are able to detect the emitted signal of fND well while minimum 

fluorescence from the living cell is coming through. However, we are still detecting a 

weak fluorescence from some cell proteins at cytoplasm. The cell nucleus is free of any 

fluorescence hence it is clearly visible in each image as the darkest area. On the other 

hand, in iSCAT image, we can distinguish more structures and their clear boundaries 

(Figure 24) such as nucleus, nucleolus, endoplasmic reticulum,  cytoskeleton[66] or 

vesicles. Some studies also aim to image Golgi apparatus or mitochondria.[65] Especially 

in the case of imaging ~10 nm fNDs, the fluorescence reference image comes in handy 

when distinguishing the fND from natural cell vesicles since their iSCAT image can look 

almost identical. 

 

 
Figure 24: Cell structures visible by iSCAT: (a) upper surface of U2OS cell with visible fringe bordering the nucleus, 
(b) internal structure of the same cell with focus at nucleolus, (c) internal structure of another U2OS cell with 
endoplasmic reticulum surrounding nucleus. The focus difference between (a) and (b) is 400 nm. The bright scattering 
spots in (c) are internalized 10 nm fNDs. 

Figure 24 is example of U2OS cell with some visible structures. Figure 24 (a) and (b) 

are images of the same cell captured at different heights with difference 400 nm. Image 

(a) is captured at the upper surface of the cell where the nucleus boundary is recognized 

by diffraction fringe signalizing steeper slope of the cell surface. When the focus is moved 

down closer to the cover glass, the internal structures appear more clearly a we can 

observe nucleolus in the image (b). In Figure 24 (a), the nucleus is clearly visible at the 

top right quarter of the image. When focused inside the cell, the nucleus always appears 

as the part of the cell with the densest structure in iSCAT. Around the nucleus border, 

endoplasmic reticulum is well visible in this image. The border of the cell can be seen at 

the bottom right of the image. The smooth areas are the surface of the culture dish. 
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5.3 Assessment of ideal duration of incubation before observation 

At first, the ideal time of cell incubation together with fNDs was tested. Several criteria 

had to be considered (i) cell density, (ii) amount of internalized fNDs, and (iii) vitality of 

cells. It was important to find a good balance between said criteria to reach the best quality 

of data later. The cells density had to be sufficiently high to be easily find cells with the 

iSCAT microscope which had very small (40 x 40 µm) observation area while the cells 

had to be spread in one layer and not overlap each other. Next, for observing the 

interaction of cells and fNDs it was required that some fNDs are already internalized 

inside the cell or right before internalization. Maximum number of internalized fNDs was 

ten, higher number already caused difficult observation of separate nanoparticles and 

their behaviour, overlapping signals and disturbances inside the cell. Too many 

internalized fNDs can have effect on cell vitality as well as too long incubation in general. 

Too long incubation could also result in fNDs being already excreted by cells after their 

uptake. 

The cell culture medium containing freely diffused fNDs was taken out and replaced 

with fresh medium free of fNDs to ensure that the observed fNDs were internalized. The 

confocal image was captured as a 3D stack where the fNDs were observed only in areas 

inside the cells (Figure 25). This was later supported by iSCAT imaging, where the 

position of the fND can be determined more precisely due to better axial resolution of 

iSCAT than that of a confocal microscope, making it simpler to determine whether the 

focus is above the cell, on its surface, or inside the cell. 

 

 
Figure 25: Fluorescence confocal microscope image of cells labelled by GFP and cultured together with fNDs after 1 
day of incubation. 
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The incubation times initially tested were 1, 2, 3 and 4 days. After set time of 

incubation, the culture medium with fNDs was exchanged for new medium without fNDs 

so that no more fNDs interact with cells during evaluation. The evaluation was performed 

on fluorescence confocal microscope. The cells were also labelled with GFP (green 

fluorescent protein) for this particular evaluation. 

It is the best to observe fND after 1 day of incubation – fND is mostly internalized 

and travels inside the cells 

 

 
Figure 26: Fluorescence confocal microscope image of cells cultured together with fNDs after 4 days of incubation. 

 
The duration of incubation considering the cell density, internalized fNDs and cell 

vitality gave the best results after one day. The state of the sample after 24 hours of 

incubation is shown in Figure 25. After more than 1 day the cells were usually overgrown 

overlapping each other. On the fourth day of incubation the cells were stacked in multiple 

layers and most of the fNDs were very clustered inside the cells or excreted out of the 

cells together with some debris. The sample incubated for four days is shown in Figure 

26 for comparison. 

 
5.4 Internalization rate of fND 

As a next step, the internalization rate of fNDs was observed more closely. The initial 

incubation time test showed that internalization of the first fNDs occurs in a range of first 

few hours of introducing the fNDs into the cell media. Hence the internalization rate was 

studied more closely with shorter time range. 
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First, the test was carried out with uncoated 100 nm fNDs in U2OS cells as it is the 

target material in this study. The number of internalized fNDs was observed under the 

iSCAT microscope. Before each evaluation, the medium surrounding the cells was 

exchanged for a new medium to remove non-internalized fNDs from the sample. Then, 

twenty cells throughout the sample were evaluated for each incubation time. The number 

of internalized fNDs was counted in each individual cell. 

The check-up after one and two hours showed no internalized fNDs yet. First 

internalized fNDs were found after three hours of incubation. The next evaluation was 

carried out every hour until six hours and then after one day. The internalized fND counts 

are in Table 1 and the data are visualized in Figure 27. There is a first peak visible after 

five hours of incubation and after six hours the number of internalized fNDs decreased.  

This indicates that after six hours the first fNDs were excreted from the cells. Although 

the internalization rate kept increasing, meaning the internalization was faster than 

excretion, the slope after six hours was slower due to fND excretion. This effect was 

observed repeatedly when carrying out this experiment. 

The same experiment was carried out with 100 nm fNDs coated with PEG (PEG-

fND) which was reported to accelerate the internalization rate[127]. The internalized 

PEG-fND count is in Table 2 and the data are visualized in Figure 28. The internalization 

occurred earlier as expected. The first internalized particles were detected after two hours 

of incubation. Interestingly, the first excretion of PEG-fNDs also transpired after six 

hours as for bare fNDs. However, the number of internalized PEG-fNDs was significantly 

higher than in case of bare fNDs. 

 
Table 1: Number of bare 100 nm fNDs internalized after stated incubation times. 

Incubation time (h) 3 4 5 6 24 

Number of fNDs per cell 0.5 ± 1 4 ± 2 13 ± 6 9 ± 3 122 ± 43 
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Figure 27: Evolution of number of bare 100 nm fNDs internalized in U2OS cells throughout the first 6 hours and 

after 24 hours of incubation. 

 

In the first six hours of incubation, Figure 27 and Figure 28 show that the 

internalization rate is increasing exponentially and the fact that after 24 hours the number 

of internalized fNDs counts hundreds fNDs means that the excretion rate is significantly 

slower. This could also mean that the particles inside the cell undergo different pathways 

and not all particles are or can be excreted by the cell. 

According to these results, the most convenient time to observe the interaction of 

fND with U2OS cell from the moment of interaction with outer membrane through the 

uptake process is four to five hours of incubation. 

 
Table 2: Number of 100 nm PEG-fNDs internalized after stated incubation times. 

Incubation time (h) 2 3 4 5 6 24 

Number of 

PEG-fNDs per cell 
4 ± 3 10 ± 5 30 ± 18 63 ± 15 31 ± 12 400 ± 46 
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Figure 28: Evolution of number of 100 nm PEG-fNDs internalized in U2OS cells throughout the first 6 hours and 

after 24 hours of incubation. 

 

5.5 Development of nanoparticle tracking software for iSCAT imaging 

There is some tracking software freely accessible, for example tracking add-in for ImageJ, 

however, these are meant for localizing fluorescence or absorption imaging data and are 

not suitable for the complex iSCAT images presented in this work. Therefore, an 

appropriate tracking software had to be developed specifically for our type of data. The 

tracking software was made using MATLAB graphical user interface (GUI). The main 

features of the software are particle detection, automatic particle tracking, image 

processing and data processing. 

The tracking interface is shown in Figure 29. This software enables data 

postprocessing after the acquisition of the data. First, the source video, in this case iSCAT 

recording, is opened which is visualized in the top left corner. By clicking the particle 

that we want to track, we select the position of ROI. The size of ROI can be adjusted to 

the size of the nanoparticle PSF size. The particle PSF is then fitted by gaussian function 

and it is cantered in the ROI for each frame. The image of the particle PSF and gaussian 

fitting can be seen below the main video. Additional parameters of the gaussian fit of ROI, 

i.e. number of particles in ROI, how many frames are accumulated for the fitting and the 

tolerable RMSE threshold, can be adjusted. Next, the image is normalized and static 

background is removed by subtracting consecutive images. Figure 30 shows the iSCAT 

image corresponding to the frame in Figure 29 before the normalization and background 
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subtraction. After such filtering we get much clearer image of the moving particle. In case 

the particle stops moving or escapes from the frame by rapid moving in z-axis direction, 

we are able to maintain the trajectory by gap-filling with the simultaneously recorded 

fluorescence detection which has broader detection depth than iSCAT. Although the 

software was developed for iSCAT data processing, any other type of imaging, like 

fluorescence in this case, can be analysed by it as well. 

While this software is able to track the nanoparticle only in x-y plane, the z-axis data 

can be additionally extracted either from the particles PSF image[161] or it can be 

recorded by remote focusing[17] while maintaining the particle in focus in real time. 

Nevertheless, the data presented in this work are only 2D x-y trajectories whilst 3D 

tracking is still in development. 

  

 
Figure 29: Particle tracking software made in MATLAB graphical user interface (GUI). The GUI involves display of 
the source recording, controls for preview of the recording, the particle detection window and fitting, filtering options 
and analysis controls. 
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Figure 30: The iSCAT source recording used for the analysis example in Figure 29 before filtering out the background 
(left) and the complementary fluorescence recording (right). Yellow arrow marks the position of the tracked fND. 

 
5.5.1 3D tracking via iSCAT remote focusing 
 
There is possibility to track nanoparticles in 3D space by iSCAT remote focusing. This 

technique combines classical 2D SPT with remote focusing to obtain z-axis data. Remote 

focusing enables axial scanning by translation of reference mirror while objective lens 

and sample stage stay stationary[17]. This practically means that x-y data are recorded 

without disturbance or without frame rate limitation and additional images are recorded 

at different depths beyond the depth of field on additional camera. 

The z-axial data can be recorded for each frame or every given number of frames. The 

process is schematically described by Figure 31. Each remote focusing axial scan (Figure 

31 (b)) is analysed to find the nanoparticle`s focus point (Figure 31 (c)) which is the point 

that corresponds to particle`s exact position. Once obtaining the z position data (Figure 

31 (d)), it can be plotted with the x-y data resulting in 3D trajectory. 

This technique was only tested on short trajectories so far. It still requires several 

hardware and software improvements to be ready to use for large stacks of data, and long 

measurements. 
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Figure 31: Recreation of 3D trajectory by remote focusing iSCAT (a) The source iSCAT data in x-y coordinates, (b) z-
axial scan of the particle ROI, (c) fitting the minimum value of the z-axial scan to find the precise position of the 
nanoparticle, (d) detected z-positions of the nanoparticle by remote focusing, (e) 3D trajectory made by combining x-
y and z trajectory data. 

 

 
5.6 Diffusion of fNDs in cytosol 

Different sizes of nanoparticles should exhibit different speed and types of motion. Here, 

two sizes of fNDs were tested, the smallest possible to detect with iSCAT, 10 nm fNDs, 

and 100 nm fNDs which are larger enough and should be well received by cell uptake 

mechanism. 

The trajectory of fND was recorded first and analysed afterwards. The analysis 

involved plotting an MSD curve, fitting the short time-lag data (the first linear section of 

the MSD curve) and the long time-lag data (second linear section of the MDS curve). The 

rest of the data was excluded from the analysis to minimize the error because less data is 

collected for long time-lags and the uncertainty of MSD analysis is therefore higher, as 

explained in the theoretical section 2.4. 
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5.6.1 10 nm fND diffusion 

Twenty 10 nm fND particles were analysed in total. The types of motion detected can be 

sorted into four different categories of motion: (i) normal diffusion, (ii) anomalous 

diffusion, (iii) confined diffusion and (iv) directed motion. Additionally, each type of 

diffusion seemed to be typical for different parts of the cell. In general, the closer to the 

nucleus the more confined the motion seemed to be. One of the reasons can be the fact 

that the cell is more occupied by organelles and intrinsic structures towards the nucleus 

opposed to the outskirt areas. 

The diffusion of 10 nm fND near the nucleus is typically closely confined. Figure 32 

demonstrates two cases of such motion. Pictured fND #1 diffuses right along the border 

of the nucleus in anomalous manner. Both from the trajectory and MSD curve it is 

recognizable that the particle diffuses in a confined prolonged area, but it is not 

completely trapped. Such particle can be for example confined in between organelles 

surrounding the nucleus, e.g., Golgi apparatus. While fND #2 is enclosed in much smaller 

area. Such particles exhibiting minimal motion and slow diffusion are typically found 

right on the surface of the nucleus. While it is believed that particle of this size cannot 

enter the nucleus itself, it can enter the perinuclear area. The shape of the MSD curve 

clearly shows a confinement that can be recognized by the second segment having lower 

slope than the first segment. 
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Figure 32: 10 nm fND diffusion in the area surrounding the nucleus and corresponding MSD analysis. (a) image of 
the position of the fND #1 and #2 inside the cell. (b) 2D Trajectories of the fNDs #1 and #2. (c) MSD curves (blue) 
corresponding to the trajectories #1 and #2. The red fitting line fits the short time-lag (1st segment) data and the green 
fitting line fits the long time-lag (2nd segment) data. Each of the time-lag section is designated by the vertical line of 
the corresponding colour. Legend: fND #1 1st segment: y = 0.88 x – 1.76, 2nd segment: y = 0.72 x – 1.79. fND #2 1st 
segment: y = 0.83 x – 2.17, 2nd segment: y = 0.45 x – 2.25. 

 
Figure 33: 10 nm fND diffusion in cytosol and corresponding MSD analysis. (a) image of the position of the fND #3 
and #4 inside the cell. (b) Trajectories of the fNDs #3 and #4. (c) MSD curves (blue) corresponding to the trajectories 
#3 and #4. The red fitting line fits the short time-lag (1st segment) data and the green fitting line fits the long time-lag 
(2nd segment) data. Each of the time-lag section is designated by the vertical line of the corresponding colour. Legend: 
fND #3 1st segment: y = 1.36 x – 0.42, 2nd segment: y = 0.75 x – 0.27. fND #4 1st segment: y = 1.02 x – 1.55, 2nd 
segment: y = 1.40 x – 1.78. 
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The particles fND #3 and #4 in the Figure 33 represent typical motions of 10 nm 

fNDs in the cytosol. fND #3 is diffusing freely in the cytoplasm right at the outskirt of 

the cell. The range of the motion of #3 is the largest and its diffusion is the fastest of all 

pictured examples. fND #3 is the closest to the Brownian motion while the MSD curve 

still indicates that the motion was, in fact, confined in the long-time scale. Last but not 

least, fND #4 is an example of the consecutive confined motion areas with fast somewhat 

directional transitions in between them, which is called corralled diffusion. A particle can 

undergo this kind of diffusion either when it diffuses in between cellular organelles by 

itself or when it is trapped in a vesicle which can be transported by active transport 

mechanism of the cell. In this particular case, the MSD curve shape suggests the active 

transport involvement since the second segment of the curve has higher slope than the 

first meaning fast diffusion in long time scale. 

 

5.6.2 100 nm fND diffusion 

Fifty 100 nm fND particles were analysed in total. The detected types of motion were 

confined diffusion, anomalous diffusion and directed motion. In comparison to 10 nm 

fNDs, no free diffusion was observed. The most common type of motion for 100 nm fNDs 

was the corralled diffusion. It can be detected both in cytosol and near the nucleus. 

In the Figure 34 all three pictured fNDs are in the vicinity of the nucleus. The fNDs 

#5 and #6 both exhibit the corralled diffusion. Meanwhile, fND #7 undergoes confined 

diffusion very similar to 10 nm fND #1 in scale, placement and shape of the MSD curve. 

It is important to note, that the timescale for these three particles is the same. All three 

MSD curves suggest the anomalous diffusion, which is distinguished in the long-time 

scale, for #5 and #7 it becomes confined diffusion, for #6 it is confined transitioning to 

directed diffusion. 
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Figure 34: 100 nm fND diffusion near the nucleus and corresponding MSD analysis. (a) image of the position of the 
fND #5, #6 and #7 inside the cell. (b) Trajectories of the corresponding fNDs. (c) MSD curves (blue) corresponding 
to the trajectories. The red fitting line fits the short time-lag (1st segment) data and the green fitting line fits the long 
time-lag (2nd segment) data. Each of the time-lag section is designated by the vertical line of the corresponding 
colour. Legend: fND #5 1st segment: y = 1.45 x + 0.27, 2nd segment: y = 1.25 x + 0.30. fND #6 1st segment: y = 0.86 
x – 1.15, 2nd segment: y = 0.79 x – 1.32, fND #7 1st segment: y = 0.94 x – 0.75, 2nd segment: y = 0.77 x – 1.01. 

 

The fND #8 in the Figure 35 is diffusing inside the cytosol and it is exhibiting fast 

directional motion with very few confinements along the way. Both the trajectory and the 

MSD curve show typical shapes for the directed motion. #9 is an example of the corralled 

diffusion with directional motion in the cytosol. fND #10 is located on top of the nucleus 

and same as the 10 nm fND #2 it exhibits very confined motion which brings us to believe 

that even 100 nm fND can be trapped in the perinuclear space. 
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Figure 35: 100 nm fND diffusion and corresponding MSD analysis. (a) image of the position of the fND #8, #9 and 
#10 inside the cell. (b) Trajectories of the corresponding fNDs. (c) MSD curves (blue) corresponding to the 
trajectories. The red fitting line fits the short time-lag (1st segment) data and the green fitting line fits the long time-
lag (2nd segment) data. Each of the time-lag section is designated by the vertical line of the corresponding colour. 
Legend: fND #8 1st segment: y = 1.51 x + 0.23, 2nd segment: y = 1.79 x + 0.45. fND #9 1st segment: y = 1.23 x + 
0.02, 2nd segment: y = 1.20 x – 0.02, fND #10 1st segment: y = 1.03 x – 1.21, 2nd segment: y = 0.72 x – 1.37. 

 

Overall, it seems that 100 fNDs are undergoing corralled diffusion often combined 

with some directed motion. This suggests that 100 nm fNDs are enclosed in intracellular 

vesicles and those vesicles can be part of the active transport of the cell. This behaviour 

is different from the 10 nm fNDs where we observed confined diffusion in a very tight 

spaces or Brownian motion in a larger space with obstructions which leads us to believe 

that 10 nm fNDs are not trapped in a vesicle but more likely diffuse by themselves. 
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5.6.3 Diffusion coefficient of fND in the U2OS cell 

The diffusion coefficient of fND examples above is in the Table 3. The diffusion 

coefficients were calculated from the first segment of the MSD curves for short time-lags 

using the formula for anomalous diffusion (Eq. (32)). 
Table 3: Typical values of 2D diffusion coefficient of 10 and 100 nm large fNDs diffusing in the cell cytosol and 
nucleus. Particle number corresponds to the numbering in Figure 32 - Figure 35. 

Particle 
number Size Location Diffusion type 2D diffusion coefficient 

(nm2/s) 

1 10 Nucleus Anomalous 4.05 

2 10 Nucleus Confined 1.69 

3 10 Cytosol Free 9.42 

4 10 Cytosol Corralled 7.10 

5 100 Cytosol Corralled 71.1 

6 100 Cytosol Corralled 67.4 

7 100 Cytosol Confined 24.0 

8 100 Cytosol Directional 433 

9 100 Cytosol Directional 264 

10 100 Nucleus Confined 15.4 

11 100 Nucleus Confined 1.99 
 

The Table 3 represents typical values measured across all seventy analysed fNDs. 

Particle #11 is not displayed amongst the visual examples above, however, it was 

included in the table as an important representation of 100 nm fND sample. 

The 2D diffusion coefficients show that 

i) the diffusion in the proximity of the nucleus is significantly slower, 

ii) the 10 nm fND diffuses several times slower in the cell than 100 nm fND, 

iii) the directional motion where the active transport is involved can be ten times 

faster than the other passive diffusion types. 

 

A few principles can explain these behaviours. A particle diffuses slower in an 

environment with higher mass density which is seen in the case of the particles near the 

nucleus. Here we have two cases of the diffusion in the nucleus proximity. One, tightly 

confined particles (#2, #10 and #11) right at the border of the nucleus, which is believed 
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to be a fND trapped in the perinuclear space. There, besides the small space for the 

diffusion, the density of the perinuclear cytoplasm is about two times higher[162] than 

the cytoplasm which makes the diffusion also slower. Second, anomalous diffusion which 

is confined with wider range of movement at the nucleus proximity (#1). While #1 has 

higher diffusion coefficient than tightly confined #2 it is still twice slower than fNDs 

diffusing in the free cytoplasm showing that even with less confinement, the particle is 

slowed down in the perinuclear environment. 

The fact that smaller fNDs had slower diffusion than large fNDs can be, in general, 

caused by small particles being easily trapped in crevasses and small structures that do 

not cause any obstruction to the particles that are larger than the possible entrapment. 

This also results in smoother trajectories for the 100 nm fNDs. Other reason for the fasted 

diffusion of 100 nm fND is its fate in the cell. As already established, the 100 nm fND 

can be encapsulated in the vesicle after clathrin or calveolin mediated endocytosis, thus 

undergoing smoother transport in the cell including active transport. 

 
5.7 Interaction of fNDs with plasma membrane 

The interaction with a cell membrane was recorded two hours after introducing the fNDs 

to the cell culture medium. As internalization rate experiment (Chapter 5.4) showed, no 

fNDs should be internalized yet. At this point, it was possible to observe free fNDs in the 

cell culture medium, fNDs attaching and detaching from the cell membrane and fNDs 

diffusing along the membrane surface which consequently leads to the internalization 

process. The particles attached to the membrane were the observation target here. The 

aim was to monitor the events before the internalization and general particle behaviour 

on top of the membrane for comparison with its behaviour inside the cell. 

To capture as many events as possible, the measurement was carried out for as long 

as possible. The main restriction was the cell vitality. To keep the cell alive and vital for 

as long as possible, it was placed in small incubation cell which was anchored to the 

microscope’s sample stage. The cell was enclosed and kept atmosphere with 5 % CO2 

and temperature 37 °C. Another condition was to keep the laser power at the lowest level 

possible. The laser power sufficient to detect the fND was 0.4 – 1.3 mW at the sample. 

In this setting, the recording time possible was two hours before the cell death. However, 

changes in cell vitality were usually detectable already after one hour. Therefore, the 

results presented here are only acquisitions from the first hour of the recordings. The 
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sample chosen for this experiment were 100 nm fNDs due to their easy detectability in 

iSCAT and high internalization rate. 

  

  

 
 

  
Figure 36: Representing trajectories and corresponding MSD curves of four 100 nm fND particles diffusing on top of 
the plasma membrane. The x-y coordinates correspond to the original detected image coordinates, the timescale is 
given by the gradient bar along the right of the plot. The mean square displacement (MSD) curve in time is plotted in 
blue, the red plot is the fit of the relevant part of the MSD curve used for the 2D diffusion coefficient D and a 
parameter calculation. 
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The fNDs motion on top of the cell membrane was typically corralled diffusion. The 

corrals in this case are the membrane pits with receptors and concentrated charge. The 

fND gets trapped in such pits for substantial amount of time during its existence on top 

of the membrane. The trajectory is often condensed in a small area, the particle usually 

travels a few micrometres in a large scale while the actual length of the trajectory ranges 

in hundreds of micrometres. Noticeable difference between the diffusion on top of the 

membrane and inside the cell was the speed of the fND. In average, the diffusion 

coefficient of fNDs on top of the membrane was ten times slower than of those inside the 

cell. That is, when excluding the active transport inside the cell which is not present on 

top of the membrane. 

Typical examples of the 100 nm fND diffusion on the plasma membrane are in Figure 

36. 

 
5.7.1 Trajectory analysis 

In case of complex way of motion where the particle undergoes different events along 

its trajectory, the spatial and temporal resolution is crucial. Depending on which 

information we want to acquire, we also need to choose the appropriate range or scale. 

An example of a complex trajectory is in Figure 37 (c). The trajectory was recorded 

at a U2OS cell surface that was relatively flat, which can be assumed from the widely 

spread fringe pattern around the location of the red rectangle in Figure 37 (a). Despite 

being focused at the surface of the cell, recognized by the distinct fringe pattern created 

by the overall shape and slope of the cell surface, the cell dynamics is coming through 

also which makes the image very busy. To detect a single particle, a static and slow-

moving structures were removed (Figure 37 (b)). Still, some cellular dynamics and fast-

moving vesicles were left in the image but only fNDs on the cell surface were in the focus 

plane. 
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(a) 

 

(b) 

 
(c) 

 

(d) 
 

 

Figure 37: fND diffusing on the membrane of U2OS cell.  a) raw image of the recording, (b) filtered image with 
detected particle marked by a blue rectangle, the red rectangle marks the area displayed in the trajectory plot (c) The 
x-y coordinates in (c) correspond to the original detected image coordinates, the timescale is given by the gradient 
bar along the right of the plot., (d) corresponding MSD plot fitted by red line which was used for calculating 2D 
diffusion coefficient D and a parameter. 

 

The whole trajectory was recorded for 58 minutes. The total trace length was 7134 

µm. Overall, according to the D and MSD curve shape, the diffusion would be classified 

as anomalous diffusion. To specify it better, we can consider a parameter (a = 0.39) and 

we can call it an anomalous sub-diffusion. To learn more, the trajectory needs to be 

broken down to parts. 

The original trajectory was broken down to four parts (A-D) displaying different 

behaviours. The timescale in Figure 38 - Figure 41 matches the timescale in Figure 37. 
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A 

 

 

Figure 38: Segment A of the trajectory in Figure 37 (left) and corresponding MSD plot fitted by red line which was 
used for calculating 2D diffusion coefficient D and a parameter (right). 

The fND in the first segment A (Figure 38) was diffusing most sporadically and with 

highest speed (D = 52 nm2/s). The MSD plot and its fitting show that the segment A was 

a case of anomalous sub-diffusion which was closer to normal diffusion than the other 

following segments. In this case, it could be described as a fND that was not yet tightly 

attached to the plasma membrane by electrostatic forces. In this stage, the particle gets 

often detached from the cell and floats away. 

 
B 

 
 

Figure 39: Segment B of the trajectory in Figure 37 (left) and corresponding MSD plot fitted by red line which was 
used for calculating 2D diffusion coefficient D and a parameter (right). 

In the segment B (Figure 39), the fND already diffuses with much slower speed (D = 

8 nm2/s), the fND copies the topography of the cell and the trajectory clearly shows two 

corrals, membrane pits, and passage in between them. When a particle is trapped in the 

membrane pit and the endocytosis process is not triggered the particle continues moving 

alongside the membrane and gets trapped in other pits until it eventually gets internalized 

or detached from the membrane. Segment B therefore exhibits the corralled diffusion. 
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C 

 
 

Figure 40: Segment C of the trajectory in Figure 37 (left) and corresponding MSD plot fitted by red line which was 
used for calculating 2D diffusion coefficient D and a parameter (right). 

 

In the segment C (Figure 40), the fND was moving in a directional motion through 

the crevasses in the plasma membrane which suggest both the wavy prolonged trajectory 

and the MDS plot curved upwards. 

 
D 

 

 

Figure 41: Segment D of the trajectory in Figure 37 (left) and corresponding MSD plot fitted by red line which was 
used for calculating 2D diffusion coefficient D and a parameter (right). 

 

The last segment D (Figure 41) is a clear example of confinement. Here we can see 

that the membrane pit is round and about 1.5 µm large in diameter. Interestingly, the 

diffusion was faster inside the pit (D = 25 nm2/s) than when diffusing along the 

membrane in the segment C or B. 
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5.7.2 Importance of timescale 

Similarly as the trajectory breakdown, this section shows how the result can change with 

the increasing timescale. Choosing the right timescale depends on whether we want to 

observe short-term or long-term events. If we want to capture one specific incident, e.g. 

the exact moment of endocytosis or dynamics inside the membrane pit that occurs in 

range of micro- to picoseconds, we need to choose not only a short timescale for trajectory 

analysis but the data need to be recorded with appropriate time resolution shorter than the 

event itself to collect enough data points for the analysis. Here, in order to record the 

overall fND diffusion on the membrane the time resolution was in range of milliseconds. 

 

 
Figure 42: Trajectory development in time and how the MSD analysis changes with progressively longer timescale. 

 
Figure 42 presents a trajectory development in time and how the MSD curve and 

coefficients D and a can change alongside the increasing timescale. In Figure 42 (a), the 

MSD curve and its fit are calculated from only one hundred seconds of trajectory 

recording and it is visibly different from the (b-d) results. In this case the fND diffused 

faster (D = 26 nm2/s) and in a confined manner. However, the longer the trajectory gets 
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the more averaged all the data become, and this short example of confinement gets hidden 

in the final result. Figure 42 (b-c) already give off similar results and the very clear 

directional motion, starting at (b), prevails all other events along the track. 

 
5.7.3 iSCAT versus fluorescence tracking precision 

In fluorescence microscopy, the particle tracking is fairly easy task thanks to clear 

distinction between the fluorescent particle and dark background. However, it also has 

some disadvantages, i.e. blinking and photobleaching, due to which it is not possible to 

record with high frequencies or for a very long time. On contrary, in purely optical 

method like iSCAT, we can record long-term measurements at very high frequencies. 

The downside here are the background signals and noise. The background needs to be 

filtered out which may be challenging at some cases. 

 
(a) 

 

(b) 

 
(c) 
 

 

(d) 

 
Figure 43: iSCAT tracking: (a) source recording with the tracked fND marked by blue rectangle, (b) obtained 
trajectory after SPT, (c) MSD curve (blue) corresponding to the trajectory with fitting curve (red) and parameters D 
and a, (d) 1D trajectories in x- and y-axis. 

M
SD

 (u
m

2 )

0

10

20

30

40

50

60

time lag (s)
0 200 400 600 800

D = 0.0001 µm2/s 
𝛼 = 1.81 



77 
 

If we compare the two trajectories (Figure 43 (b, d) and Figure 44 (b, d)) we can 

clearly see the same features, although the trajectories are not exactly point to point the 

same which can be related to the different frequencies of the sCMOS (iSCAT) and 

EMCCD (fluorescence) detectors. Nevertheless, the two MSD curves (Figure 43 (c), 

Figure 44 (c)) closely resemble each other in shape and trend and their fitting gives off 

the same results (D = 0.1 nm2/s, a = 1.8). 

 
(a) 

 

(b) 

 
(c) 
 

 

(d) 

 
Figure 44: Fluorescence tracking: (a) source recording with the tracked fND marked by blue rectangle, (b) obtained 
trajectory after SPT, (c) MSD curve (blue) corresponding to the trajectory with fitting curve (red) and parameters D 
and a, (d) 1D trajectories in x- and y-axis. 

 

This comparison proves that iSCAT tracking can be as reliable as fluorescence 

tracking and on top of that the advantages of optical imaging can be successfully utilized 

for precise long-term measurements. 
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5.7.4 Interaction of PEG coated fND with plasma membrane 

The internalization rate of PEG-fNDs proved to be faster than of the uncoated fNDs 

(Chapter 5.4). Therefore, it can be assumed that the interaction with the plasma membrane 

will be different as well. 

The same 100 nm PEG-fND sample as for the internalization experiment was used 

for tracking. The incubation time before observation was one hour in this case. The PEG-

fNDs were observed from the moment of free diffusion in the culture medium until the 

moment of interaction with the plasma membrane to make sure that the PEG fND is not 

already internalized. Typical examples of PEG-fND and plasma membrane interaction 

are presented in Figure 45 and Figure 46. 

 

(a) 

(b) 

 

(c) 

 

Figure 45: Tracking of PEG coated fND on U2OS cell membrane: (a) source recording with the tracked fND marked 
by red rectangle, yellow rectangle marks the area of the fND diffusion corresponding to the area in (b), (b) obtained 
trajectory after SPT, (c) MSD curve (blue) corresponding to the trajectory with fitting curve (red) and parameters D 
= 116 nm2/s and a = 0.26. 
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The first example in Figure 45 shows trajectory with very fast diffusion at start and 

PEG-fND traveling long distance without much entrapment at membrane pits. 

Subsequently, it gets trapped in several pits in a row for the majority of the recording. As 

a result, both the trajectory and the MSD curve suggest confined diffusion. However, the 

difference from the bare fND diffusion is the fast almost free diffusion along the 

membrane captured at the beginning of the trajectory and consequently significantly 

higher diffusion coefficient D = 116 nm2/s. 

The second example in Figure 46 captures another PEG-fND in a shorter timescale. 

This time the entrapment in any pit is not very significant, the particle travels along the 

membrane in a directional manner in the long timescale. The MSD curve suggests 

anomalous diffusion in this case. Additionally, the diffusion coefficient (D = 29 nm2/s) 

is again higher than for bare fNDs. 

(a) 

 
(b) 
 

 

(c) 

 
Figure 46: Tracking of PEG coated fND on U2OS cell membrane: (a) source recording with the tracked fND marked 
by red rectangle, yellow rectangle marks the area of the fND diffusion corresponding to the area in (b), (b) obtained 
trajectory after SPT, (c) MSD curve (blue) corresponding to the trajectory with fitting curve (red) and parameters D 
= 29 nm2/s and a = 0.71. 
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5.8 Diffusion dynamics of natural cell vesicles 

As a complementary experiment, the natural cell vesicles of U2OS cells were monitored. 

The general observations were that 

i) most of the vesicles are diffusing under the cell membrane and above the cell 

organelles, 

ii) vesicles are moving along the cell filaments or freely 

iii) their sizes range from tens to hundreds of nanometres and 

iv) there is higher number of vesicles in cellular cytosol than in the nucleus. 

Several types of diffusion were observed: free, confined, and directional. All three 

types were detected in the cytosol where majority of vesicles had similar diffusion 

coefficient independent of the type of motion. The average 2D diffusion coefficient was 

D(cytosol)avg = 13.8 nm2/s. Near the nucleus, confined or directional diffusion was 

detected, again with similar diffusion coefficients D(nucleus)avg = 0.9 nm2/s. 

Comparing these findings to the results obtained for fNDs, the vesicle diffusion closer 

to the 10 nm fND diffusion than 100 nm fNDs. 

 
5.9 Conclusions 

As a promising technique for bioimaging, iSCAT was used to monitor the interaction 

between fNDs and living cells. The interaction was investigated for different sizes of 

fNDs, 100 nm and 10 nm, as well as different parts of the cell, membrane, cytosol and 

nucleus. First, it was observed that fNDs can be spontaneously internalized even by 

nonphagocytic cells like U2OS cells. Then, combining iSCAT and fluorescence detection 

enabled an unambiguous detection of very small particles down to size 10 nm and track 

them in real time on a long timescale. Based on these facts, the research proceeded to 

development of a tracking method and data evaluation. 

The tracking in the cytosol showed differences between 10 and 100 nm fNDs. While 

10 nm fNDs inclined more towards the free and confined diffusion, the 100 nm seemed 

to move notably faster and in more directional and confined motion. This signifies that 

particles of different size undergone different internalization mechanism to begin with 

and that larger fNDs are enclosed in vesicles whereas the smallest fNDs can diffuse 

through membrane without the need of active endocytosis process. Both sizes of fND also 

showed that they are able to enter the perinuclear space, however, they do not penetrate 

into the nucleus. 
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At the plasma membrane surface, all fNDs display corralled diffusion before entering 

the cell. Here, the importance of spatial and temporal resolution of SPT was demonstrated. 

Besides, the difference between bare and PEG coated fNDs interaction with plasma 

membrane was examined which revealed faster diffusion of PEG-fNDs along the 

membrane. Less affinity to irrelevant membrane pits of PEG-fND can be one of the 

reasons for the faster internalization rate of coated nanoparticles. 

Lastly, the investigation of natural cell vesicles showed many similarities with fND 

diffusion in cytosol. 
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6 Thesis conclusions and outlook 

This thesis presents a development of two consecutive methods, nanoparticle 

detection and characterization by axial profiling and theoretical modeling and 

nanoparticle tracking in living cells, as versatile tools for iSCAT microscopy. Those 

methods were then utilized for size characterization of fNDs that were used as probes for 

investigation of cell interaction with fNDs. 

The size characterization by axial profiling consists of two parts. First is a practical 

part where the axial data of a single nanoparticle are collected by fluorescence combined 

iSCAT microscope that was especially upgraded for this purpose. The second part is the 

development of the theoretical model and data processing in MATLAB. In principle, this 

method uses the variation of scattering signal along the z focus range and fits the 

experimental data with a theoretical model. This enables to extract quantitative 

information about individual nanoparticles with nanometer accuracy. Additionally, 

considering it is a fully optical approach and compatible with aqueous environment, this 

technique stands out amongst the nanoparticle characterization techniques like TEM or 

AFM.[23] 

This axial profiling technique can also be used for 3D bioimaging and tracking. Again, 

the investigation of fND-cell interaction was divided into two parts, the computational 

and the practical measurement. SPT software was written in MATLAB. The fluorescence 

combined iSCAT setup was modified for long-term measurement of living cells, 

methodology was established, and data collected. Finally, the trajectory data had to be 

analyzed to evaluate the fND diffusion behavior. The fND behavior and its differences 

inside and outside the cell are presented and discussed in great length in this work since 

there was many factors to unravel. Some of the main findings are that the large (100 nm) 

fNDs undergo an active endocytosis process and most often are transported in vesicles 

inside the cell. While the small (10 nm) fNDs enter the cell by passive uptake mechanism 

and diffuse without encapsulation inside the cell. However, both large and small fND 

travel in the direction of nucleus and both can enter the perinuclear area but not the 

nucleus itself. Additionally, the uptake rate and speed of diffusion was investigated for 

bare fNDs and functionalized fNDs. The results were also compared to the diffusion of 

natural cell vesicles that surprisingly resemble 10 nm fND diffusion in the cell. These 

findings can be useful in many areas of bioimaging or nanoparticle study, biosensors 

development, drug delivery or toxicity studies. One of the planned future projects is 
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mapping the internal structure of a nucleus with 10 nm fNDs. This method opens new 

possibilities in mapping biological structures, it enables direct observation of the 

mechanism of endocytosis or other biological mechanisms and offers SPT with 

nanometric accuracy and long-term measurement in general. 

The main goal of this thesis was to develop a rigorous method for characterization of 

fNDs and studying their interaction with living cells. This goal was fulfilled together with 

all the partial objectives, i.e., construction of fluorescence combined iSCAT microscope, 

development of theoretical model for nanoparticle characterization, establishing a method 

for SPT in living cell by iSCAT and studying the endocytosis of fND and its fate in the 

cell. In addition to that, correlation of fND fluorescence intensity with its size was 

investigated, the effect of fND functionalization on the interaction with cell was analyzed, 

cell structures were identified by iSCAT and behavior of natural cell vesicles were 

explored. 
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