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0

Introduction and Problem Statement

“A robot may not injure a human being or, through inaction, allow a human
being to come to harm.”

“A robot must obey the orders given it by human beings except where such orders
would conflict with the First Law.”

“A robot must protect its own existence as long as such protection does not
conflict with the First or Second Laws.”

In his magnum opus, I, Robot (1950), Isaac Asimov once formulated the Three
Laws of Robotics listed above.! [1] The field of robotics has since come a long
way, but due to our perception of robots as something quite ordinary in today’s
day and age, humanity can often find itself unaware of the existence of these
laws. Regardless of the widespread integration of robots and intelligent systems,
Asimov’s laws should remain at the forefront of our collective consciousness,
their significance unquestioned. Indeed, the idea behind the three statements
above extends beyond robotics itself, and when one starts looking at them in a
broader optic, they explode into the fascinating world of all technology. It is no
exaggeration to say that, in the contemporary world, automation has permeated
almost every aspect of our lives, providing us with unprecedented tools and
capabilities, ushering in an era of possibilities inconceivable to our ancestors.
While the proliferation of automation makes some concerned and others excited,
it is crucial to recognize that the dystopian futures envisioned in works like
Asimov’s I, Robot or Capek’s Rossum’s Universal Robots are not an imminent

ITo be more precise, Asimov’s laws of robotics were introduced 8 years prior to the release of his
magnum opus in a tale called Runaround (1942). This tale was subsequently published as part
of I, Robot where most of us know them from.



2 0. Introduction and Problem Statement

reality. The field of robotics, with its interdisciplinary nature encompassing
mechanical engineering, electrical engineering, information technology, and more,
is evolving in ways unanticipated by the early pioneers of science fiction.

Robots taking over the world is more of a philosophical question rather than
an engineering one. Present-day robotics is a far cry from the dystopian visions
of Asimov and Capek, requiring continuous adaptation to contemporary issues.
As we navigate the evolving landscape of technology, it is prudent to remain
prepared for unforeseen challenges, ensuring a responsible and mindful integration
of robotic systems and artificial intelligence alike into our daily lives.

0.1 Static Stiffness

This thesis is focused on exploring the spatial static stiffness of six-axis serial
robots, a critical aspect within the field of robotics, particularly relevant in applica-
tions such as robotic machining. The increasing prominence of robotic machining
is attributed to its advantages, including a larger work envelope, reduced weight,
compactness, and improved cost-effectiveness compared to traditional CNC ma-
chining methods. In processes like milling, the tool center point is subjected to
significant force loads, typically directed in general directions. This phenomenon
often results in adverse effects such as vibrations, leading to deviations in the final
product’s dimensions and geometry. These deviations can range from functional
impairments in the produced part to situations where precision is imperative
for safety and functionality. To address these challenges, it is imperative for
the robotic system to possess adequate stiffness to withstand applied forces and
minimize tool displacements. While achieving infinite stiffness, wherein tool dis-
placement is entirely eliminated, is unattainable in practical applications, efforts
can be made to enhance stiffness and consequently improve product quality.

One potential strategy for enhancing overall stiffness characteristics is the
coupling of two robots, both sharing a common end-effector such as a spindle with
a milling cutter. The rationale behind this approach lies in the mutual support
offered by the two robots, potentially leading to enhanced stiffness. However,
it is crucial to note that such enhancements may be directional, with stiffness
improvements observed in certain directions while deterioration may occur in
others. Consequently, investigating spatial stiffness presents a significant challenge,
yet it is essential for understanding and addressing directional variations.

0.2 State of the Art

The research into robotic stiffness is still undergoing development. Almost every
research paper considers a different approach to such problem. In [2], a hybrid-
parallel robot structure was developed. Subsequently, the authors used finite
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element analysis (FEA) to investigate stiffness properties of said structure and
stiffness maps were created. As a result, static stiffness was, at some points of the
work envelope, comparable or even better compared to a conventional CNC. Yet,
the disadvantage of [2] is the stiffness being evaluated only in the direction of the
Cartesian axes, x, y, and z, thus not providing an idea about stiffness in a general
direction. In [3], a stiffness adjustable snake-like robot was modelled, along with its
gravity compensation. The work [4] investigated the joint stiffness of robots, both
analytically and under simulation, by attaching one-degree-of-freedom torsion
springs to each joint. The article [5] discusses the stiffness increase using topology
optimization of a six-degree-of-freedom industrial robotic arm. This optimization
is also based upon finite element analysis. In [6], the mathematical model of the
cooperation of multiple six-axis robots with flexible interconnection is developed,
while [7] explores the control aspects of such cooperative manipulation, and [§]
sets the objective of determining the system’s nominal motion. Paper [9] presents
a variable stiffness strategy of a structure with a compliant wrist, able to adjust
its stiffness continuously by virtue of a super-elastic Ni-Ti (Nickel-Titan) wire.
A different approach, using compliance control based on impedance control, is
shown within [10]. Finally, the parallel to robotic milling is established in [11],
where a stability prediction algorithm was developed, forecasting vibration.

Despite these contributions, existing research does not entirely align with
our objectives, necessitating the development of a novel methodology. Notably,
Neusser et al. from the Division of Mechatronics, CTU-FME, have addressed
the topic of static stiffness acting in general directions. Their ongoing research
investigates the static stiffness of a 3R planar mechanism, modeled after the
Staubli RX-60 industrial manipulator, with their findings currently under review.
The motivation behind this thesis is to build upon the work of Neusser et al. by
expanding their research to encompass a spatial model and the investigation of
static stiffness in three-dimensional space.

0.3 Objectives

The thesis outlines three primary objectives,

develop a theoretical framework for spatial static stiffness analysis,

apply this framework onto a suitable six-axis robot,

evaluate the results and compare them with two coupled robots,

which will be elaborated upon within its contents. Objective (1) is covered in
Chapters 1,2, and 3, which are housed in Part 1. The other two objectives are

developed in Chapters 4 and 5, as for Objective (2), and Chapter 6, as for
Objective (3), both under the umbrella of Part II.
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Theoretical Background






1
Kinetostatics of Rigid Systems

Kinematics and statics serve as foundational pillars in shaping the design paradigms
and computational methodologies employed in the field of robotics. Kinematics
pertains to the meticulous analysis of the isolated movement patterns exhibited
by systems, such as robotic mechanisms, while statics is concerned with the equi-
librium states of stationary bodies and the forces acting upon them. Despite their
individual significance, a comprehensive description of the system’s behaviour
necessitates a synergistic amalgamation of insights gleaned from both domains. In
instances where the primary focus does not lie in the meticulous understanding of
the system’s kinematics, there may be a tendency to eschew detailed exploration
in this realm, and vice versa. However, the omission of either discipline invariably
engenders lacunae in understanding, whether it pertains to grasping the intricate
equilibrium forces at play or capturing the nuances of the system’s motion.

The material contained within this chapter serves mainly as a theoretical intro-
duction to concepts applied in subsequent chapters, and also provides necessary
context for readers who might have limited prior knowledge on the subject.? For
those already acquainted with the subjects addressed in subsequent sections, this
chapter can be skipped and revisited as required. The opening section delves into
the basics of system modelling and representation, emphasizing key ideas such
as degrees of freedom, mechanisms, links, and joints. We then shift our focus to
kinematics of solitary rigid bodies, where we introduce the concept of the position
vector, the rotation matrix, and subsequently, the homogeneous transformation
matrix. With these foundational principles in place, we explore the kinematics of
open chains, covering both their forward and inverse kinematics. To conclude, we
delve into a specific aspect of statics, namely static gravity compensation, where

2For further background on some unproven concepts, the reader is encouraged to consult other
resources provided by the author.
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we outline the common methodology for recalculating the equilibrium position of
robot joints in order to account for gravity.

1.1 Fundamental Concepts of Kinetostatics

Each kinetostatic analysis of a system commences with the development of a
model thereof. It is imperative to navigate the delicate equilibrium between
simplifying the model and preserving its fidelity. While simplified models expedite
computational procedures, their departure from reality may yield suboptimal
accuracy. Conversely, complex models, while enhancing realism, entail height-
ened computational resources. This conundrum presents a nuanced optimization
challenge, wherein the balance must be struck between sacrificing accuracy and
augmenting computational demands. As a guiding principle, it is customary to
designate an acceptable threshold of accuracy and simplify accordingly.

1.1.1 System Representations

The determination of how best to portray a system becomes increasingly apparent
as we delve into the significance of the system’s dimensions and inertial properties,
such as mass, within the model. This critical assessment entails evaluating whether
these properties remain discernible from the chosen observation point, which
serves as the vantage point for scrutinizing the system. In light of this evaluation,
we are presented with two principal options: point mass or a set of point masses.
Each choice carries its own implications and considerations, ultimately shaping
the fidelity and accuracy of the model.

Point Mass. The most trivial representation we can choose for a system is point
mass, a point-like object devoid of dimensions that encapsulates the entire mass
of the system. While utilizing point mass simplifies calculations substantially,
the results it produces are often skewed. Additionally, many systems cannot be
adequately captured using a point mass representation, necessitating a more
sophisticated model, a need that is usually apparent from the outset.

Set of Point Masses. A natural choice one can make to increase the sophisti-
cation of point mass is a set of point masses (or system of point masses). If we
presume the distances between all point masses in this set, of which there are
infinitely many,® stay constant under all circumstances, we call the set a rigid
body. Provided we allow these distances to be variable, e.g., under applied stress
or by motion itself,* the set is then referred to as a flexible body. Moreover, it is

3From a mathematical standpoint, there are infinitely many point masses in the set but for
computation purposes, we need to limit ourselves to a finite number.

4For instance, when rotating a flexible disc at high angular velocities, its diameter tends to
change due to centrifugal forces, a phenomenon not observed when rotating a rigid disc.
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apparent that flexible bodies require significantly more computation power as we
need to take their ability to deform into account. For the scope of our objectives,
we make do with rigid bodies, meaning we shall discard the idea of flexibility in
all following sections, allowing us to simplify our analysis by disregarding the
deformable nature of flexible bodies and focus on the behavior and interactions
of rigid, non-deformable structures.

Lastly, the precision in depicting the geometry of a rigid or flexible body
profoundly impacts the model’s accuracy, entwined with the computational
complexity we're willing to manage. To enhance computational efficiency, we
often simplify topological intricacies in models, retaining essential mass and
inertia characteristics. For instance, in a kinematic diagram, a robotic arm may
be portrayed as a basic beam, with identical mass and inertia parameters as the
more complex real arm (see Subsection 1.1.3 later on).

1.1.2 Mechanism Theory and Griibler’s Formula

The smallest number of independent parameters ¥ € Ny with which we are able
to describe the configuration, i.e., the position and orientation, of a system in n-
dimensional Euclidean space [E" is referred to as the number of degrees of freedom.
A rigid body in three-dimensional Euclidean space E? has siz degrees of freedom
as it is able to, when not constrained, move in the direction all three Cartesian
axes and also rotate around said axes. Only with all six of these parameters
provided, we can state that the configuration of the rigid body is known.

Remark 1.1. A point mass in space has three degrees of freedom due to its
presumed infinitesimal size, resulting in its configuration remaining indifferent
when rotated about an axis. However, it retains the freedom to move arbitrarily,
thereby presenting us with a set of three independent parameters. o

Remark 1.2. Following the same rationale, it becomes evident that within a
two-dimensional context, an unbounded rigid body exhibits three degrees of
freedom, while a free point mass has two. o

In engineering practice, freely moving bodies are seldom found. More com-
monly, they are constrained and interconnected to create mechanisms, where the
individual bodies are referred to as links, and the constraints between them are
known as joints (see Figure 1.1). Further, the two links connected by a joint can
be referred to as the base link and the follower link, with the base link being the
one entering the joint while the follower link ezits it. This terminology is heavily
dependent on context as when we look at Fig. 1.1, we can hardly distinguish
between the base and follower links with all six joint types. Conversely, if we
hypothetically designate the larger block in Figure 1.1(b) as stationary, it becomes
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evident that it constitutes the base link, while the smaller block is the follower
link which performs prismatic motion by “sliding” in and out of the joint.

B

) Revolute ( ) Prismatic ( (c) Helical (H)
d) Cylindrical ( ) ) Universal ( f) Spherical (S

Figure 1.1 Six most typical robot joints.

We distinguish between two types of mechanisms — open-chain (serial) and
closed-chain.® Most industrial manipulators and robotic arms are open-chain
mechanisms (see Fig. 1.2), delta robots are an example of parallel, closed-chain
mechanisms (see Fig. 1.3). It is also common practice to distinguish between
the types of open-chain robots by joints they are composed of. For example, a
RRRRRR arm, or 6R arm for short, is composed of six revolute joints; the first
two joints of a RRP robot® are revolute, the last one is prismatic; etc.

Joint type
R P H C U S
Constraintsc¢ 5 5 5 4 4 3
Space BD) poedoms f 1 1 1 2 2 3
Constraints ¢ 2 2 X X X X
Plane (D) poqoms f 1 1 X X X X

Table 1.1 Constraints and freedoms provided by predominant robot joints.

Determining the number of degrees of freedom of mechanisms can sometimes
prove difficult and, as opposed to solitary rigid bodies, requires more than a
quick, logical analysis of the available movement, especially when the mechanism
in question is of increased complexity. Let us consider an arbitrary mechanism

®Closed-chain mechanisms have at least one closed loop.
5The RRP robot is also referred to as the SCARA robot.
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composed of U € N links and J € N joints, each taking away ¢ € N degrees of
freedom (as per Tab. 1.1), then the total number of degrees of freedom 2 € Ny
of this mechanism is determined by Gribler’s formula as

9:§(U—1)—icj, (1.1)

where

9:

~ 3 for planar mechanisms,
6 for spatial mechanisms,

is the number of degrees of freedom of a rigid body. Expression (1.1) holds if and
only if all joint constraints are independent. If not, only a lower bound on the
degrees of freedom can be calculated from the formula. [12]

1.1.3 Kinetostatic Topology

As noted earlier, simplifying complex topological details in real systems is common.
This reduces computational demands and speeds up result generation. While
simplifying geometry is beneficial, preserving accurate inertial characteristics
remains a crucial aspect of modelling.

Link 5 ™
<%

Link 3

//////////////////////////

Figure 1.2 Kinematic diagram of a 4R serial manipulator.

Figure 1.2 depicts a 4R (RRRR) serial manipulator model with streamlined
topology. Links are depicted as beams and are conventionally numbered from
the ground to the end-effector (F), same as the revolute joints (J), depicted as
cylinders. While this simplification is evidently more pleasant for computation
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purposes, all links need to retain inertial properties as on the real manipulator.
Similarly, all joint revolution limits need to be preserved.

Link 4
73 /
Link 1
O

Figure 1.3 Kinematic diagram of a 5R parallel delta robot.

In contrast to the depiction in Figure 1.2, Figure 1.3 presents an alternative
configuration, showcasing a 5R (RRRRR) parallel delta robot. A notable distinc-
tion between the two diagrams is evident: while Figure 1.2 follows an open-chain
arrangement, Figure 1.3 displays a closed-loop formation involving links 1, 2, 4, 5,
7, and 8. As the primary focus of this thesis centers on open-chain configurations,
the inclusion of the kinetostatic topological representation of the parallel delta
robot serves primarily as an illustrative example. It underscores the potential
of such diagrams in simplifying visualizations, thus enhancing computational
efficiency without compromising precision.

1.2 Rigid Body Motion

Consider a rigid body freely navigating three-dimensional Euclidean space E?.
To describe its position in space, we need to be able to describe the position
of its every point. Let us define a stationary (base) coordinate system O;x1y;2;
anchored arbitrarily in space and affix a coordinate system Oyxoy225 to the body
(see Figure 1.4). Since the body is free to move, the system Osz2y229 moves
relative to O1z1y121 as it’s tightly bound to the body. We can then transform
the position vector of an arbitrary point of the body from Osxoys29 to O121y1 21,
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allowing us to transform the problem of describing the position of the body to
describing the relative position of two coordinate systems. [13, 14]

Y2

Rigid body

Figure 1.4 Rigid body motion.

Following Figure 1.4, the position vector of point P in the O;21y;2; coordinate
system can be expressed in the form”

. . T
Pip = p1p,t1 + D1, J1 + pip k1 = [plpz Dip, ple] € R’

in which 41, 7,, k1 € R?® denote the unit vectors along the zy, y1, and 2; axes,
respectively, and are defined as

ii=[10 0" e®, ji=1[0 1 0 €R’, ki=[0 0 1] e’

This notation generalizes to ipj p € R", signifying that p € R" represents the
position vector of point P from the origin of coordinate system j, with its
components expressed within system 7. Further, in cases when 7 = j, i is often
omitted. [13, 14] When considering a three-dimensional case, i.e., when n = 3,
this general position vector can be written as
N i i T 3

pjp = [ijz pjp, PjPz} SHING (1.2)
where, if ¢ is to not be equal to j to keep the prescript, i € {1,...,C — 1},
je{i+1,...,C}, with C € N being the total number of coordinate systems. On
the other hand, if 7 is to be equal to j, then i,5 € {1,...,C} and the position
vector is denoted p;,;p, with respect to O;z;y;2; or O;x;y;2;, respectively.

It is clear that, in the context of Figure 1.4, besides change of position, i.e.,
translation, the rigid body has also undergone change of orientation, i.e., rotation.

“A similar expression holds for the position vector of P with respect to Oszays22s.
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This behaviour is described using a rotation matriz R;; € R™™ which, within
the framework of three-dimensional Euclidean space E?, takes the form
Tin T2 T3 | | .
Rij = |To1 T92 T9o3| = Z’I:j ij Zk]‘ S R3><3’ (13)

r31 32 733 | |

where it is always the case that i € {1,...,C —1} and j € {i+1,...,C}.

‘/L‘?y7z
/@j,k

[~

S~

(a) Coordinate systems (b) Positive rotation

Figure 1.5 Right hand rule.

The three columns of R;; encompass projections of the unit vectors of the z;,
y;, and z; axes of the j-th coordinate system onto the i-th coordinate system.
Therefore, two conditions must necessarily be satisfied:

All columns of R;; need to have a unit norm given they correspond to the
Cartesian unit axes of coordinate system O;x;y;z;, i.e.,

a0l = 11551 = II'ksll = 1 (1.4)

since O;x;y,z; is orthonormal and, as per the first condition, all columns of matrix
R;; have a unit norm, they also need to be mutually orthogonal, i.e.,

(15,950 = (45, "ky) = (i3, "k) = 0, (1.5)
where (-, ) denotes the Euclidean inner product in R3.

The six conditions stated in Egs. (1.4) and (1.5) can be rewritten as a single
constraint for the rotation matrix, i.e.,

where Iy € R3*® denotes the identity matriz. Equation (1.6) states that, as a
consequence of (1.4) and (1.5), R;; is an orthonormal matriz. [12, 15
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Lastly, we need to take the left/right-handedness of O,x;y;z; into account.
We presume all coordinate systems we define are right-handed (see Fig. 1.5), so

det(R;;) = iz'JT(ijj x 'kj) = ijf(ikj x ;) = ik;f(iij x'3;) =1. (1.7)

By virtue of R;; being an arbitrary rotation matrix and satisfying conditions
(1.6) and (1.7), it, along with all other rotation matrices defined in (1.3), belongs
to the special orthogonal group SO(3) (see Definition 1.1). [12, 16]

Definition 1.1. The special orthogonal group SO(3) C R3*3, also referred to as
the group of rotation matrices in R?, is the set of 3 x 3 real matrices as defined
in (1.3) and satisfying conditions (1.6) and (1.7). [12] o

The rotation of O;z;y;z; by ¢;; with respect to O;z;y;2; can be performed
around an arbitrary axis, a, and is then denoted R;;(a,¢;;) (see Appendix A).
If we, for now, choose to limit ourselves to rotations around the three Cartesian
axes, x, y, and z, the respective rotation matrices then read

1 0 0
Rii(z,0:i;) = |0 cosp;; —sing;| € SO(3) C R¥3, (1.8a)
_O sin Pij COS Pij ]
[ COS i 0 sin Qpij—
Rii(y, i) = 0 1 0 |€SOo3)cR>™, (1.8b)
|—sing;; 0 cos ;|
_COS Pij — sin Pij 0_
Rij<27 901]) = |sin Pij COS i 0| € 50(3) C RSXS, (18(3)
0 0 1

where ¢;; € [0,2m). The sign of the angle of revolution can be determined via the
right hand rule for positive rotation [see Figure 1.5(b)].

1.2.1 Elementary Differentiable Manifolds

In earlier text, we established the special orthogonal group SO(3). This group
can be simplified to two dimensions to yield its planar equivalent, SO(2), which
exhibits analogous behavior but in one fewer dimension. The reduction of SO(3)
to yield SO(2) prompts a natural extension of this concept to arbitrarily many
dimensions n. This generalized n-dimensional group, denoted as SO(n), follows
the same principles as SO(3) and SO(2). It encompasses n X n matrices satisfying
constraints similar to those outlined in Egs. (1.6) and (1.7). This extension
is introduced to emphasize the expansive nature of rotation matrices across
dimensions. However, we elect to establish a maximum limit of three dimensions
for SO(n) groups, given that real physical systems are spatial at most. Further, the
elements of SO(n) form a differentiable manifold, categorizing SO(n) groups as
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matrix Lie Groups.® To augment understanding of the mathematical concepts and
provide the reader with foundational knowledge of the more intricate mathematics
surrounding rotations, we introduce two elementary differentiable manifolds that
the reader has previously encountered, while refraining from delving extensively
into topics such as topology, differential geometry, and related subjects. [12, 19]

(a) Torus [yg(w o) C R3] b) Sphere [#?(w, o) C R?]

Figure 1.6 Elementary differentiable manifolds.

Torus. The n-dimensional torus, 7™ C R" is formally defined as the Cartesian
product of n circles, denoted .71, i.e.,

T"=S"x S xox STCRY (1)

n-times

or, if we limit ourselves to three dimensions, (1) becomes

(R+rcosw)coso
T3 w,0) = |(R+rcosw)sino| CR? Vw,ocl0,2n), (t7)
7 Sin w

where R > 0 is the distance from the center of the torus to the center of the tube,
also referred to as the major radius, and r» > 0 is the radius of the tube, also
referred to as the minor radius. [20, 21, 22, 23, 24]

Sphere. The n-dimensional sphere .#™ C R"*! is the set of points in R"*! at a
fixed radius R > 0 from the origin. Using set notation,

S = {(xo,xl, o Tn) ERMHZ2 42t 4 2k = RQ} C R™, (%)
or, in the fashion of (1), the three-dimensional sphere reads

Rsinwcoso
S?*(w,0) = |Rsinwsino | CR?* w € [0,7] and o € [0,27). (%)
Rcosw

If R =1, (xx) is referred to as the unit sphere in R3. [20, 21, 22, 23, 24]
8For additional insights on Lie groups and Lie algebras, see [17, 18].
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1.2.2 Properties of Rotation Matrices

Besides (1.6, 1.7), the membership of rotation matrices in n-dimensional special
orthogonal groups implies various inherent characteristics. We choose to list out
two important properties rotation matrices as entries of SO(n) posses: the inverse
element existence and closure (see Theorems 1.1, 1.2).7 [12, 19]

Theorem 1.1. The inverse of a rotation matrix R;; € SO(3) is equal to its
transpose, and is also a rotation matrix in SO(3) o

Proof. As R;; € SO(3) is an orthogonal matrix, it is inherently invertible, with
its inverse, denoted R;jl = Rj;, being equivalent to its transpose R;fpj, implying

Rl R;=R;R] = L. (1.9)

Furthermore, since R;; is square and satisfies Eq. (1.7), det(Rz;) = det(R;;) = 1.
Hence, the inverse R;jl fulfills Def. 1.1, thereby concluding the proof. [12] O

The inverse element existence property is paramount in the context of re-
versing rotations imparted onto rigid bodies. In particular, when a rigid body’s
arrangement results from a sequence of rotations encapsulated within a com-
posite rotation matrix (as outlined in Theorem 1.2), obtaining the inverse of
this composite rotation matrix allows for the precise restoration of the body’s
original configuration, irrespective of the initial number of rotations applied. This
property ensures that even complex sequences of rotations can be effectively
undone, thereby maintaining the integrity of the body’s orientation.

Theorem 1.1 is built upon foundational concepts of linear algebra, such as the
equivalence between the inverse and transpose of an orthogonal matrix. However,
exhaustive proofs for these assertions are omitted within this thesis, as their
comprehensive treatment lies beyond its intended scope.!®

Theorem 1.2. The product of two rotation matrices R,;;,Rj;, both elements of
SO(3), is also a rotation matrix in SO(3). o

Proof. Let R;j, Rj;, € SO(3) be two arbitrary rotation matrices defined in (1.3)
and satisfying (1.6, 1.7). Since both R;; and Rjj, are orthogonal, their product,
R, = R;jRj;; is also orthogonal and hence satisfies

(i) the inverse element existence, i.e.,

[R;R;|"R;R; = RLR.R;R;, = R, R, = I,

J

where, as per inverse element existence (Theorem 1.1), RZ;-R”- = I,

9An enlightening discussion on all SO(n) properties is held in [12], pp. 70 — 71, and [19], p. 72.
10Tn case of need, for the proof and subsequent discussion on the inverse-transpose equivalence,
the reader is encouraged to consult [25], pp. 345 — 346, Theorems 6,7 and Example 7; for the
proof of the determinant and transpose determinant equivalence, see [26], p. 390, Thm. 9.55(a).
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(ii) the right-handedness constraint, i.e., Eq. (1.7),

It is obvious the former property is condition (1.6). Since (1.6) and (1.7) define
SO(3), we have proven R;;, = R;jR;, € SO(3). [12] O

The significance of the closure property lies in its facilitation of straightforward
multiplication of rotation matrices for executing rotation sequences on rigid bodies.
This property extends to an indefinite number of rotation matrices, resulting in a
composite rotation matrix that remains within SO(3). As we’ll discover further,
this property is equally applicable to homogeneous transformation matrices, with
its significance being most prominent in this context.

In a manner reminiscent of Theorem 1.1, Theorem 1.2 is predicated on funda-
mental assertions within linear algebra. This theorem hinges on the recognition
of the equivalence between the determinant of a matrix product and the product
of the determinants of the constituent matrices. Once more, we abstain from
presenting the proof for this statement, given its comprehensive treatment in
numerous textbooks on linear algebra and related subjects.!!

1.2.3 Vector Transformations

Understanding the geometrical meaning of rotation matrices is easier when we
look at how a point is represented in different coordinate systems. Consider a
point P € E? located somewhere in space and two coordinate systems O;x;1; 2
and O;z;y;z; whose origins coincide, i.e., O; = O;, and O;x;y;z; is otherwise
arbitrarily rotated with respect to O;x;y;2; (see Figure 1.7).

Figure 1.7 Representing a point in different coordinate systems.

When we examine the construct from Figure 1.7, we shall find out that the two
respective position vectors of P, p,p € R3, i.e., within O;x;y;2;, and Dip € R3, i.e.,

UThe intrigued reader is referred to Theorem 6 and Example 5 in [25], p. 175.



1.2 Rigid Body Motion 19

within O;x;y;z;, are related only by the rotation matrix R;; € SO(3) describing
the orientation of O;z;y,z; within O;x;y,2; (see Theorem 1.3).

Theorem 1.3. The position vectors p;p € R? and p;p € R? of any point P € E?
in two coordinate systems whose origins coincide and are otherwise arbitrarily
rotated relative to each other are related by p;p = Ry;p;p. o

Proof. We can express the position vector of point P either in the form

Pip = |pip. Dir, Pz’PZ}T eR’,

with respect to the O;z;y;2; system, or as

%P:[M& Djp, pmJTeR?

when expressed with respect to the rotated system O;x;y;z;. Given both p;p and
p;p represent the same point,

Pip = pip,'t; + i, 'd; + pjpk; € R?

must hold. The above expression can be rewritten to the form

A
DPip = Z7:j ij zkj ij:Rijij€R37 (1-10)

which proves the statement presented in Theorem 1.3.'2 [15] O

Besides describing the orientation of two coordinate systems or representing a
point in different coordinate systems, we can also interpret a rotation matrix as
an operator allowing for rotation of a vector by a given angle around an arbitrary
axis in space, an observation hinted at by Equation (1.10). Notably, both the
original and the rotated vector have the same norm, which is easy to prove.'® [15]

1.2.4 Euler XYZ Angles

Given that rotation matrices are composed of nine entries which are not indepen-
dent but related by the orthonormality conditions (1.4, 1.5), their description of
the orientation of a system is surplus. Further, Egs. (1.4, 1.5) also imply the need
of only three parameters for rigid body orientation description as the minimal
representation of the SO(n) group demands n(n — 1)/2 parameters. [15]

Let us consider a minimal representation of SO(3) using a set of three angles
¢ =|a B )T € R® As per Theorem 1.2, a generic rotation matrix can be

12A different version of the same proof can be found in [27], p. 57, Theorem 2.5.1.
13The proof is done by employing the inverse element existence property.
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composed as the product of three elementary rotations by «, 5, and . For
this representation of SO(3) to be minimal yet properly relate two independent
orthonormal coordinate systems, successive rotations need to occur about non-
parallel axes. Consequently, among the 27 possible combinations of rotations,
only 12 sets are permissible, i.e.,

XYZ YZX ZXY
XZY YXZ 7YX
XYX YZY ZXZ
XZX YXY ZYZ

where each set forms a triplet known as the Fuler angles. [15, 28, 29|

One distinct set of Euler angles for our case are the XYZ angles,'* also
referred to as the Roll-Pitch-Yaw (RPY) angles (see Figure 1.8). The orientation
of O;x;y;z; resulting from the XYZ (RPY) rotation sequence is always expressed
within the the global coordinate system O;x1y;2; hence why the XYZ sequence
is essential in robotics for end-effector orienting. [12, 31]

i1 = ;
=2 Iy
Tl = f
(a) 1st rotation, Yaw (Y) (b) 2nd rotation, Pitch (P) (¢) 3rd rotation, Roll (R)

Figure 1.8 Euler XYZ rotation sequence.

Remark 1.3. The axis notation for the RPY angles can vary depending on the
author, i.e., some authors denote them by the respective rotation sequence (XYZ),
e.g., [12, 29], while others use the ZYX denotation, e.g., [15], due to the fact that
the RPY angles express orientation with respect to the global coordinate system
and hence the product of these elementary rotations goes in the ZYX order [see
Eq. (1.11)]. We shall use the standard XYZ notation. o

Remark 1.4. Contrary to the XYZ sequence, the ZYX sequence corresponds to
the orientation of O;x;y,z; within O;z,y;2; which was formerly coincident with

MFor further material on some other Euler angles sets, consult [15], pp. 49 — 51 (ZYZ Euler
angles) or [30] pp. 150 — 154 (ZXZ Euler angles).
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the j-th system before the sequence took place. As we will later discover, the
resulting rotation matrix is identical for both sequences, yet it allows for varying
physical interpretations. [12, 29] o

To obtain Ojz;y;z; from Oy21y;21, the Euler XYZ rotation sequence is:

rotate O1x1y121 by ¥ Start with a stationary
about the z; axis to obtain «+—— global coordinate

(0)én¢ [Fig. 1.8(a)], system O1x1y1 21,

rotate (0)&n¢ by 5 rotate (0O)&'n'¢" by «
about the y; axis to obtain —— about the z; axis to obtain
(0)¢n'¢" [Fig. 1.8(b)], Ojx;y;2; [Fig. 1.8(c)].

Then, the resulting orientation of O;z;y;2; with respect to the global coordi-
nate system Oqx1y;2; reads

Roll (R) Pitch (P) Yaw (Y)

R, ;(9) = Royenci(21, @) Royencoyene (v1, 8) Rioyenc(€1,7)
CaCB  CaSpSy — SaCy  CaSECy + SaS,
= [SaC3 SaSSy + CaCy SaSECy — CaSy| € SO(3),
—Sg CpSy CCy
where s, and ¢, are shorthand notation for sin & and cos «, etc. Coming back to
Remark 1.4, the ZYX rotation sequence would have the same resulting orientation
if one were to compute it. Yet, their physical interpretations are different as
highlighted in previous discussion.!?
Besides Euler angles, there exist numerous other orientation representations,
such as the Euler-Rodrigues parameters,'® the Cayley-Rodrigues parameters, the
Cardan angles, among others, the first two of which are subject of Appendix A.

(1.11)

1.2.5 Homogeneous Transformation Matrices

The obvious approach to define the configuration of a rigid body concerning
O;x;y;z; is by combining the position vector Pio, € R? of the origin of O;x;y,2;,
affixed to the body, with the rotation matrix R;; € SO(3) describing the ori-
entation of O;x;y;z; relative to O;x;y;2;. Instead of treating p;o, and R;; as
separate entities, let us introduce a homogeneous transformation matriz denoted
as H;; € R**, which integrates both the position vector and the rotation matrix
into a combined representation of O;x;y;z; within O;x;y;2;.

15See Remark 1.4 for such discussion.
16The Euler-Rodrigues parameters are also referred to as the unit quaternion representation.
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Definition 1.2. The special Fuclidean Group SE(3) C R***, also referred to as
the group of homogeneous transformation matrices in R3, is the set of 4 x 4 real
(compound) matrices of the form

Rij € SO(S) ‘ pin S R?’

HZ"I:
’ of € R \ 1

€ R¥™4 (1.12)

where 03 € R? is referred to as the null vector. [12] o

Homogeneous transformation matrices behave in similar fashion to rotation
matrices. For one, as with rotation matrices, the product of two homogeneous
transformation matrices H;; and Hj, € SE(3) is also a homogeneous transfor-
mation matrix, yet generally H;;H;;, # H;H,;, analogous to R;;Rj; # R, R;;.

A notable deviation from this analogy arises concerning the orthogonality
property, where for homogeneous transformation matrices, the orthogonality
property does not hold, and therefore

—1 T

in contrast to rotation matrices. Consequently, the inverse of a homogeneous

transformation matrix is obtained through direct computation and reads [12, 15]
T T

€ SE(3) c R¥,
0 € R3 ‘ 1

Theorem 1.4. A homogeneous transformation H;; € SE(3) is isometric, i.e., it
preserves distances and angles between objects. o

Proof. Let m,n,0 € R? be column vectors and H;; € SE(3) a homogeneous
transformation. By direct computation, one can verify the following:

|H;jm — H;yn|| = |[m — n|| and vice versa,
(H;jm — H;j0, H;jn — H;;0) = (m — 0,n — o) and vice versa,

where the former identity is the preservation of distances, while the latter one is
the preservation of angles, thus completing the proof. [12] O

Theorem 1.4 holds significant importance, as it establishes a critical assur-
ance: post-transformation, the intrinsic distances and relative angles among any
three arbitrarily chosen points on a rigid body persist unaltered. This guarantee
plays a pivotal role in fostering a thorough comprehension of the body’s spatial
configuration, ensuring the faithful preservation of its structural integrity and
spatial relationships throughout the transformation process.
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1.3 Open-Chain Kinematics

Creating the kinematic model of an open kinematic chain can be decoupled
into two problems. The first, typically regarded as simpler in the context of an
open-chain structure, is known as the forward kinematics problem. The second,
considered significantly more challenging, is the inverse kinematics problem.
Furthermore, the inverse solution encounters kinematic singularities, which prevent
the end-effector of a robotic structure from being positioned arbitrarily within its
workspace. Let us begin our exploration from the forward kinematics problem
and gradually progress towards inverse kinematics and singularity analysis.

1.3.1 Forward Kinematics

The forward kinematics problem involves determining the end-effector position
and orientation, concerning the global coordinate system O;x1y;21, based on the
joint coordinates of the robotic manipulator,'” i.e., the mapping'®

T B T
e=lpr - wum| R E(@) = [plu(p) dhle)] €R® (113)
known joint coordinates unknown end-effector pose

where J € N is the number of joints of the robot, ¢ € R” is the vector of joint
coordinates, €(¢) € RE is the end-effector configuration vector, p;z(p) € R? is
the position vector of the end-effector, and ¢p(p) = [ar Be et € R? is the
orientation vector of the end-effector, expressed using the global XYZ (RPY)
Euler angles (see Subsection 1.2.4).

In cases when a tool, e.g., a milling cutter, drill, etc., is attached as the end-
effector, it is more convenient to talk about the tool center point (often abbreviated
as TCP), instead of a general end-effector point. The forward kinematics problem
then becomes a slightly modified version of (1.13), i.e.,

T T
o=ler - pisn] R o e(p) = [plrop(e) dlop(w)] €RS, (113)
known joint coordinates unknown TCP pose

where () € RS is the TCP configuration vector, in which p;pcp(¢p) € R* and
Orcp(@p) = [arcp  PBrep Yyrep|t € R? are the position and orientation vectors
of the tool center point, respectively.

Seeing as (1.13") is analogous to (1.13), the question now is how does one
proceed to precisely adhere to the Scheme (1.13%), or (1.13) for that matter. The
approach we shall use is by utilizing homogeneous transformations H;; € SE(3),
more specifically the product of multiple homogeneous transformations, resulting

"By the term “joint coordinates”, we mean the angular displacement of each actuated joint.
18A mapping is when an element is linked to another through a function or transformation.
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in a homogeneous transformation matrix Hyrcp(p) € SE(3), relating the tool
center point to the global coordinate system O;xqy; 21, i.e.,

J+1 C
H1TCP(<P) = H H Hij(so) = H12(9012)H23(S023) s HJ+1,C(SOJ,J+1>
i=1 j>i
\ (1.14)
Rircr(p) € SO(3) ‘ Pircp(p) €R

= € SE(3),
0l eR? ‘ 1

assuming the TCP is the origin of the last, C-th coordinate system Oczcycze.

)

Figure 1.9 Open-chain forward kinematics.

The overall transformation Hyrcp(¢) from (1.14), gives only the first portion
of () directly. To obtain the remaining components of €(¢), i.e., the orientation
vector of the tool center point ¢rp(¢@), and thus the XYZ Euler angles of the
TCP, one has to do a little more work. Given an overall transformation matrix
Hircp(p), the Euler XYZ angles can be obtained by comparing Ritcp(¢) to
the general rotation matrix Ryrcp(@rep) from (1.11), resulting in'?

arcp = atan2 = ; o , (1.15a)
| cos(arcsin )’ cos(arcsinrsy) |

Brcp = —arcsinryy, (1.15b)

yrcp = atan2 L2 ; Lo , (1.15¢)
| cos(arcsinrs)’ cos(arcsinrsy) |

9The denominators in Eqs. (1.15a, 1.15¢) are nothing but cos Stcp, having taken into account
that arcsin(—z) = —arcsinz and cos(—z) = cos .
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where frcp € [—7/2,7/2], arcp, yrop € (—, 7], and

arctan(r/q) if g >0,
arctan(r/q) +7 if r >0and ¢ <0,
arctan(r/q) —m if r <0 and ¢ <0,

tan2(r, q) =

atan2(r, q) /2 if r >0and q=0,
—7/2 if r <0and ¢=0,
undefined ifg=r=0

is a two-argument version of the arctangent function, commonly used in computer
programming to compute the angle from the positive z-axis to the point [g, ] in
the Cartesian plane, yielding an angle € in [rad] such that 6 € (—m, 7]. Having
now computed ¢rcp(p) from (1.15a — 1.15¢) and pypep(ep) from (1.14), the
transition from ¢ to () as per Scheme (1.13") is complete.

Remark 1.5. Solutions (1.15a) and (1.15¢) encounter singularities at rg; = +1,
corresponding to Srcp = £7/2,; which remain valid solutions. In such scenarios,
it becomes necessary to derive expressions from R;rcp and subsequently solve
for the orientation vector of the TCP, ¢rp(¢), accordingly. o

The methodology we have described assumes that all coordinate systems can
be defined arbitrarily, provided they are right-handed. An alternative method
for open-chain forward kinematics involves utilizing the Denavit-Hartenberg
parameters, which are discussed in most major textbooks on robotics. [12, 15, 29]

1.3.2 Closed-Form Inverse Kinematics

As hinted in the introduction to this section, the inverse kinematics problem
presents a considerably greater challenge compared to its forward counterpart. The
fundamental concept involves a straightforward reversal of the forward kinematics
problem, specifically the desire for computing all joint variables based on the
desired pose of the end-effector or the tool center point (TCP), i.e.,

T T
€= [p{TCP (:ng;CP] ER’ = (e) = [@12 SOJ,JJrl] e R/, (1.16)

known (desired) TCP pose unknown joint coordinates

and similarly for an arbitrary end-effector. As the complexity and dimension of the
manipulator increase, Schemes similar to (1.16) become increasingly challenging.
While planar arms with fewer links generally allow for relatively straightforward
solutions to the planar form of (1.16), transitioning to spatial arms with more
joints and consequently more links presents challenges in finding a closed-form
solution. In fact, certain types of spatial arms have no closed-form solutions at
all, necessitating the use of numerical methods, the subject of Appendix B.
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The majority of spatial serial structures, potentially capable of accommodating
closed-form solutions for their inverse kinematics, give rise to sets of nonlinear
equations?’ when attempting to derive such solutions owing to their intricate
geometric arrangements. As a result, closed-form solutions may be within reach,
albeit regrettably only under specific configurations or simplified representations
of the arms, and are not universally accessible for arbitrary poses of the end-
effector, or the tool center point for that matter. A solution, yet still partial, is
the employment of the 6R anthropomorphic arm with a spherical wrist,?* designed
to mimic the structure and movement capabilities of the human arm. This type
of arm finds applications in a diverse array of fields such as machining, welding,
material handling, and is favoured in many industrial manipulators due to its
capacity for precise positioning and enhanced dexterity. [12, 15, 29, 31]

Wrist center point (WCP)

75 \“

Link 3 (arm)

Link 4 (elbow)

E-j;\ Link 7 (flange)
)

Link 1 (frame Link 2 (shoulder)

z > P12

P23

Figure 1.10 6R anthropomorphic arm with a spherical wrist.

The 6R anthropomorphic arm depicted in Figure 1.10 exhibits a configuration
where its ultimate three axes of revolution converge at a solitary point termed the
wrist center point (WCP). This design allows for the representation of the final
three rotations via a spherical joint, thereby warranting the designation spherical
wrist. Further, the implementation of the spherical wrist facilitates the segregation
of the inverse kinematics problem into two separate problems, the inverse position
kinematics problem and the inverse orientation kinematics problem.

20Equations in which the dependent variable or variables do not form a linear relationship with
the independent variable or variables, i.e., ones with square roots, trigonometric functions, etc.
21Understand the word “anthropomorphic” as resembling human anatomy.
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Inverse Position Kinematics. The fundamental concept of inverse position
kinematics involves ascertaining the precise spatial coordinates of the wrist center
point based on the desired pose of the end-effector or the tool center point. This
process entails deriving the position vector pwep(€ V €) € R? from the position
vector of the end-effector/TCP, which necessitates a stepwise approach of adding
constant vectors to p,p or p;pep until the location of the WCP is established,
with all constant vectors being defined within the overarching system Oyz1y; 2.

WCP WCP

(a) Arbitrary end-effector (F) (b) Tool center point (TCP)

Figure 1.11 Inverse position kinematics.

Suppose we have a rotation matrix Rig(¢g) or Ritcp(@rep), which charac-
terizes the desired orientation of either the end-effector or the tool center point
using the Euler XYZ angles. Additionally, we are provided with a constant dis-
placement vector representing the total displacement of the end-effector or the tool
center point from the wrist center point, denoted as dg = [dg, d g, d p.]T € R3
or drcp = [drcp, drcp, chpz]T € R3, respectively. The expression for the
position vector of the wrist center point can be articulated as

Pig + Aie(dp) for F,

(1.17)

Piwcp(e VE) = {

where
Aip(¢g) = Rip(ép) <dE © {ic Jo kcr) ;
Asrcp(¢rep) = Rircp(drep) <chP © lic jo kol T> :
assuming F or the TCP is the origin of the last, C-th coordinate system. The

operator ® represents the Hadamard product, a binary operation capable of
operating on two matrices or vectors with identical dimensions. This operation
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yields a new matrix or vector in which each element is computed as the product
of the corresponding elements from the input matrices or vectors. [25, 32, 33|

Now that the position of the wrist center point is determined, the inverse
position kinematics transitions into a trigonometric exercise confined to a plane.
This resulting 2R sub-mechanism operates within the J1-J2-J5 plane P € E3,
rotating about the first axis of revolution by 5.

Figure 1.12 2R planar sub-mechanism of the 6R anthropomorphic arm.

The angular displacement 15 between coordinate systems Ojx1y;z; and
Os%9Y2%2, or the initial plane Py € E* and P for that matter, reads

@12 = atan2(piwep,, PIWCP, ) (1.18)

as per Figure 1.12. Solving for 93 and ¢34 entails the examination of two potential
configurations that both achieve the designated WCP position — the elbow-up and
elbow-down configurations. In the depiction provided in Figure 1.12, we specifically
portray the elbow-up configuration, where the elbow (link 4), is oriented upwards.
Each configuration yields distinct equations governing ¢s3 and ¢34, respectively,
which will be systematically derived within Chapter 5.

Inverse Orientation Kinematics. Upon computing the angles for the initial
three joints, namely @12, @23, and @34, utilizing inverse position kinematics, the
subsequent step involves determining 45, @56, and @g7. A notable advantage of



1.3 Open-Chain Kinematics 29

the 6R anthropomorphic arm with a spherical wrist lies in its capability to uphold
the prescribed position of the end-effector (TCP) irrespective of the angular
displacements exhibited by the last three joints, i.e., the position of the end-
effector (TCP) remains independent of the spherical wrist, and is unambiguously
determined by @19, (23, and p34. Consequently, the function of the spherical wrist
predominantly revolves around achieving the desired orientation.

Consider a rotation matrix Ryg(¢y) or Rircp(¢rep) encompassing the de-
sired orientation of the end-effector or the tool center point within O x1y; 2,
respectively. Since the Euler XYZ (RPY) angles are inputs of the inverse kine-
matics problem, this rotation matrix is known. Moreover, now that (15, @93, and
34 are given, we are also provided with the rotation matrix Ri4(p12, pa3, ©34),
relating the orientation of O4x4ysz4 within Oix1y121. As per Theorem 1.2, we
can express either Ryg(¢y) or Ritcp(prep) in the form

R1C(¢c) = R14(9012, Y23, <P34)R407

from where we can obtain

R4c(<P127 P23, P34, ¢c) = R1T4(9012> ¥23, @34)R10(¢c)» (1-19)

assuming the end-effector or the TCP is the origin of the C-th coordinate system.
The rotation from Oyx4y424 to Ocxcycze can also be obtained from the defined
coordinate systems of the 6R anthropomorphic arm, i.e.,

J+1 C
RZ;C(<P457805679067) = H HRz'j(9045; ©56, P67), (1.20)

i=4 j>i

which is similar to (1.14). Seeing as (1.19) is ultimately independent of @45, @56
and g7, juxtaposing it with (1.20) yields algebraic expressions for the last three
joint angles, thereby finalising the closed-form inverse kinematics solution.

1.3.3 Differential Kinematics and the Jacobian

Following the derivation of both forward and inverse kinematics solutions, it is
pertinent to address the phenomenon of kinematic singularities. These configu-
rations denote states wherein the robot’s motion exhibits heightened sensitivity
to minor alterations in joint velocities. Kinematic singularities pose significant
challenges to motion planning and control, potentially leading to suboptimal
performance or even mechanical failure under extreme conditions. Consequently, a
thorough understanding and characterization of these singularities are imperative
for ensuring the safety and reliability of robotic systems.

Consider a forward kinematics solution of the form (1.14). Our aim is to find the
relationship between the joint velocities ¢p € R/ and linear and angular velocities
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of the tool center point (TCP), denoted p,rcp(p, ¢) € R? and witcp(p, @) € R3,

respectively, i.e., to obtain the mapping

vice(9, @) = [prrr(.0) wiree(9,9)] = J,(@)p,  (1.21)

where J,,(¢) € R®*7 is termed the geometric Jacobian and is given by

_ [ Jolp) € R* 6x2
Jg(‘P) . le(cp) c R3><@ R )
where J,(¢) and J,(¢) satisfy the mappings
Pircp (@, @) = Jp(p)e, (1.22)
wirce(p, @) = Ju(p)e, (1.23)

for a Z-degree-of-freedom open-chain manipulator. [12, 15, 27, 29|

In order to compute the geometric Jacobian efficiently, it is advantageous to
address the linear velocity, i.e., J,(¢), and angular velocity, i.e., J,,(¢), separately.
The contribution from the linear velocity p;pcp(¢, @) reads

S = aPlTCP ) 1.94
plTCP e, P) Z Z ) Pij (1. )
=1 j>1 Pij

and by reorganising (1.24) to the form

jpu U jp1@ @12
Pircpl,p) = | ¢ : (1.25)
Jpsr " Ipse] [Paa+
one obtains precisely (1.22). Assuming, the tool center point is part of the last,

U-th link of the manipulator in question, the contribution from the angular
velocity witcp (¢, @) is then given by

J J+1

WiTCP <P <P Zwu lu = ZZ Sbijkja (1-26)

i=1 j>i

since J+1 has to be equal to U (see, e.g., Figure 1.10). Again, reorganising (1.26)
to the form similar to (1.25), it yields (1.23). [12, 15]
Kinematic singularities occur when J,(¢p) is rank deficient, i.e., when

rank[J, ()] < min(6, 2),
or alternatively, if J,(¢p) is square,??
detl ()] = 0,

which is computed, e.g., via the cofactor expansion. [15, 32]

22The geometric Jacobian becomes square for a 6-degree-of-freedom arm.
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1.4 Static Gravity Compensation

As gravity constitutes an intrinsic force within the fabric of nature, its influence
on the robotic system remains inherent, inevitably inducing deviations from the
intended pose of the end-effector or the tool center point, as prescribed by the
inverse kinematics solution, requiring a correction of the elements of the vector of
joint coordinates ¢ € R7. When the aim is to solely attain equilibrium using some
counter-torque to balance out gravitational torque, irrespective of the robot’s
dynamics, the process is referred to as static gravity compensation.

1.4.1 Torsion Spring Compensation

One approach to account for gravitational effects is to use torsion spring com-
pensation, i.e., attach torsion springs with stiffness x, [Nmradfl] and dampers
with damping coefficient b [N msrad™'] to each joint i and alter their equilibrium
position ¢;; € ¢ by some angle Ay;; to initiate a counter-torque acting against
gravitational torque and thereby create equilibrium.

O; (Joint i), ks, b Link u — 1, my—1

Link u, my,

1
X1

Figure 1.13 Static gravity compensation.

Let us consider an open kinematic chain composed of J € N revolute joints
and U € N links, each of mass m,. The equilibrium of joint i reads

J U
KAy g Y det(Ty)m, = 0, (1.27)

i u>i
where g &~ 9.806 65 [m s~?] is the gravitational acceleration and T',; € R**® denotes
the gravitational torque matriz of joint ¢, given by [34]
ki ki, K

T, = D1, D1y, DPim,, | € ]R?)X?’, V] =1+ 1,
0 0 —1
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if (g, k1) < 0 for gravitational forces g of all links u. The vector py denotes
the position vector from the origin of O;x1y;2; to the center of mass 91 of link u
and the axis of revolution of joint ¢ is denoted k;, as O1x1y12; is reserved for the
frame. The elements of T; can, in general form, be computed as

kj — lekb
U
DPiom, = RiuPyon, + Z Ry;po0,-
utly

The gravity compensation algorithm start from the last, J-th joint of the
robot, for which, from (1.27), we have

U
Apgipr = A Z det(Ty,s+1) My,

T u>J

which, for the 6R anthropomorphic arm, becomes
Ag067 = —%det(Tw)m%

wherein
k7 = Ry7kq, Diom, = R17p79n7-
As for joint 5, (1.27) reads

6 7
Apsg = —% Z Zdet(Tm)mu -9 [det(T65)m6 + det(T75)mz |,

T i=5 u>i Kr

for which

ks = Rigk1, P, = Ri6Peons, Piom, = RirPron, + RisPeo.

and so on up to joint 1. All solutions for Ay;; form a vector of joint compensations,
Ap = [ASOH o Ayl € RJ7

which, when added to the vector of joint coordinates ¢ € R”, corrects the inverse
kinematics solution to account for gravitational effects and ultimately leads in
achieving the desired pose of the end-effector or the tool center point.

Remark 1.6. This approach can also be interpreted as the motors actuating each
joint being stationary under compensation (hence static gravity compensation),
and us modelling the electromechanical stiffness behaviour of the motors and the
transmissions using these mechanical springs and dampers. o



2
Simscape MBS Modelling

Simscape Multibody, formerly recognized as SimMechanics, stands as a robust
tool embedded within the MATLAB and Simulink ecosystem. Tailored for the
modeling and simulation of multi-domain physical systems, this software empowers
engineers and researchers to meticulously craft mechanical models ranging from
elementary mechanisms to sophisticated mechatronic systems. By leveraging
Simscape MBS (multibody systems), users can effortlessly design mechanical
components, joints, and constraints, thereby facilitating precise simulations of
dynamic motion, forces, and torques. Notably, its user-friendly interface and
extensive library of pre-assembled components streamline the modeling process,
while its seamless integration with Simulink ensures smooth analysis and design
of control systems. Ultimately, the utilization of Simscape MBS enables users to
delve deeply into the intricacies of mechanical systems, refining performance and
expediting the development of innovative designs.

This chapter heavily relies on sources such as [35, 36, 37, 38] in its attempt
to develop simple yet effective theoretical foundation into using Simscape MBS,
discussing mainly the function of commonly used blocks and the software’s relation
to MATLAB and Simulink, ultimately resulting in a symbiosis of all three tools.
Similarly to the previous chapter, may the well-versed reader feel free to skip this
portion of the thesis and come back as they find necessary.

2.1 Introduction to Multi-Domain Modelling

Before delving into specifics of individual blocks within Simscape MBS, the
author feels the need to briefly address some preliminary subjects in multi-domain
modelling. Upon initiating MATLAB, the user simply writes simulink in the
command window and the Simulink landing page appears. As Simscape MBS is an

33
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embedded part of Simulink, creating a new multibody model is done by creating a
new Simulink model. On the now visible blank canvas, users can start importing
blocks from Simulink’s library, specifically from the “Simscape” category.

2.1.1 Block Wiring and Signal Types

The blocks in Simscape MBS (or plain Simulink for that matter) need to be
connected together in an order the mechanism is composed. This connecting is
referred to as block wiring and is done by dragging from the output of one block
into the input of another. This action is represented graphically as Simulink creates
a line between the blocks. Each block has a different number of input/output
ports, depending on its use case. Most commonly, blocks in Simscape MBS have
two ports, usually representing coordinate systems yet more ports can sometimes
be added, e.g., in a scenario where more coordinate systems are needed.

Simulink block (Constant)
PS-Simulink Converter

\ Simscape MBS Block (Revolute Joint)
Simulink-PS Converter /
Simulink Block (Display)

Figure 2.1 Simulink/Simscape MBS signal types.

The connection of two blocks is dependent on if they represent the same signal
type. Simulink blocks not drawn from the “Simscape” library category, such as
displays, “Gain” blocks, “Mux” and “Demux” blocks, etc., are of the Simulink
signal type. On the other hand, all blocks from the “Simscape” library category
are of the physical system signal type (PS), hence some sort of “adapter” is needed
to convert one signal type to another and vice versa.

This conversion is achieved by virtue of the “Simulink-PS Converter” and
“PS-Simulink Converter” blocks (see Figure 2.1). Both blocks have only one input
and output ports under all circumstances. In the case of the former mentioned
block, the Simulink-type signal is fed to its input, while its output is of PS-type
signal and can be fed only to a block with PS-type signal inputs. On the contrary,
the latter mentioned block takes a PS-type signal as its input and outputs a
Simulink-type signal for further input into Simulink blocks.
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2.1.2 Signal Rerouting, Distribution and Merging

A signal does not need to follow only the output-input behaviour. In many
instances, it is the case the user needs to feed the same signal, containing the
same information, to various places at once, i.e., convert one output to multiple
inputs. Doing so is as easy as right-clicking on a chosen output signal and dragging
it to another input of the same signal type (PS/Simulink).?

Demux (distribution)

1]

>

Rerouting

Mux (merging) Gain (multiply by 10)

Figure 2.2 Rerouting, distribution, and merging of signals.

In scenarios when the output is of, e.g., vector form, there may be a desire to
distribute the signal into individual vector components. This can be done by first
feeding the signal through the “Demux” block which takes one input and outputs
n signals depending on the dimension of the array on input.?*

In contrast, when the user would like to feed multiple outputs into one input
of, e.g., a graphical interface such as the “Scope” block, the “Mux” block is needed.
Its input are n signals and on the output side is a n-dimensional array.

2.2 Commonly Used Blocks

Given most common Simulink blocks have already been established, e.g., “Mux”,
“Display”, etc., let us only turn our attention to Simscape MBS blocks as the
main structure of a robotic system is modelled using these blocks.

2.2.1 Preliminary Blocks

Each Simscape MBS model has to start with some preliminary blocks, com-
mencing the model and providing a reference. These include the “World Frame”,
“Mechanism Configuration”, and “Solver Configuration” blocks (see Fig. 2.3).

231f the input requires a signal of different type, one uses a converter.
24Tn the context of Fig. 2.2, the array is a 1 x 2 vector.
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> World Frame. Advancing from left to right, the “World Frame” block does not
have any options dialogue box as it only serves as the overarching coordinate
system O121y;21. This means it is orthogonal and right-handed. The port W is con-
nected, together with the “Mechanism Configuration” and “Solver Configuration”
blocks, to the first solid within the model.

Block Parameters: Solver Configuration X

Solver Configuration Auto Apply @
Settings Description
Equation formulation Time i
Index reduction method Derivative replacement v
Block Parameters: Mechanism Configuration X () start simulation from steady state
Mechanism Configuration Auto Apply @ Consistency tolerance Model AbsTol and RelTol ~
Settings Description Tolerance factor 0.001
D Use local solver
v Uniform Gravi Constant v
vy ["JuUse fixed-cost runtime consistency iterations
Gravity [00-9.80665] m/s 2 v Compile-time v Linear Algebra auto o
Linearization Delta 0.001 Delay memory budget [kB] 1024
v Joint Mode Transition v @ Apply filtering at 1-D/3-D connections when needed
Nonlinear Iterations 2 Filtering time constant 0.001
J J
v 7 BN
, N
, \
, \
v f(x)=0 P
\ !
\ /

Figure 2.3 Preliminary Simscape MBS blocks.

> Mechanism Configuration. The middle block in Figure 2.3 is the “Mechanism
Configuration” block. It is used to define global mechanical settings for the model,
such as uniform gravity. Its C port is connected, together with the “World Frame”
and “Solver Configuration” blocks, to the first solid within the model.

> Solver Configuration. The “Solver Configuration” block (rightmost block in
Figure 2.3) is used to set global solver settings for simulation. Its output port
is connected, together with the “World Frame” and “Mechanism Configuration’
block, to the first solid within the model.

I

2.2.2 Solids and Joints

Having now described the necessary preliminary blocks, the main portion of the
mechanism is composed of solids and joints, to which we turn now. In the case of
solids, there exists a considerably large number of options. Simscape MBS has a
built-in modeller, with which one can model simple shapes of cubic, cylindrical
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and other topologies. Given the topological intricacy of the model we’ll be using
(see Part II), the best option we are left with is the “File Solid” block.

[ File Solid : File Solid Block Parameters: Revolute Joint X
- = RYE =] = 3
Description . . 2k @U"I"‘U 1AW FTTOHI Revolute Joint Auto Apply @
Represents a solid whose geometry, material
and visual properties are read from a file which Settings Description
could be of CATIA, NX, SolidEdge and other
formats. See reference page for the full list of
formats supported. The File Solid block obtains V Z Revolute Primitive (Rz)
the inertia from the geometry and density, from
the geometry and mass, or from an inertia > State Targets
tensor that you specify. > Internal Mechanics
In the expandable nodes under Properties, > Limits
select the types of inertia, graphic features, and
frames that you want and their << > Actuation
parameterizations. > Sensing
Port Ris a frame port that represents a > Mode Configuration
reference frame associated with the geometry.
Each additional created frame generates > Composite Force/Torque Sensing
another frame port.
Propertie:
EGeomet
Binertia
BGraphic
BFrames
k
OK Cancel Help Apply

Figure 2.4 Common Simscape MBS solids and joints.

> File Solid. The “File Solid” block (Figure 2.4) serves as an extension to the
Simscape MBS embedded modeller as it enables users to input any file given they
provide its path in the “Geometry” option on the left hand side of the block’s
configuration dialogue box. Under the “Inertia” and “Graphic” options, users can,
similarly to the Simscape MBS embedded modeller, define either density of the
component or mass, and let software determine other inertial parameters such as
center of mass coordinates, moments of inertia, etc. Moreover, the appearance of
the part can be changed under the “Graphic” option and more coordinate systems
can be added under the “Frames” option, extending the block’s input/output
ports beyond the reference port R, usually situated at the center of mass 91.

The solids are usually connected through joints as on the actual robot.?

Given our attention resides on the 6R anthropomorphic arm with a spherical
wrist (extensively showcased in Chapter 1), the most important block in our use
case is the “Revolute Joint” block (depicted in Figure 2.4 right). On the other
hand, all joint types depicted in Figure 1.1 can be used in Simscape MBS to
model different types of robotic systems or mechanisms.

25An exception may be made for rigidly connected parts, e.g., via screws or pins.
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Revolute Joint. The “Revolue Joint” block has two ports by default, the base
port B and the follower port F, i.e., Simscape MBS uses the same terminology we
have introduced in Chapter 1. This means that, if one has two solids (robot links),
7 and 7 + 1, the revolute joint ¢ has its B port connected to the output coordinate
system of solid ¢, whilst its F port connects to the input coordinate system of
solid 7 + 1. The axis of revolution of this joint has to be the z-axis, somewhat
constraining the model’s coordinate system definition (see Chapter 5 in Part II).
Configuring the joint mainly involves setting its state targets, i.e., desired angle
and, optionally, velocity; its internal mechanics, i.e., torsion spring stiffness and
damping coefficient (see Chapter 5), and actuation settings for its motion and
torque, which can be either provided by input, automatically computed, and, as
for torque, there can be none. Additionally, one can set limits for the angle of
revolution and sense forces, torques, etc. in the joint during simulation.

2.2.3 Coordinate Transformations

In many instances, the user will need to perform a transformation from one,
already defined, coordinate system to another without specifically defining this
system within, e.g., the “File Solid” block. This transformation is realised by
virtue of the “Rigid Transform” block (see Figure 2.5).

Block Parameters: Rigid Transform X

Rigid Transform Auto Apply @

Settings Description

Vv Rotation

N ) Method None v
--- Vv Translation

Method None v

J

Figure 2.5 Coordinate transformation within Simscape MBS.

> Rigid Transform. The “Rigid Transform” block transforms one coordinate
system, situated at the B port, into another at its F port. The user can specify
rotation of the follower system along with its translation and has multiple options
to do so, e.g., rotation matrix, standard axis, quaternion, etc., as for rotation;
and Cartesian, standard axis, and cylindrical, as for translation. The resulting
coordinate system remains orthogonal and right handed.
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2.2.4 Forces, Torques and Measuring

To apply load on a system, e.g., force on the tool center point of a robot, one can
use the “External Force and Torque” block, where this load can be configured as
desired. As this block is not an essential building block of Simscape MBS, the
author refers the reader to [37, 38] for further insight.

Besides the “External Force and Torque” block, one may sometimes desire to
measure either dimensions, such as distances, angles, etc., or inertial parameters,
e.g., mass, moments of inertia, etc., of the system. For these purposes, Simscape
MBS provides the “Transform Sensor” and “Inertia Sensor” blocks, respectively.
As the need to measure is not always present, the author kindly asks the reader
to again consult [37, 38] for further information. Yet, our specific use case of these
blocks is briefly described in Part 1I, Chapter 5.

2.3 Interfacing Simscape MBS with MATLAB

To conclude this chapter, let us outline how the collaboration between MATLAB
and Simscape MBS works. Consider a multibody model within Simscape MBS
and some MATLAB script, e.g., used to calculate joint coordinates of the revolute
joints within the model. By default, these coordinates, and any variables for that
matter, appear in the MATLAB workspace upon running the script.

From MATLAB to Simscape MBS. Now, the user has two options on how to
interface these variables into the model. Firstly, utilizing the “From Workspace’
block facilitates the loading of selected variables into Simscape MBS, albeit requir-
ing connection to an appropriate block within the model, see [36]. Alternatively,
certain blocks, such as revolute joints, the “Rigid Transform” block, etc., permit
direct incorporation of these variables as configuration parameters through the
block configuration dialogue box. The latter approach offers a more streamlined
process, enabling users to input variable names directly into the dialogue box.
However, both approaches necessitate prior execution of the MATLAB script
before simulation commencement.

From Simscape MBS to MATLAB. Going the other way requires the “To
Workspace” block, which involves assigning variable names to signals and trans-
mitting them back to the MATLAB workspace upon initiating the simulation of
the model. As the reader shall see later, our model heavily relies on this block in
terms of its static gravity compensation.

?
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Nonlinearity

Given most real mechanical structures, e.g., robotic systems, especially spatial
ones, are often of great complexity, they exhibit highly nonlinear behaviour within
their work envelope. Moreover, this nonlinearity tends to gets worse as the system
gets more complicated. This phenomena restrains engineers in their attempts
of finding, e.g., the equations of motion of the system, and thereby predicting
the system’s future movement, velocity, etc., as finding such equations requires
solving nonlinear differential equations and is thereby unattainable in closed-form.

The final theoretical chapter of this thesis undertakes a formal effort to es-
tablish a fundamental connection between the state-space representation of a
linearized system and its static stiffness. By delving into the foundational princi-
ples of control theory and dynamical systems, which encompass key ideas such as
the Laplace transform and transfer function matrices, a theoretical framework
is constructed. After thoroughly exploring these fundamental concepts, the dis-
cussion smoothly transitions into a methodical derivation of the aforementioned
relationship. This derivation is meticulously carried out by employing singular
value decomposition (SVD) on the transfer function of the linearized system, thus
clarifying the intricate relationship between system linearity and static stiffness.

3.1 State-Space Representation

The state-space representation can be understood as a mathematical model of a
physical system, defined by a set of input, output, and general variables related by
first-order differential, or difference equations. These general variables, termed the
state variables, dynamically evolve over time contingent upon the input variables
of the system. While the output variables are generally dependent on the state

41
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variables, it is noteworthy that in certain scenarios, their reliance extends to both
input and state space variables of the given system. [39, 40, 41, 42]

3.1.1 Linearization

To derive the state-space representation, it is imperative to transform all higher-
order differential equations governing the system into first-order equations through
a process of linearization. This involves expanding all nonlinear terms within
the system’s equations using the Taylor expansion, as extensively detailed in
Appendix A, and truncating the expansion at the linear term, i.e., the first
order. A fundamental tenet of calculus dictates that the Taylor expansion of a
function yields acceptable accuracy only in the vicinity of the expansion point.
Consequently, the resultant linearized mathematical description, does not faith-
fully capture the system’s behaviour across its entire domain. Should a change
in the system’s operating point be required, it becomes necessary to reiterate
the linearization process to ensure consistency. As a result, for a system to be
pronounced linear, it must satisfy Definition 3.1 in all cases. [39, 43]

Definition 3.1. A system S is considered linear if it responds to a linear combi-
nation of its inputs by the same linear combination on its output. [41] o

Definition 3.2. A system S is time-invariant if for any input signal ¢(t), the
output signal ¢(¢) satisfies the condition

s(t)=SW@t)) =ct+71)=SWwit+71)], V7TeR,

i.e., the output is independent of the time at which the input came. [40, 41] ¢

Let £(t) € R™ represent the state vector of S at time ¢. Provided S is linear,
time-invariant and finite-dimensional, its state-space representation reads

£(t) = AL(t) + Bap(t),
s(t) = C&(t) + Dip(t),

where A € R™"™ represents the dynamics of the system, B € R"*™ represents the
effect of inputs on the system, C' € RP*™ represents the the relationship between
the state and the output, and D € RP*™ represents the direct influence of inputs
on the output, for n-dimensional state space, m-dimensional input space, and
p-dimensional output space. [39, 41, 43]

3.1.2 Transfer Function Matrix

Consider a state space representation of a linearized system S. The output vector
s(t) € R? of S can be expressed in the form
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so that
X(s)

@(s)’

where the matrix operator G(s) is referred to as the transfer function matriz,
relating the inputs and outputs of § in the Laplace domain. The Laplace domain
is a product of the Laplace transform, transforming a function of time ¢ into a
function of a complex variable s, termed the Laplace operator (see Definition
3.3), which allows for an easier analysis of differential equations as they become
algebraic ones within this specific framework. [40, 41]

G(s) =

Definition 3.3. The Laplace transform of a function f(t) : Ry — C is defined as

L) = [ exp(—st)dr,

wherein s = 51 +isy € C, 51,50 € R, i :=+/—1. [41, 43] o

Remark 3.1. The Laplace transform is defined only for a specific set of functions,
referred to as the domain of Laplace transformation. Essentially, the function
f(t) : R§ — C has to be integrable on I = [0, a] for all a > 0 and

/;OO f(t)exp(—st)dt < +o0

as t — +oo for some s € C, i.e., the integral converges. [41] o

As for the state-space description, taking the Laplace transform yields

£

—¢,=A
X(s)

C

sE(s)

(s) + B¥(s) (3.1a)
(s) + D¥(s) (3.1b)

m [

where &, = £(0) is the initial state of the system. From (3.1a) we have
(sI, — A)=E(s) = &, + B¥(s),
and rearranging gives us
E(s) = (s, — A) "¢y + (sI, — A) "' BW(s).
Now, substituting Z(s) into (3.1b) yields
X(s) =C[(sI, — A) ‘¢, + (sI, — A) ' B¥(s)] + D¥(s),
by letting £, = 0,, and distributing C' we get,

X(s) = C(sI, — A)"'B®(s) + D¥(s),
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and dividing by ¥(s), we finally arrive at
G(s) =D+ C(sI, — A)"'B, (3.2)
which can be rewritten to the form

G(s)=D+C adj(sI, — A),

1
det(sI, — A)

wherein adj(sI,, — A) is the adjoint of [sI, — A]. The determinant det(sI, — A)
is termed the characteristic polynomial of the system and its roots are used to
determine the stability of S. [40, 41, 43, 44]

3.2 Singular Value Decomposition

Singular value decomposition (SVD) is a powerful technique of linear algebra,
used mainly for data analysis, where it allows for a simpler representation of a
large dataset, capturing its essential features and reducing dimensionality. [32, 33]

Theorem 3.1. Let A € R™*" be a real-valued matrix such that v = rank(A)
satisfies v < min(m,n). The factorization of A which reads

A=UAVT

in which U € R™™ V € R™" are orthonormal matrices of the form

|
U= |u u - u,| cR™™ V=|vy, v9 -+ v,| € R""
|

and A € R™*" is a pseudo-diagonal matrix of the form

A= VA 0 € R™",

0

where Ay > Ay > -+ > A\ > 0 are the eigenvalues of A, is referred to as the
singular value decomposition of A. The non-zero diagonal entries of A are termed
the singular values of A, the columns of U are called the left singular vectors of
A, and the rows of V' are the right singular vectors of A. [15, 32, 45, 46, 47] o
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Remark 3.2. In cases when A is rectangular, i.e., when m # n, the singular
values vV/Aq, ...,/ are computed from the eigenvalues of AT A. [45, 47] o

Remark 3.3. The singular value decomposition concept can be extended to the
complex domain, where, for any complex-valued matrix A € C™*", it reads

A=UAVT,

wherein U € C"™*™ and V € C™*" are unitary matrices, A € C™*" is again a
pseudo-diagonal matrix, and V¥ denotes the Hermitian transpose, sometimes
also referred to as the conjugate transpose, of V. [45, 46, 47] o

( L V— 1
- \ ~ ‘.
/ -

Figure 3.1 Singular value decomposition.

Definition 3.4. The domain of a transformation is the set of all possible input
values ¢ € R™ for which the transformation is defined, i.e.,

dom(V) = {4 [ ¢ € R™},
for a linear transformation V. [25, 26, 47, 48] o

Definition 3.5. The range of V is the set of all possible output values YV can
yield for the input values from its domain, i.e.,

range(V) = {s | ¢ = V(¢) € R, ¢ € dom(V)},
where ¢ € R? is the output produced by applying V onto . [25, 26, 47, 48] ¢
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The domain space of A, dom(A), is represented by the columns of U, which
form the basis for the space of all possible input vectors A can operate on. On
the other hand, the columns of V' represent the range space of A, range(A), and
form a basis for the space spanned by all possible output vectors that can be
produced by applying A to vectors from its domain space. [33, 45, 47]

The geometric intuition behind singular value decomposition in 3D space
can be interpreted as shown within Figure 3.1. If we consider U and V to be
square, they can be interpreted as rotation matrices, i.e., elements of the special
orthogonal group SO(3), under the condition that det(U) = det(V') = 1. If
this property is not satisfied, then either det(U) = —1 or det(V') = —1 as both
matrices are still orthonormal, indicating reflection, not rotation. At last, Fig. 3.1
shows the effect of A, scaling each coordinate by the factor /. [32, 45, 46, 47]

3.2.1 Static Compliance Matrix

Finally, the time has come for us to tie all of the previously established theoretical
framework to the spatial static stiffness of six-axis serial robots. Consider a robotic
system, e.g., the 6R anthropomorphic arm with an attached end-effector housing
a tool. By applying external forces on the tool center point, we can measure its
displacement from its equilibrium position, prescribed as the input of the inverse
kinematics solution. As the dynamics governing such displacement is described
by higher-order differential equations, the system needs to be linearized at this
juncture to derive its state-space representation. Subsequently,

£(t) = A&(t) + BF(t),
o(t) = C&(t) + D (1),

for some unit input force f(t) € R? and output TCP displacement 6(t) € R3.
Since the subject of this thesis is static stiffness, £(¢) = 0 and both the input force
and output displacements are not functions of time. As a result, (3.2) becomes

Gstatic = D — CA™'B,
relating the displacement of the tool center point to the input unit force,
A = Gyaiic F,
effectively encompassing static compliance of the system. Taking its SVD yields
A =UAy,;.V'F, (3.3)

where Agaic € R?*3 is the static compliance matriz. Its diagonal entries are the
principal static malleabilities v/A;, v/ A2, and v/A3 [m N7, i.e., the lengths of
the three semi-axes of the compliance ellipsoid (Figure 3.1). The center of the
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compliance ellipsoid is the point the tool center point is currently located at.
Further, postmultiplying both sides of (3.3) by U yields

UTA - AstaticVTF7

i.e., the system inputs and outputs in the overarching coordinate system. This
effectively gives us a directional field of three vectors at each chosen point of
interest, where w; /||uy]| is the unit vector pointing in the direction of the largest
malleability, i.e., v/Ai, and vice versa for the other malleabilities, v/As and /3.

3.2.2 Static Stiffness Matrix

Now we know the principal static compliances and the principal direction these
compliances act in, obtaining static stiffness is trivial. Since stiffness is the
reciprocal of compliance, in terms of matrices, the static stiffness matrix reads

1/VA 0 0
Kstatic - A_l - 0 1/\/)\_2 0 S R3X3

static
0 0 1/Vas

and has the principal stiffnesses,

R; = i21,2,3,

1
\/A_i’
as its diagonal entries. Given that v/A; > v/As > /A3 > 0, the principal static
stiffness values are arranged in reverse order on the diagonal of K., making k3
effectively the maximum principal stiffness, whilst x; is the minimum principal
stiffness since it corresponds to the maximum principal compliance.

Geometrically, one can imagine taking the inverse of the static malleability
matrix as reshaping the compliance ellipsoid in Figure 3.1, i.e., each of the three
semi-axes changing its length to k;, forming the stiffness ellipsoid.

3.2.3 Stiffness Homogeneity

Besides investigating the values of principal static stiffnesses, a question of
homogeneity arises. Coming back to our geometric parallel, we ideally want the
stiffness ellipsoid to become a sphere, i.e., have all of its three semi-axes be the
same length. Mathematically, we can express such relationship as

K1 K9 K1

p— pu— pu— 1
K9 K3 R3
in terms of principal static stiffnesses, or as
ViV VA,

Vi VA VA

in terms of principal static compliances.
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Remark 3.4. Looking forward to Part II, the median value, ks, holds less
significance. In practical terms of robotic machining, what truly matters are the
principal minima and maxima. This effectively reshapes the stiffness ellipsoid in
R? into a stiffness ellipse in R? (see Figure 3.2).

Figure 3.2 Stiffness ellipse in R3.

However, this ellipse isn’t strictly confined to a plane because the columns of U7,
representing the principal directions, can point in any direction in space as long
as they maintain orthogonality, essentially forming a spatial curve. Under this
framework, the scenario of stiffness homogeneity reads

maxk  mink

= =1
mink  maxk ’

where, for clarity, k3 and k; are denoted as max x and min x, respectively. o
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Simulation Model






4
Model Assembly

With the necessary theoretical framework now established, let us commence the
second part of this thesis by discussing which robotic system is the most adequate
for addressing the problem at hand. As elucidated in the preceding theoretical
discourse, the 6R anthropomorphic arm emerges as the optimal candidate due to
its capacity to streamline the inverse kinematics solution, facilitating a closed-
form solution and obviating the necessity for numerical algorithms. Additionally,
it is imperative that the chosen structure exhibits sufficient stiffness to endure
the typical loads encountered during machining operations such as milling and
drilling, thus constituting another pivotal criterion for our evaluation.

4.1 Choice of Robot

Numerous manufacturers currently provide robotic systems with the 6R anthropo-
morphic configuration. It is incumbent upon us to select the one that best aligns
with the specified criteria. Among the arms considered by the author for inclusion
in the model was the IRB 6660-100/3.3 from ABB, engineered specifically for
high-performance, high-payload machining tasks. Another arm deliberated upon
was the KR 120 R2700-2 from KUKA, which ultimately emerged as the chosen
option and will be elaborated upon in the subsequent text.

4.1.1 KUKA KR 120 R2700-2

Revisiting our criteria, the KR 120 R2700-2 comfortably meets the stipulated
requirements. For one, it is a 6R anthropomorphic arm with a spherical wrist and
secondly, akin to the IRB 6660-100/3.3, is designed to excel in high-performance
applications, allowing it to accommodate substantial force. Aligned with industry

o1
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norms, KUKA provides a freely accessible, concise one-page datasheet for each of
its arms, featuring essential particulars like the work envelope and maximum reach.
Conversely, detailed technical specifications and manuals are accessible solely
through formal request. However, owing to KUKA’s provision of meticulously
detailed CAD models for its arms and accompanying accessories, the exhaustive
specifications are deemed superfluous for our requirements.

1220 215

140

115

120°
3020

1150
3501

645
Lﬁi??/////
¢

330 2004

1776 2701

Figure 4.1 Main dimensions of the KR 120 R2700-2. Courtesy of KUKA.

Let us now proceed to detail all significant parameters of the KR 120 R2700-2,
as specified in the datasheet provided by KUKA, cited under [49]. The main
dimensions of the robot along with its workspace are depicted in Figure 4.1.

Parameter Value
Robot weight [kg] approx. 1069
Maximum reach [mm|] 2701
Handling capacity [kg] 120

Continued on next page
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Continued from previous page

Number of axes 6
Repeatability [mm] +0.05
Installation surface Floor
Installation surface area [mm?] 754

Table 4.1 Technical parameters of the KR 120 R2700-2. Data from [49].

The main technical parameters of the KR 120 R2700-2 are shown within Table
4.1. Table 4.2 shows the range and angular velocity w; of each joint .

(Joint)i M w; [°s7!
min. max.
()1 —185 +185 120
(J)2 —140 -5 115
(J)3 —120 +168 120
(J)4 —350 +350 190
(J)5 —125 +125 180
(J)6 —350 +350 260

Table 4.2 KR 120 R2700-2 joint ranges and angular velocities. Data from [49].

Overall, the listed parameters suffice for all necessary computations to achieve
the desired results. For additional information, please consult the KR 120 R2700-2
datasheet, or directly request the full product specification.

4.2 CAD Model within DS SolidWorks

SolidWorks, a CAD environment developed and maintained by Dassault Systemes
(DS), a leading French technology company specialising in CAD, CAM, and
related software, stands out as an optimal choice for the CAD modelling phase.
This is due to its capability to effortlessly import .step files, a format in which
KUKA provides its models, ensuring a smooth and convenient workflow.

4.2.1 Link Assembly

The first step of the process is to obtain said . step files from the KUKA Download
Center.2% This can be done by searching “KR 120 R2700-2” in the search box
of the Download Center and downloading a .zip archive of the desired format,
i.e., .step. Next, upon extracting all files into a folder and opening SolidWorks,

26Found at https://www.kuka.com/en-de/services/downloads?terms=Language:en: 1&q=.
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one just simply opens the respective file by using ctr1+0 and then clicking on
it. SolidWorks then processes this input, parses all files, forms all surfaces and
volumes, etc., and creates a new file with a .sldprt extension.

7 e 2
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Figure 4.2 CAD model of link 2 (shoulder). Courtesy of KUKA.

Upon successfully opening and saving all constituent parts of the robot
through this method, the subsequent modelling endeavour entails assembling
these individual links into an assembly file with the .sldasm extension. This
assembly process is facilitated by employing standard SolidWorks tools, such as
mates. Notably, since KUKA furnishes the models with cylindrical leaders in
locations where joints would conventionally be situated (refer to Figure 4.2), the
mating process predominantly necessitates the application of the “coincident”
and “concentric” mates. These mates then serve to precisely align the cylindrical
leaders of each two respective links ¢ and i 4+ 1 at joint .

Spindle

Detachable flange

Figure 4.3 CAD model of the end-effector.

Additionally, the assembled links are complemented with a 500 millimetre
booster frame, additional brackets, screws, pins, etc. KUKA directly provides
the booster frame and brackets, while standardized elements such as screws (ISO
4762) are sourced from the SolidWorks Toolbox.

4.2.2 Attached End-Effector

Finally, let us turn our attention to the end-effector. Since we aim to develop a
slight parallel to robotic machining, the chosen end-effector is a spindle with a
milling cutter. As can be observed in Figure 4.3, the model of the spindle is very
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thorough, featuring detachable flanges to mount the end-effector to the robot’s
flange (link 7). On the other hand, the tool is only modelled as a @10 x 120 [mm]
cylinder in order to simplify the complicated geometry of milling cutters.

4.3 Simscape MBS Integration

Integrating the fully assembled model into Simscape MBS can be done using two
different approaches. For one, the components can be imported to Simscape MBS
individually by virtue of the “File Solid” block. All inertial parameters of the
imported parts are then, by default, calculated by sourcing the density of the part
from the .sldprt file. Further, the user has to manually define all coordinate
systems, connect all blocks either through a revolute joint or simply as a rigid
connection, etc., each step taking a considerable amount of time.
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Figure 4.4 Final robot CAD assembly. Courtesy of KUKA.

It becomes apparent that streamlining this process becomes essential with
larger models. To save time, there exists a handy plug-in for SolidWorks called
Simscape Multibody Link. Although it significantly accelerates the block-by-block
building process directly in Simulink, since it is an pre-written algorithm, the
user has no control over how the assembled model behaves and looks.

4.3.1 Simscape Multibody Link for DS SolidWorks

Although the Simscape Multibody Link plug-in presents severe caveats as dis-
cussed in the previous paragraph, it is still a convenient tool, giving the user an
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idea on how to wire the blocks in Simscape MBS, and also providing them with
a data file containing all physical information about each component.

Tools | Simulation PhotoView 360 Window Help @D'B}"Q' '@' a 32@}'

- T T % 7
SOLIDWORKS Applications ' SOLIDWORKS TolAnalyst SOLIDWORKS SOLIDWORKS
Xpress Products > Toolbox Plastics MBD SNL
Simscape Multibody Link ' Export ' Simscape Multibody...

Settings...

%’ Asset Publisher... 9

. Help
@ Magnetic Mate ON/OFF
Demos

% Defeature...
% Export To AEC...

Customize Menu
W Select

About Simscape Multibody Link...

Figure 4.5 Simscape Mutlibody Link for DS SolidWorks.

The comprehensive guidelines detailing the installation and activation of the
plug-in are available on the MathWorks Help Center?” and affiliated platforms.
In essence, following successful activation of the plug-in in both MATLAB and
SolidWorks, the sole requisite within an open assembly is to run

Tools > Simscape Multibody Link > Export > Simscape Multibody
which outputs an .xml file with the same name as the assembly. Next, running
smimport ('<filename>.xml");

in MATLAB’s command window results in the instantiation of a new Simulink
model derived from the SolidWorks assembly, accompanied by the creation of the
<filename> DataFile.m data file corresponding to the newly established model.

4.3.2 Block Rewiring and Model Reassembly

The Simulink/Simscape MBS model produced is generally suitable for smaller-
scale implementations. However, in our current scenario, where we are working
with a larger-scale model, the automatically generated model tends to exhibit
significant clutter, with blocks densely interconnected. Moreover, the plug-in gener-
ates an excessive number of unnecessary coordinate systems, thereby exacerbating
the clutter and undermining the overall clarity of the model.

With the accompanying data file generated, we are now able to mostly dis-
regard the existing model. Instead, we choose to initiate a fresh approach, es-
tablishing our own coordinate systems and optimizing the model. This targeted
removal process is restrained, as certain “non-critical” blocks, such as motors

2"Found at https://www.mathworks.com/help/smlink/ref/linking-and-unlinking-simme
chanics-link-software-with-solidworks.html
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and cables, are already well-defined. We specifically only eliminate some of the
primary seven links, subsequently re-importing them back in and assigning their
inertial properties. For instance, if the shoulder (Figure 4.2) is identified by index
28 in the data file, its inertial parameters are inputted in the form?®

smiData.S01id(28) .<parameter>

wherein <parameter> is, e.g., mass for mass m, CoM for the coordinates of the
center of mass 9, etc. It is important to note a significant limitation with all
inertial parameters except mass — each of these properties is referenced to a
predetermined coordinate system R (as seen in Fig. 4.6), predefined in the CAD
model. As the CAD model is provided by KUKA, users are unable to relocate
this system. Attaching the “Inertia Sensor” block to each rigidly connected body
group and measuring the center of mass coordinates in a specific coordinate
system can resolve this issue. This approach is demonstrated in Figure 4.6, where
the outputs of the “Inertia Sensor” block (IS) are sent back as variables to the
MATLAB workspace, such as xM2, using the “To Workspace” block.?
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> ! o ooe s outmd Jme

& . @ o
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IS Shoulder j* xM2 15 Etbow T ’II xMa

zM2 zM4
(a) Link 2 (shoulder) (b) Link 4 (elbow)

Figure 4.6 Link subsystems.

In addition, beyond the task of rewiring all blocks, it is expedient to construct
subsystems for each assembly of rigidly interconnected bodies within the links,
facilitating further improvement in the model’s clarity. These subsystems are
depicted in Figure 4.6, while in the comprehensive model (Figure 4.7), users do
not initially observe these expanded structures.

28These parameters are entered-in in the left panel of the File Solid block (see Chap. 2).
29Tn Fig. 4.6, the m port outputs mass and the com port outputs center of mass coordinates.
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4.3.3 Model Walkthrough

The comprehensive layout of the KR 120 R2700-2 Simulink /Simscape MBS model
is depicted in Figure 4.7 and can be segmented both horizontally and vertically.
Let us describe its contents in both of these directions in the following text.

Horizontal Direction. Progressing from left to right, the model commences
with essential preliminary components, such as the “Mechanism Configuration”
and “Solver Configuration” blocks. Moving forward, users encounter top-level
subsystems that, when opened, unveil structures akin to those depicted in Figure
4.6. These subsystems are organized sequentially from the booster frame and
base to the end-effector positioned on the right. The six revolute joints of the
6R anthropomorphic arm are situated between the respective links they connect,
with their configurations to be elaborated upon in the subsequent chapter.

Vertical Direction. The middle one of the three vertical layers belongs to the
first of the two total arms. For simulation with both arms coupled, the bottom
row houses the second robot and can be simply commented-out by selecting it
and using ctrl+shift+X, effectively forming a new model with only one arm
present. The topmost layer serves as a measuring and linearization station. The
measuring portion is realised using two “Transform Sensor” blocks, the bottom
of which measures the position, and the top one measures the orientation of the
tool center point, marked as the TCP port on the right side of the “End-Effector”
subsystem. Next, there are a total of twelve displays, displaying either the current
pose of the tool center point (left column of six displays), or the error from the
desired pose (right column of six displays). The measured values are fed to the
first six displays through two “Gain” blocks, simply allowing for unit conversion,
either from [m] to [mm] as for position, or from [rad] to [°] as for orientation.
The desired positions and orientations of the TCP are entered in as constants,
updating on each run of the inverse kinematics algorithm (see Chapter 5), and
are subsequently being subtracted from the <parameter>Measured values to
display the current error, as hinted by the <parameter>Delta labels of the right
six displays. Lastly, the rightmost block of the top layer is the “External Force
and Torque” block, applying force on the tool center point via three “Inport”
blocks, fx, fy, and £z, which serve an the input of our nonlinear system for future
linearization. The output of this nonlinear system are the displacements of the
TCP, xM, yM, and zV, fed from the position “Transform Sensor” block.






5)

Algorithmization

Now that the model within Simulink/Simscape MBS has been assembled, we
arrive at the essence of this thesis — the algorithmization of the model, comprising
the systematic computation of inverse kinematics, forward kinematics, and related
procedures, culminating in the determination of spatial static stiffness, which
stands as the primary focus of this research endeavor.

Notation 5.1. In this chapter, we will seamlessly alternate between the estab-
lished standard notation for position vector components and its simplified form,
represented by z, y, and z, in order to maintain clarity whenever necessary. ¢

5.1 Chapter Organisation

Since the spatial stiffness function, x(g) : R% — (0, +00), is a six variable one,
dependent on the current position and orientation of the TCP, showing results
graphically is impossible. The idea of the stiffness map, i.e., the output of the
algorithm in Figure 5.1, is to fix all orientation angles, «, 3, v, and one position
coordinate, e.g., z of the tool center point, letting it work only in the respective
xy plane, creating a coloured contour plot of the stiffness

k(z,y, z) : R® = (0,4+00), Vke{0,1,...},
within that plane. Next, the plane is shifted one level above to
Zpa1 = 2k + Az, YV Az >0,

and the same process repeats, ultimately resulting in multiple coloured contour
plots situated next to each other. After the completion of these zy-maps, one

61
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fixes a different coordinate, e.g., x, and the process repeats, similarly for the
y-coordinate, i.e., xz-planes. This ultimately results in stiffness maps across all
three Cartesian planes, xy, yz, and xz, in various levels, giving the reader an idea
on how the stiffness changes across three-dimensional space 3.

©
Inverse kinematics Forward kinematics T

A J
Stiffness map =———e——— Linearization + SVD L Gravity compensation

Kr,b = const. *

Figure 5.1 Organisation structure of Chapter 5.

To obtain accurate results, we need to divide each plane of interest into
segments in both directions, i.e., create an equidistant grid of points within that
plane. If we are provided with the dimensions of said plane in both coordinates,
we thereby know the planar coordinates of each one of its points, with the third,
spatial coordinate of these points being currently constant. If we broaden our
view and consider all possible levels of this moving plane, the spatial coordinates
of each point the static stiffness is being evaluated at can be stored in a 3rd order
tensor, with the length and width of the tensor corresponding to the grid in the
current plane, more specifically the planar coordinates of each of its points, and
the depth of the tensor encompassing all possible planes (see Figure 5.2).

+1 plane +1 plane

+1 depth +1 depth

Figure 5.2 Tensor of stiffness-evaluation points.

It is because of the need to precisely reach these points we need to start with
the inverse kinematics solution and proceed as showcased in Figure 5.1. This
algorithm follows a loop where upon each iteration, a new point is inputted as the
desired TCP position until the static stiffness has been evaluated at each point.
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5.2 Closed-Form Inverse Kinematics

Being a 6R anthropomorphic arm with a spherical wrist, the KR 120 R2700-2
allows for closed-form inverse kinematics solution. Before solving for ¢ € R®, we
need to topologically simplify the real robotic system (Figure 4.4), i.e., create its
kinematic diagram, in order to streamline the computation process.
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Figure 5.3 Kinematic diagram of the KR 120 R2700-2. Not to scale.

Such kinematic diagram is depicted in Fig. 5.3. The coordinate systems
designated on the robot are congruent with those delineated within the Simscape
MBS model. The subsequent table introduces the distances between these systems.

1 1 2 3 4 5 6 7 8 9 10
¢; [/mm] 735.6 409.4 330 1150 115 868.5 351.5 170 213.5 345

Table 5.1 Coordinate system displacements.

Furthermore, the right hand rule for positive rotation [Figure 1.5(b)] can be used
to determine the positive direction of angular displacement for each joint. Here,
the right-hand thumb points along the joint axis, i.e., the z-axis.
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5.2.1 Inverse Position Kinematics

The inverse position kinematics problem for the 6R anthropomorphic arm starts
with determining the wrist center point position vector p;wep(€) € R3. In light
of (1.17) and Figure 5.3, we can write

Piwep(€) = Pircp + Ris(@rep) [L1oks — (Ls + Lo)ig|,

since there is no displacement in the direction of the yg-axis. Now, @12 reads

@12 = atan2(piwep, , PIWCP,, ), (5.1)

as per (1.18). Moreover, the homogeneous transformation

cospia —sings 0 0
_ |singipy  cospiz O 0O

H, = 0 0 0 4 € SE(3)
0 0 0 1

is known, and given

[Pwvcp 1}T = Hy, [pQWCP 1]T»

we have
[pzwcp 1}T = Hp' [Pwvcp 1}T7

yielding the coordinates of the wrist center point in Osxoys2s.

Figure 5.4 Substitution of links 4 and 5.

The determination of solutions for 93 and ¢34 necessitates their disentan-
glement into distinct scenarios: the elbow-up configuration problem and the
elbow-down configuration problem. Ultimately, it will be revealed that both
configurations converge upon similar solutions. Initially, given that joint 4 does
not exert influence on the positional kinematics of the TCP, it can be temporarily
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disregarded. Subsequently, we opt to substitute links 4 and 5 with a single straight
virtual link of length ¢, prioritizing clarity. It follows from Figure 5.4 that

0= /(b + )2 + 12,
Y = atan2(ls, lg + (7),

seeing as the dashed triangle is a right triangle.
Z29 <2

P2wcCPp, P2wCP.,

fz 62

2
P2wCP, P2wcCPp,

(a) Elbow-up (I) (b) Elbow-down (II)

Figure 5.5 Configurations of the resulting 2R planar sub-mechanism.

What we are now left with is a 2R planar sub-mechanism of the 6R anthropomor-
phic arm (Figure 5.5), already discussed in the theoretical portion of this thesis
(see Figure 1.12). Using the cosine theorem,

03+ 07 — [(pawep, — 03)* + (pawep, — (2)?]
20,0 ’

cos Bl =

wherein w = [, II. Further, from basic trigonometry, we obtain

sin g3y = £4/1 — cos? Py,

and therefore, accounting for Figure 5.4, the solution for ¢%, reads

5y = atan2 (j:\/l — cos? @Y, cos (,5§”4> + 39 —7/2. (5.2)

As for ¢4}, expressing the wrist center point coordinates as projections of the
links lengths yields a system of nonlinear equations of the form

pawcp, = U3 + Lysin gy + 0'(sin @iy cos @y + cos ph; sin @)

pawcp, = Lo 4 £y cos i3 + 6’(005 (o3 COS Py — sin g3 sin Py,
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but since %) is already known, we can solve for sin 53 and cos ¢3;. Rearranging
the system of equations into a linear system of the form ®3)¢%; = £ results in

Uy + U cos @%) ' sin ¢%) sinsz | _ | Pawep, — ls
—0'sin @y, Ly + ' cos @y, | |cos Y, powcp, — la|’

P34 27 ¢
and upon computing
Pr3 = (¢§u4>—l£’
the expression for ¢35 reads

Yoy = atan2(sin @g;, Cos Ya3), (5.3)

finalising the inverse position kinematics problem.

5.2.2 Inverse Orientation Kinematics

The rotation matrix of the tool center point can be expressed as

Ris(drop) = Ria(pra, 33, 05) Ras,
where Rig(¢rep) € SO(3) is given by the desired orientation of the TCP and

Ry14(p12, 033, 051) = Ria(21, 012) Ros(ya, —7/2) Roz(x2, —7/2)
X R23(2’27 90503)R34(23, 77/2)R34(Z3; 90:351),

as per Figure 5.3 when not in its home configuration. By (1.19), we have

R48(8012, 0935 P34 ¢TCP) = R1T4(9012, a3, 90;4)R18(¢TCP)a (*)

or alternatively, from (1.20),

R28(80457 P56, <P67) = R45(<P45)R56 (8056)R67(<P67)R78,

wherein

Rys5(045) = Rys(24, —7/2) Rys(ya, 7/ 2) Rus (24, Pu5),
R56(9056) = R56(y57 —7T/2)R56($57 7r/2)R56(»2’5, 9056),
) = Rer(x6, —7/2) Re7(ys, 7/2) Re7 (26, Po7),
8 = Rg(v7, m)Ras(yr, 7/2),

and if we label the (7, j)-th element of Ry5(¢45), Rse(ws6), and Rer(@er) aij, bij,
and c;;, respectively, we get a conglomerate rotation matrix of the form

b3 —bszacao bsaco1
/
R48((:0457 P56, 9067) = |a21bi1  agcsz — agbiacas  a21biacar — ancsi| € 50(3),
a31b11  asacza — asibiacoy  azibiaca — asacs
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ultimately yielding

Y45 = atan2 | — ol y = ; (5.4)
| sin(arccos 1) sin(arccosriy) |

(P56 = Arccos i, (5.5)

ve7r = atan2 | — 112 , — 13 , (5.6)
| sin(arccos 1) sin(arccos i) |

when juxtaposed with (x), denoting the (i, j)-th element of (x) as 7.

5.2.3 Implementation

Implementing the inverse kinematics solution into Simscape MBS first requires
writing a MATLAB function of the form

function [phi] = ik6Rarml(x,y,z,roll,pich,yaw)
<inverse kinematics solution>

and running it to obtain ¢ € R°, comprised of solutions (5.1 — 5.6). With the
vector of joint coordinates loaded in the MATLAB workspace, interfacing this
solution with Simscape MBS is as simple as typing phi (¢) into the “State Targets”
option in the block configuration dialogue box of the respective joint i.

5.3 Forward Kinematics

Upon the completion of the inverse kinematics solution, the next step in the
algorithmization of the KR 120 R2700-2 is the forward kinematics solution, which
outputs all transformation matrices H;; € SE(3), later to be inputted into the
gravity compensation algorithm (see Figure 5.1 for reference).

Since the computation of the respective homogeneous transformations is trivial
and its showcase would only prolong the thesis, the author kindly asks the reader
to refer to (1.12, 1.14) and their surrounding discussion.

5.3.1 Implementation

Implementing the forward kinematics solution into Simscape MBS is not necessary
as it has no direct influence on the behaviour of the model. Instead, we only need
to write a MATLAB function of the form

function [H12,H23,H34,H45,H56,H67,H78] = fk6Rarml(phi)
<forward kinematics solution>

and run it to save all transformations into the MATLAB workspace.
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5.4 Static Gravity Compensation

The demonstration of the static gravity compensation algorithm, i.e., the solution
for Ag € RS, shall be somewhat of a middle ground between the forward and
inverse kinematics solutions, i.e., its extent will be neither too long nor brief.
Firstly, we have already showcased the “Inertia Sensor” block, thanks to which
we are able to measure the coordinates of the center of mass 9 in a chosen
coordinate system. The setup for such measurements can be seen in Figure 4.6
and its implementation back to MATLAB workspace comprises of running

out = sim('KR_120 R2700 2.slx');

in the MATLAB command window. Since the variables fed back to MATLAB
workspace, e.g., xM2 [Fig. 4.6(a)], are being measured at each discrete point in
time the simulation is running, these variables are loaded as arrays and not as
scalars. Yet, given their constant character (the center of mass is measured within
a system tightly bound to the given link), we can confidently extract any value
from this array, knowing it will be correct. For instance, to extract the very last
element of a variable array, one runs the command

out.<variable>(end,end)

in the MATALAB command window, where <variable> is, e.g., xM2, m2, etc.
Upon viewing the value of this variable, storing it is as simple as copying and
pasting it somewhere within a new MATLAB function or script.

As for the actual computation of Ap € RS we further need all rotation
matrices and position vectors of the origins of each coordinate system as demon-
strated in Chapter 1. We ultimately have both at our disposal as all homogeneous
transformations H;; € SE(3) are now stored within the MATLAB workspace
since the fk6Rarm1.m function has already been executed. Finally, the last two
inputs of the static gravity compensation algorithm are the torsion spring stiffness
k,r and the damping coefficient b. We elect to set

2.5e4; % [N.m/rad]
kappa_tau/100; 7% [N.m/(rad/s)]

kappa_tau
b

as the KR 120 R2700-2 is considerably large and thereby heavy.?® Now, the
stage is set and one is able to compute the vector of joint compensations. As
the specifics of the analytical solution of A¢ € RS for the 6R anthropomorphic
arm have already been discussed, and the solution is simply iterative, the author
refers the reader to Section 1.4 of Chapter 1. What follows is, again, an outline
on the implementation of this solution into MATLAB and subsequently Simscape
MBS, allowing for subsequent linearization and singular value decomposition.

30The heaviest link of the KR 120 R2700-2 is link 3 (arm) with a mass of approx. 304 [kg].
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5.4.1 Implementation
The last user-defined function reads

function [dphi] =
- comp6Rarml (H12,H23,H34 ,H45,H56,H67 ,H78,kappa_tau,b)
<gravity compensation solution>

which, upon running, saves the vector of joint compensations into MATLAB
workspace. To implement such solution into the model within Simscape MBS,
one now has to change more parameters within the block configuration dialogue
box of the “Revolute Joint” block. Under the “Internal Mechanics” option, the
“Equilibrium Position” of the torsion spring attached to joint ¢ is to be set to
phi(z) + dphi(ez), with the “Spring Stiffness” parameter being kappa_tau and
“Damping Coefficient” being b. At last, under “Actuation”, the “Torque” is set to
“None” and “Motion” to “Automatically Computed”. These settings, combined
with the already set parameters from the inverse kinematics solution, ensure the
error from the desired TCP pose is no more than approximately 1 - 107! [mm]
as for position, and approximately 1- 10712 [°] as for orientation.

5.5 Robot Coupling

It was already established that the Simscape MBS model of the final robotic
system houses both manipulators at once and commenting out the bottom rigid
body tree results in an effectively new model with only one arm present.

Figure 5.6 Two coupled robots working together. Courtesy of KUKA.

Given both robots are essentially identical kinematic structures, the algo-
rithms developed for a solitary manipulator apply for the case of coupling two
manipulators as well. Yet, due to the mirroring of the second manipulator, some
things have to be altered in order for the algorithms to work correctly.
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5.5.1 Closed-Form Inverse Kinematics

The inverse kinematics solution for the second robot is altered in two way. For
one, since the second robot is mirrored,

a = O/a 6 = _/Bla Y= _7/7

in the local coordinate system of the second robot, O}z y, 21, as (i},4,) = —1,

(41,3,) = —1, and (k}, k1) = 1, i.e., the positive direction of the z- and y- axes
are reversed, which can also be observed if one mirrors Fig. 5.3. Secondly, as the
closed-form solution requires the position vector of the wrist center point, we need
to alter this position vector so it originates from Of]. The respective homogeneous

transformation from Oyx1y121 to Of2)y) 2] is of the form

-1 0 0 Dy
0 -1 0 O
H, = o 0 1 ol€ SE(3),
0O 0 0 1
where Dy = 3867 [mm] is the distance between O; and Of, calculated so

that the two robots meet precisely at the end-effector when both in their home
configuration. By virtue of this transformation, we have

[pllTCP 1}T: v {pncp 1}T7

and the following solution is the same as for a solitary manipulator.
As for implementation into MATLAB and Simscape MBS, one writes as very
similar function to the ik6Rarml.m function. It is defined as

function [phidash] = ik6Rarm2(x,y,z,roll,pitch,yaw)
<altered inverse kinematics solution>

and upon running such function, the vector of joint coordinates for the second
arm, ¢’ € R® is saved to MATLAB’s workspace. Within the model (Figure 4.7),
the settings for the bottom six revolute joints, corresponding to the second arm,
are essentially the same as for the first arm. The only difference is that, this time,
under “State Targets”, one inputs phidash (i) for joint 7’.

Now, instead of having to run two separate functions to solve for ¢ and ¢’ € RS,
it is convenient to create a third function, encapsulating both ik6Rarm1.m and
ik6Rarm2.m, as € € RS is always defined within Oy, 2;. This function reads

function [phi,phidash] = ik6R(x,y,z,roll,pitch,yaw)
<setting desired pose constants>
[phi] = ik6Rarml (x,y,z,roll,pitch,yaw);
[phidash] = ik6Rarm2(x,y,z,roll,pitch,yaw);
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and always solves for both ¢ and ¢’ € R® simultaneously, regardless of if the
second arm is commented out or not. Furthermore, when walking the reader
through the model, we have mentioned the six constants representing the desired
pose of the tool center point. These constants update automatically on each run
of the ik6R.m function before ik6Rarml.m and ik6Rarm2.m are executed. Under
<setting desired pose constants> within the previous code,

% position

set_param('KR120_R2700_2/xDesired', 'Value',string(x));
set_param('KR120_R2700_2/yDesired', 'Value',string(y));
set_param('KR120_R2700_2/zDesired', 'Value',string(z));

% orientation

set_param('KR120_R2700_2/RollDesired', 'Value',string(roll));
set_param('KR120_R2700_2/PitchDesired', 'Value',string(pitch));
set_param('KR120_R2700_2/YawDesired', 'Value',string(yaw));

is written, making sure the desired pose remains correct at all times, providing a
correct error if subtracted from the current TCP pose.

5.5.2 Forward Kinematics

Given all coordinate systems are defined in similar fashion for both robots, the
only alteration in the forward kinematics solution is the prior transformation
from O1x1y121 to Ojxy| 2], before following the same solution to a solitary arm.
Similar to the inverse kinematics solution, the function for the forward kinematics

of the second manipulator is written in the form

function [H12dash,H23dash,...,H78dash] = fk6Rarm2(phidash)
<altered forward kinematics solution>

and outputs all Hj; € SO(3) to MATLAB’s workspace.
Again, creating a master forward kinematics function remains convenient, so

function [H12,...,H78,H12dash,...,H78dash] = fk6R(phi,phidash)
[H12,H23,...,H78] = fk6Rarml(phi);
[H12dash,H23dash, . .. ,H78dash] = fk6Rarm2(phidash);

outputs both H;; and Hi’j € SO(3) at once, regardless of if the second arm is
commented out or not, in similar fashion to ik6R.m.

5.5.3 Static Gravity Compensation

What concerns the static gravity compensation algorithm, as the flanges (links
7 and 7') of both robots are now rigidly connected with the end-effector, the
combined mass of this link increases and a shift in the coordinates of the center
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of mass can be observed. To account for this phenomena, we feed these altered
values back to MATLAB’s workspace in a manner similar to the static gravity
compensation algorithm for a solitary arm. When it comes to the mass distribution,
we choose to distribute this new mass evenly between the two robots, i.e.,

mr = m?/ 2,
/
mr = my/2,
since the actual mass distribution is unknown.

Remark 5.1. One can feel free to choose a different mass distribution, e.g.,

mr = m7/3,

my = 2my/3,

so long as the actual updated mass of the end-effector remains unchanged. o

As for the center of mass coordinates, one simply updates pron. and piyy,. € R3
from the variables fed back to the MATLAB workspace.

Upon making the aforementioned alterations, we move on to the final master
function, housing static compensation algorithms for both manipulators. It reads

function [dphi,dphidash] =

- comp6R(H12,...,H78,H12dash, ... ,H78dash,kappa_tau,b)
[dphi] = comp6Rarml(H12,...,H78,kappa_tau,b);
[dphidash] =
< comp6Rarm2(H12dash, . ..,H78dash,kappa_tau,b);

and outputs both Ap and A’ € RS simultancously, regardless of if the second arm
is commented out or not. Implementing the solutions for the second manipulator
to Simscape MBS is similar to a solitary arm, only for the bottom rigid body tree
(see Figure 4.7 for reference). Again, these solutions ensure the divergence from
the desired pose is no more than approximately 1107 [mm] as for position,
and approximately 1-107'% [°] as for orientation.

5.6 Linearization and SVD

Finally, we arrive at linearization and singular value decomposition, tying the
model and its static stiffness together. The reason we have written previous
solutions as MATLAB functions and not as scripts is because of our ability to
call them all in one linearization + SVD script, without needing to run what
would be their respective scripts separately.
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5.6.1 Preliminary Definitions

Before commencing the static stiffness evaluation itself, we need to define the
model from which the data will be sourced, along with the number of divisions
and planes. The robot is defined and loaded as

robot = 'KR_120 R2700 2';
load_system(robot) ;

and because Simscape MBS opens a visualization of the system by default,
set_param(robot, 'SimMechanicsOpenEditorOnUpdate', 'off');

needs to be set so the visualization is not present at all, accelerating result
generation. Next, the simulation time, i.e., the time for linearization, the number
of divisions of each coordinate, and the number of levels (planes) is set using

simTime = 1; % simulation time
divNum = <integerl>; % number of divisions
sliceNum = <integer2>; 7, number of levels (slices)

where <integer1l>, <integer2> are important choices as the model needs to
simulate at each point, thereby massively influencing the script’s runtime. For
instance, simulating the model at 900 distinct points takes approximately 36
minutes. On the other hand, simulating the model 22 500 times adds up to 15
hours of runtime, exhibiting exponential behaviour.

5.6.2 Grid and Level Definitions

Next, the grid and plane levels are simply defined using the divNum and s1iceNum
parameters. As for grids, these definitions read

%% Division of axes

7, x—axis division

xmin = <numberl>; xmax = <number2>;
Xgrid = linspace(xmin,xmax,divNum) ;

% y-axis division

ymin = <number3>; ymax = <number4>;
Ygrid = linspace(ymin,ymax,divNum) ;

7, z—axis division

zmin = <numberb5>; zmax = <number6>;
Zgrid = linspace(zmin,zmax,divNum);

%t Grids

[XmeshXY, YmeshXY] = meshgrid(Xgrid,Ygrid); 7% xy-planes
[YmeshYZ,ZmeshYZ] = meshgrid(Ygrid,Zgrid); 7 yz-planes
[XmeshXZ,ZmeshXZ] = meshgrid(Xgrid,Zgrid); 7 xz-planes
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and as for the plane levels, it is

Zslice = linspace(zmin,zmax,sliceNum); % xy-planes
Xslice = linspace(xmin,xmax,sliceNum) ; % yz-planes
Yslice = linspace(ymin,ymax,sliceNum) ; % xz-planes

i.e., sliceNum is our step size in terms of levels, Az, Az, or Ay.

5.6.3 Execution

In terms of execution, the script’s main portion is written as a triplet of three
nested for loops, computing static stiffness in all Cartesian planes, i.e., xy, yz
and zz. Coming back to our tensor parallel (Figure 5.2), the topmost loop is used
to set the current plane level, i.e., goes through the depth of the tensor, and the
two nested loops perform the loop found in Figure 5.1, i.e., go through the rows
and columns of the tensor. In MATLAB code, this approach reads

for 1 =1 1 sliceNum
for j =1 : 1 : divNum
k=1 :1: divNum
try
<ik6R.m>
<fk6R.m>
<comp6R.m>

catch

for

continue
end
LsysXY = linearize(robot,simTime);
GsysXY = LsysXY.D -
< LsysXY.Cx(inv(LsysXY.A))*LsysXY.B;
[UXY,LXY,VXY] = svd(GsysXY);

saveUxy(:,:,j,k,i) = UXY;
savelxy(:,j,k,1) = diag(LXY);
saveVxy(:,:,j,k,i) = VXY,
end
end
end

save finalXY saveUxy savelxy saveVxy

as for the xy-planes, and vice-versa for the yz- and xz-planes. The inclusion
of the try-catch construct within the code primarily serves the purpose of
preempting potential script failures when the ik6R.m function encounters difficulty
in determining a solution for the current desired pose of the tool center point. In
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such scenarios, program execution seamlessly transitions to the designated catch
block, facilitating continuity from the subsequent iteration. Conversely, when the
ik6R.m function successfully computes a solution, the robotic system assumes that
position, which is then linearized using MATLAB’s 1inearize function. Post-
linearization, the system’s transfer function Gsys<plane> undergoes singular
value decomposition, with the resulting matrices stored within either a five-
dimensional tensor or a four-dimensional equivalent. Following evaluation at all
points, the script generates a final<plane>.mat file, housing all three tensors.?!

5.6.4 Simulation Parameters

Given the exponential behaviour of the runtime of the script, balance needs to
be found between the accuracy of the results and the actual time it takes to
generate them. For such reasons, we choose to perform every simulation with the
parameters presented within the following table.

Parameter
divNum sliceNum
Value 30 3
Number of Points 30 x 30 x 3 x 3 =28100
Estimated runtime [h] approx. 5.6

Table 5.2 Simulation parameters.

On the other hand, the coordinate range, i.e., the values of xmin, xmax, ymin,
ymax, zmin, and zmax, have been chosen so that the “ik6R.m” function yields as
many solutions as possible, which in turn results in a larger number of points
being evaluated. For these variables, we set the values shown in Table 5.3.

Variable xmin xmax ymin ymax zmin zmax

Value [mm] 1700 2200 —500 500 1200 1800

Table 5.3 Simulation work envelope limits.

As the selected work envelope decreases, the proximity of adjacent points
increases, thereby enhancing the understanding of static stiffness distribution.
Ideally, the entire work envelope of the robotic system should be evaluated.
However, due to the necessity for significantly larger values of divNum and
sliceNum in this scenario, the runtime of the script would become prohibitively
long, precluding the acquisition of results within a reasonable timeframe.

31These data files are subsequently loaded for result generation.
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Results and Discussion

Finally, we arrive at the outcomes of our investigation into static stiffness. To facil-
itate visualization, a distinct script was developed alongside the data acquisition
script. Subsequently, the .mat files were loaded into this script using

load('final<plane>.mat');

for each of the three respective data files. Then, after arranging and reformatting
the gathered data into manageable arrays, stiffness maps — previously discussed
in the preceding chapter — were generated as a fusion of MATLAB’s quiver
and contour plots. Henceforth, we shall refer to them as quiver-contour plots.
Additionally, with each instance of result generation, the minimum, maximum,
and median values were recorded for both minimum and maximum principal
stiffnesses. This was done to precisely assess the influence of robot coupling on
the values directly, as well as on stiffness homogeneity (see further).

Capitalizing on the spatial nature of the problem, we explored two potential
orientations of the tool center point. In one scenario, the tool center point faces
downwards, with Euler XYZ angles set to @ = [0 0 0]7 € R3. Conversely, in
the other scenario, the tool center point approached the same set of points with
an arbitrary, non-zero orientation. In such instances, the Euler XYZ angles were
set to the values ¢ = [10 5 20]T € R? degrees.

While investigating two possible approaches of the tool center point further
enhances our understanding of the behaviour of the static stiffness function. Yet,
the vast array of potential cases renders comprehensive explanation impractical.
Instead, a dedicated page precedes each set of results, offering clarity and orienta-
tion for the reader. Generally, each case is covered by a quadruplet of pages, with
the first one giving the reader an introduction into the specific case, whilst the
other three showcase all of the gathered results during simulation.

7



6.1 Case s-C1. Solitary Robot Operating Vertically in zy-Planes

Parameters Configuration Solitary
Plane(s) zy (z-levels)
Euler XYZ angles ¢ =[0 0 0]7 € R?
Description
Contents Minima quiver-contour plot for Case s-C1  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case s-C1 Static stiffness maxima, maxima directional field.
Results table for Case s-C1 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.5 and 6.6 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.1 Illustration of Case s-C1. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.2 Minima quiver-contour plot for Case s-C1. Solitary robot, zy-planes, ¢ =[0 0 0] € R3.
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Figure 6.3 Maxima quiver-contour plot for Case s-C1. Solitary robot, zy-planes, ¢ = [0 0 0]7 € R3.
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Level 1. 2 = 1200 [mm)]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

min 0.317
max 6.080
med 3.900

min 2905.725
max 602 210.840
med 4934.055

homogeneity 1265.810

Level 2. z = 1500 [mm]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

min 0.317
max 6.237
med 3.885

min 734.450
max 2508 995.890
med 9278.310

homogeneity 2 388.365

Level 3. z = 1800 [mm)]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

min 0.001
max 5.960
med 3.570

min 10.800
max 1248 840.670
med 4652.400

homogeneity 1304.300

Table 6.1 Results table for Case s-C1.
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6.2 Case s-C2. Solitary Robot Operating Vertically in yz-Planes

Parameters Configuration Solitary
Plane(s) yz (z-levels)
Euler XYZ angles ¢ =[0 0 0]7 € R?
Description
Contents Minima quiver-contour plot for Case s-C2  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case s-C2 Static stiffness maxima, maxima directional field.
Results table for Case s-C2 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.5 and 6.6 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.4 Illustration of Case s-C2. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.5 Minima quiver-contour plot for Case s-C2. Solitary robot, yz-planes, ¢ =[0 0 0]7 € R3.
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Figure 6.6 Maxima quiver-contour plot for Case s-C2. Solitary robot, yz-planes, ¢ =
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Level 1. 2 = 1700 [mm]

Minimum principal stiffness yz [Nm™]

Maximum principal stiffness yz [N m™?]

min 0.120
max 9.320
med 5.085

min 79.105
max 21161447.300
med 8650.430

¢OS 958D ¢'9

homogeneity 1701.250

Level 2. z = 1950 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

min 0.245
max 7.250
med 4.000

min 120.575
max 1338 879.380
med 6 808.800

homogeneity 1704.500

Level 3. z = 2200 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

min 0.195
max 5.785
med 3.050

min 26.940
max 500 358.420
med 5340.130

homogeneity 1750.500

Table 6.2 Results table for Case s-C2.
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6.3 Case s-C3. Solitary Robot Operating Vertically in xz-Planes

Parameters Configuration Solitary
Plane(s) zz (y-levels)
Euler XYZ angles ¢ =[0 0 0]7 € R?
Description
Contents Minima quiver-contour plot for Case s-C3  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case s-C3 Static stiffness maxima, maxima directional field.
Results table for Case s-C3 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.8 and 6.9 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

TCP

Figure 6.7 Illustration of Case s-C3. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.9 Maxima quiver-contour plot for Case s-C3. Solitary robot, zz-planes, ¢ = [0 0 0]7 € R3.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz [Nm™!]

Maximum principal stiffness zz [Nm™!]

£€0-5958) €9

min 0.040 min 1322.000

max 5.800 max 8466 771.300

med 3.660 med 7699.725 homogeneity 2 106.000
Level 2. y = 0 [mm]

Minimum principal stiffness zz [N m™!]

Maximum principal stiffness zz [Nm™!]

min 0.065
max 7.000
med 4.000

min 87.765
max 1133691.160
med 4470.700

homogeneity 1145.380

Level 3. y = 500 [mm]|

Minimum principal stiffness zz [Nm™]

Maximum principal stiffness zz [N m™!]

min 0.320
max 5.785
med 3.660

min 1325.875
max 4303 868.955
med 7527.873

homogeneity 2056.000

Table 6.3 Results table for Case s-C3.
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6.4 Case c-C1. Coupled Robots Operating Vertically in xy-Planes

Parameters Configuration Coupled
Plane(s) zy (z-levels)
Euler XYZ angles ¢=[0 0 0]7 € R?
Description
Contents Minima quiver-contour plot for Case c-C1  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case ¢-C1 Static stiffness maxima, maxima directional field.
Results table for Case c-Cl1 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.11 and 6.12 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

2
ASSSSEERSRRN RS SS st

Figure 6.10 Illustration of Case c-C1. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Level 1. z = 1200 [mm]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

[D-2958) 79

min 0.160 min 2061.160
max 141.550 max 1496 764.725
med 47.330 med 5 548.445 homogeneity 117.230
Level 2. z = 1500 [mm]
Minimum principal stiffness zy [N m™!] Maximum principal stiffness zy [Nm™!]
min 0.110 min 1502.500
max 540.000 max 10857 505.600
med 58.710 med 16 350.000 homogeneity 278.500

Level 3. z = 1800 [mm]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

min 0.520
max 333.430
med 74.245

min 106.000
max 2279293.300
med 6699.660

homogeneity 90.238 954

Table 6.4 Results table for Case ¢-C1.
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6.5 Case c-C2. Coupled Robots Operating Vertically in yz-Planes

Parameters Configuration Coupled
Plane(s) yz (z-levels)
Euler XYZ angles ¢=[0 0 0]7 € R?
Description
Contents Minimum quiver-contour plot for Case c-C2  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case ¢-C2  Static stiffness maxima, maxima directional field.
Results table for Case c-C2 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.14 and 6.15 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.13 Illustration of Case c-C2. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Level 1. 2 = 1700 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

min 0.115
max 161.510
med 53.145

min 133.165
max 7970 399.000
med 10153.580

¢O™ 988 ¢°9

homogeneity 191.000

Level 2. x = 1950 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

min 0.175
max 425.710
med 51.670

min 135.670
max 7013218.070
med 9401.940

homogeneity 181.860

Level 3. x = 2200 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

min 0.055
max 270.000
med 51.700

min 105.625
max 47072430.852
med 11039.920

homogeneity 213.440

Table 6.5 Results table for Case ¢-C2.
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6.6 Case c-C3. Coupled Robots Operating Vertically in zz-Planes

Parameters Configuration Coupled
Plane(s) zz (y-levels)
Euler XYZ angles ¢ =[0 0 0]7 € R?
Description
Contents Minima quiver-contour plot for Case c-C3  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case ¢-C3 Static stiffness maxima, maxima directional field.
Results table for Case c-C3 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.17 and 6.18 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

TCP

-1 300\0“/

2
ASSSSEERSRRN RS SS st

Figure 6.16 Illustration of Case ¢-C3. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.18 Maxima quiver-contour plot for Case c-C3. Coupled robots, zz-planes, ¢ = [0 0 0]7 € R3.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz [Nm™!]

Maximum principal stiffness zz [Nm™!]

€00 958) 99

min 4.275 min 2891.200

max 167.300 max 1417744.760

med 106.053 med 10572.840 homogeneity 100.000
Level 2. y = 0 [mm]

Minimum principal stiffness zz [Nm™!]

Maximum principal stiffness zz [Nm™!]

min 0.580
max 657.000
med 204.900

min 207.333
max 403027.331
med 20698.050

homogeneity 101.000

Level 3. y = 500 [mm]

Minimum principal stiffness zz [Nm™]

Maximum principal stiffness zz [Nm™!]

min 4.380
max 270.000
med 105.582

min 2876.855
max 17475 843.842
med 9825.760

homogeneity  93.065

Table 6.6 Results table for Case ¢-C3.
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6.7 Comparison of Cases s-C1-3 and c-C1-3

Description
Contents Comparison of Cases c-C1 and s-C1 Ratios between values for Case c-C1 and Case s-C1
Comparison of Cases c-C2 and s-C2 Ratios between values for Case ¢-C2 and Case s-C2
Comparison of Cases c-C3 and s-C3 Ratios between values for Case ¢-C3 and Case s-C3

Legend <number> Improvement after coupling.
<number> Deterioration after coupling.
<number> No change after coupling.

Improvement After Coupling. As for <number> static stiffness values, larger ratio means greater improvement, i.e.,
the coupled configuration exhibits <number>-times larger the respective value. As for <number> stiffness homogeneities,
smaller ratio means greater improvement, i.e., the coupled configuration’s stiffness homogeneity is <number>-times the
stiffness homogeneity of a solitary robot, resulting in the coupled configuration showing an overall increase in static
stiffness homogeneity by a factor of 1/<number> over the solitary configuration.

Deterioration After Coupling. As for <number> static stiffness values, smaller ratio means greater deterioration, i.e.,
the coupled configuration exhibits <number>-times smaller the respective value. As for <number> stiffness homogeneities,
larger ratio means greater deterioration, i.e., the coupled configuration’s stiffness homogeneity is <number>-times the
stiffness homogeneity of a solitary robot, resulting in the coupled configuration showing an overall decrease in static
stiffness homogeneity by a factor of 1/<number> over the solitary configuration.



Level 1. z = 1200 [mm]

Minimum principal stiffness xy ratio

Maximum principal stiffness xy ratio

min 0.495 min 0.710
max 23.280 max 2.485
med 12.140 med 1.125 homogeneity ratio 0.090
Level 2. z = 1500 [mm]
Minimum principal stiffness xy ratio Maximum principal stiffness xy ratio
min 0.340 min 2.045
max 86.546 max 4.330
med 15.112 med 1.765 homogeneity ratio 0.116

Level 3. z = 1800 [mm]

Minimum principal stiffness zy ratio

Maximum principal stiffness zy ratio

min 598.180
max 55.900
med 20.810

min 9.826
max 1.825
med 1.440

homogeneity ratio

0.070

Table 6.7 Comparison of Cases c-C1 and s-C1. Ratios taken as ¢-C1/s-C1.
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Level 1. z = 1700 [mm]

Minimum principal stiffness yz ratio

Maximum principal stiffness yz ratio

min 0.970 min 1.683

max 17.325 max 0.375

med 10.450 med 1.173 homogeneity ratio 0.112
Level 2. z = 1950 [mm]

Minimum principal stiffness yz ratio Maximum principal stiffness yz ratio

min 0.719 min 1.125

max 58.733 max 0.238

med 12.936 med 1.381 homogeneity ratio 0.107
Level 3. z = 2200 [mm)]

Minimum principal stiffness yz ratio Maximum principal stiffness yz ratio

min 0.280 min 3.920

max 46.677 max 94.077

med 16.955 med 2.070 homogeneity ratio 0.122

Table 6.8 Comparison of Cases ¢-C2 and s-C2. Ratios takes as c-C2/s-C2.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz ratio

Maximum principal stiffness xz ratio

min 117.760 min 2.185
max 28.953 max 0.167
med 29.000 med 1.373

homogeneity ratio 0.047

Level 2. y = 0 [mm)]

Minimum principal stiffness xz ratio

Maximum principal stiffness xz ratio

min 8.910 min 2.362
max 93.360 max 0.355
med 52.494 med 4.630 homogeneity ratio 0.088
Level 3. y = 500 [mm]
Minimum principal stiffness xz ratio Maximum principal stiffness zz ratio
min 13.800 min 2.170
max 46.677 max 4.060
med 28.836 med 1.305 homogeneity ratio 0.045

Table 6.9 Comparison of Cases c-C3 and s-C3. Ratios taken as ¢-C3/s-C3.
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6.8 Case s-C4. Solitary Robot Operating Angularly in zy-Planes

Parameters Configuration Solitary
Plane(s) zy (z-levels)
Euler XYZ angles ¢ =[10 5 20]7 € R?
Description
Contents Minima quiver-contour plot for Case s-C4  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case s-C4  Static stiffness maxima, maxima directional field.
Results table for Case s-C4 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.20 and 6.21 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.19 Illustration of Case s-C4. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.20 Minima quiver-contour plot for Case s-C4. Solitary robot, xy-planes, ¢ = [10 5 20]7 € R3.
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Figure 6.21 Maxima quiver-contour plot for Case s-C4. Solitary robot, zy-planes, ¢ = [10 5 20]7 € R3.
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Level 1. 2 = 1200 [mm)]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

min 0.317
max 6.070
med 3.900

min 329.225
max 889262.000
med 5423.870

7D-s 9s8) §°9

homogeneity 1391.890

Level 2. z = 1500 [mm]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

min 0.317
max 6.933
med 3.890

min 142.890
max 606 038.560
med 3841.590

homogeneity  987.770

Level 3. z = 1800 [mm)]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [Nm™!]

min 0.001
max 6.010
med 2.853

min 17.085
max 1480637.690
med 4 881.520

homogeneity 1711.100

Table 6.10 Results table for Case s-C4.
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6.9 Case s-C5. Solitary Robot Operating Angularly in yz-Planes

Parameters Configuration Solitary
Plane(s) yz (z-levels)
Euler XYZ angles ¢ =[10 5 20]7 € R?
Description
Contents Minima quiver-contour plot for Case s-C5  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case s-C5  Static stiffness maxima, maxima directional field.
Results table for Case s-Cb Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.23 and 6.24 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.22 Illustration of Case s-C5. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.24 Maxima quiver-contour plot for Case s-C5. Solitary robot, yz-planes, ¢ = [10 5 20]7 € R3.
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Level 1. 2 = 1700 [mm]

Minimum principal stiffness yz [Nm™]

Maximum principal stiffness yz [N m™?]

GO-5958) 6°9

min 0.317 min 39.640
max 16.600 max 167200 597.420
med 5.045 med 3289.190 homogeneity  651.750
Level 2. z = 1950 [mm]
Minimum principal stiffness yz [Nm™!] Maximum principal stiffness yz [N m™1]
min 0.246 min 98.836
max 7.545 max 1963 030.230
med 3.867 med 3866.395 homogeneity  1000.000

Level 3. z = 2200 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

min 0.025
max 5.900
med 3.045

min 67.686
max 589019.037
med 4136.833

homogeneity 1358.745

Table 6.11 Results table for Case s-C5.
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6.10 Case s-C6. Solitary Robot Operating Angularly in zz-Planes

Parameters Configuration Solitary
Plane(s) zz (y-levels)
Euler XYZ angles ¢ =[10 5 20]7 € R?
Description
Contents Minima quiver-contour plot for Case s-C6  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case s-C6  Static stiffness maxima, maxima directional field.
Results table for Case s-C6 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.26 and 6.27 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

TCP

Figure 6.25 Illustration of Case s-C6. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.26 Minima quiver-contour plot for Case s-C6. Solitary robot, xz-planes, ¢ = [10 5 20]7 € R3.
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Figure 6.27 Minima quiver-contour plot for Case s-C6. Solitary robot, zz-planes, ¢ = [10 5 20]7 € R3.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz [Nm™!]

Maximum principal stiffness zz [Nm™!]

min 0.001 min 329.225

max 5.771 max 1575544.430

med 3.657 med 1596.450 homogeneity  436.530
Level 2. y = 0 [mm]

Minimum principal stiffness zz [N m™!]

Maximum principal stiffness zz [Nm™!]

min 0.075
max 6.073
med 3.895

min 883.170
max 4122020.575
med 6972.120

homogeneity 1789.615

Level 3. y = 500 [mm]|

Minimum principal stiffness zz [Nm™]

Maximum principal stiffness zz [N m™!]

min 0.173
max 6.015
med 3.670

min 17.085
max 14450212.625
med 4039.083

homogeneity 1100.923

Table 6.12 Results table for Case s-C6.
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6.11 Case c-C4. Coupled Robots Operating Angularly in zy-Planes

Parameters Configuration Coupled
Plane(s) zy (z-levels)
Euler XYZ angles ¢ =[10 5 20]7 € R?
Description
Contents Minima quiver-contour plot for Case c-C4  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case c-C4  Static stiffness maxima, maxima directional field.
Results table for Case c-C4 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.29 and 6.30 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.28 Illustration of Case c-C4. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.30 Maxima quiver-contour plot for Case c-C4. Coupled robots, zy-planes, ¢ = [10 5 20]7 € R3.
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Level 1. z = 1200 [mm)]

Minimum principal stiffness zy [Nm™!]

Maximum principal stiffness zy [N m™!]

min 0.020
max 211.525
med 44.692

min 1040.222
max 5987 573.784
med 4740.550

7D-2 958D [T°9

homogeneity 106.075

Level 2. z = 1500 [mm]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [N m™!]

min 0.023
max 259.700
med 50.236

min 749.455
max 1917 246.230
med 6529.990

homogeneity 129.985

Level 3. z = 1800 [mm)]

Minimum principal stiffness zy [N m™!]

Maximum principal stiffness zy [N m™!]

min 0.008
max 176.567
med 27.165

min 632.231
max 4145477.705
med 3953.360

homogeneity 145.532

Table 6.13 Results table for Case c-C4.
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6.12 Case c-C5. Coupled Robots Operating Angularly in yz-Planes

Parameters Configuration Coupled
Plane(s) yz (z-levels)
Euler XYZ angles ¢ =[10 5 20]7 € R?
Description
Contents Minima quiver-contour plot for Case c-C5  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case ¢-C5  Static stiffness maxima, maxima directional field.
Results table for Case c-C5 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.32 and 6.33 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.31 Illustration of Case c-C5. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Figure 6.32 Minima quiver-contour plot for Case c-C5. Coupled robots, yz-planes, ¢ = [10 5 20]7 € R3.
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Figure 6.33 Maxima quiver-contour plot for Case ¢-C5. Coupled robots, yz-planes, ¢ = [10 5 20]
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Level 1. 2 = 1700 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

GO0 9s8) ¢I'9

min 0.027 min 1700.517
max 104.935 max 2656 238.510
med 40.625 med 3398.753 homogeneity  83.660
Level 2. x = 1950 [mm]
Minimum principal stiffness yz [Nm™!] Maximum principal stiffness yz [N m™1]
min 0.225 min 1705.020
max 103.953 max 592 342.345
med 40.380 med 3938.157 homogeneity — 97.527

Level 3. x = 2200 [mm]

Minimum principal stiffness yz [Nm™!]

Maximum principal stiffness yz [N m™1]

min 0.010
max 105.560
med 39.185

min 1702.850
max 1000 740.182
med 5019.235

homogeneity 128.090

Table 6.14 Results table for Case c-C5.
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6.13 Case c-C6. Coupled Robots Operating Angularly in xz-Planes

Parameters Configuration Coupled
Plane(s) zz (y-levels)
Euler XYZ angles ¢ =[10 5 20]7 € R?
Description
Contents Minima quiver-contour plot for Case c-C6  Static stiffness minima, minima directional field.
Maxima quiver-contour plot for Case c-C6  Static stiffness maxima, maxima directional field.
Results table for Case c-C6 Minima and maxima values, static stiffness homogeneity.

The directional field vectors in Figures 6.35 and 6.36 are uniformly scaled.

Stiffness homogeneity taken as the ratio between maximum principal stiffness and minimum principal stiffness medians.

Figure 6.34 Illustration of Case c-C6. Not to scale.

All other simulation parameters remain the same to those disclosed in Tables 5.2 and 5.3.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz [Nm™!]

Maximum principal stiffness zz [Nm™!]

min 0.702 min 997.550

max 190.440 max 8429 178.556

med 120.777 med 2182.650 homogeneity  18.070
Level 2. y = 0 [mm]

Minimum principal stiffness zz [Nm™!]

Maximum principal stiffness zz [Nm™!]

min 0.020
max 101.850
med 17.903

min 688.030
max 699061.930
med 3778.895

homogeneity 211.080

Level 3. y = 500 [mm]

Minimum principal stiffness zz [Nm™]

Maximum principal stiffness zz [Nm™!]

min 0.262
max 211.524
med 68.222

min 1027.590
max 62 860 479.640
med 12074.970

homogeneity 176.995

Table 6.15 Results table for Case c-C6.
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6.14 Comparison of Cases s-C4-6 and c-C4-6

Description
Contents Comparison of Cases c-C4 and s-C4 Ratios between values for Case c-C4 and Case s-C4
Comparison of Cases c-C5 and s-C5 Ratios between values for Case ¢-C5 and Case s-C5
Comparison of Cases c-C6 and s-C6 Ratios between values for Case c-C6 and Case s-C6

Legend <number> Improvement after coupling.
<number> Deterioration after coupling.
<number> No change after coupling.

Improvement After Coupling. As for <number> static stiffness values, larger ratio means greater improvement, i.e.,
the coupled configuration exhibits <number>-times larger the respective value. As for <number> stiffness homogeneities,
smaller ratio means greater improvement, i.e., the coupled configuration’s stiffness homogeneity is <number>-times the
stiffness homogeneity of a solitary robot, resulting in the coupled configuration showing an overall increase in static
stiffness homogeneity by a factor of 1/<number> over the solitary configuration.

Deterioration After Coupling. As for <number> static stiffness values, smaller ratio means greater deterioration, i.e.,
the coupled configuration exhibits <number>-times smaller the respective value. As for <number> stiffness homogeneities,
larger ratio means greater deterioration, i.e., the coupled configuration’s stiffness homogeneity is <number>-times the
stiffness homogeneity of a solitary robot, resulting in the coupled configuration showing an overall decrease in static
stiffness homogeneity by a factor of 1/<number> over the solitary configuration.



Level 1. z = 1200 [mm]

Minimum principal stiffness xy ratio

Maximum principal stiffness xy ratio

min 0.060 min 3.160

max 34.831 max 6.733

med 11.470 med 0.874 homogeneity ratio 0.076
Level 2. z = 1500 [mm]

Minimum principal stiffness xy ratio Maximum principal stiffness xy ratio

min 0.073 min 5.245

max 37.457 max 3.160

med 12.937 med 1.700 homogeneity ratio 0.132
Level 3. z = 1800 [mm]

Minimum principal stiffness zy ratio Maximum principal stiffness zy ratio

min 29.832 min 37.000

max 29.370 max 2.800

med 9.522 med 0.810 homogeneity ratio 0.085

Table 6.16 Comparison of Cases c-C4 and s-C4. Ratios taken as ¢-C4/s-C4.
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Level 1. z = 1700 [mm]

Minimum principal stiffness yz ratio

Maximum principal stiffness yz ratio

min 0.088 min 42.900

max 6.320 max 0.015

med 8.050 med 1.033 homogeneity ratio 0.128
Level 2. z = 1950 [mm]

Minimum principal stiffness yz ratio Maximum principal stiffness yz ratio

min 0.910 min 17.250

max 13.777 max 5.240

med 10.445 med 0.302 homogeneity ratio 0.100
Level 3. z = 2200 [mm)]

Minimum principal stiffness yz ratio Maximum principal stiffness yz ratio

min 0.420 min 25.158

max 17.890 max 1.700

med 12.870 med 1.213 homogeneity ratio 0.095

Table 6.17 Comparison of Cases c-C5 and s-C5. Ratios taken as ¢-C5/s-C5.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz ratio

Maximum principal stiffness xz ratio

min 2363.865 min 3.030
max 33.000 max 5.350
med 32.845 med 1.367 homogeneity ratio 0.041
Level 2. y = 0 [mm)]
Minimum principal stiffness xz ratio Maximum principal stiffness xz ratio
min 0.248 min 0.780
max 16.773 max 0.170
med 4.595 med 0.542 homogeneity ratio 0.118

Level 3. y = 500 [mm]

Minimum principal stiffness xz ratio

Maximum principal stiffness zz ratio

min 1.510
max 35.166
med 18.595

min 60.146
max 4.350
med 2.990

homogeneity ratio

0.160

Table 6.18 Comparison of Cases c-C6 and s-C6. Ratios taken as c-C6/s-C6.
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6.15 Comparison of Cases s-C1-3 and s-C4-6

Description
Contents Comparison of Cases s-C4 and s-C1 Ratios between values for Case s-C4 and Case s-C1
Comparison of Cases s-Ch and s-C2 Ratios between values for Case s-C5 and Case s-C2
Comparison of Cases s-C6 and s-C3 Ratios between values for Case s-C6 and Case s-C3

Legend <number> Improvement after reorienting.
<number> Deterioration after reorienting.
<number> No change after reorienting.

Improvement After Reorienting. As for <number> static stiffness values, larger ratio means greater improvement, i.e.,
the angled configuration exhibits <number>-times larger the respective value. As for <number> stiffness homogeneities,
smaller ratio means greater improvement, i.e., the angled configuration’s stiffness homogeneity is <number>-times the
stiffness homogeneity of the vertical configuration, resulting in the angled configuration showing an overall increase in
static stiffness homogeneity by a factor of 1/<number> over the vertical configuration.

Deterioration After Reorienting. As for <number> static stiffness values, smaller ratio means greater deterioration,
i.e., the angled configuration exhibits <number>-times smaller the respective value. As for <number> stiffness homo-
geneities, larger ratio means greater deterioration, i.e., the angled configuration’s stiffness homogeneity is <number>-times
the stiffness homogeneity of the vertical configuration, resulting in the angled configuration showing an overall decrease
in static stiffness homogeneity by a factor of 1/<number> over the vertical configuration.



Level 1. z = 1200 [mm]

Minimum principal stiffness xy ratio

Maximum principal stiffness xy ratio

min 1.000 min 0.113

max 1.000 max 1.477

med 1.000 med 1.099 homogeneity ratio 1.100
Level 2. z = 1500 [mm]

Minimum principal stiffness xy ratio Maximum principal stiffness xy ratio

min 1.000 min 0.195

max 1.112 max 0.242

med 1.000 med 0.414 homogeneity ratio 0.414
Level 3. z = 1800 [mm]

Minimum principal stiffness zy ratio Maximum principal stiffness zy ratio

min 0.341 min 1.582

max 0.992 max 1.186

med 0.799 med 1.000 homogeneity ratio 1.312

Table 6.19 Comparison of Cases s-C4 and s-C1. Ratios taken as s-C4/s-Cl1.
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Level 1. z = 1700 [mm]

Minimum principal stiffness yz ratio

Maximum principal stiffness yz ratio

min 2.663 min 0.501

max 1.781 max 7.901

med 1.000 med 0.380 homogeneity ratio 0.383
Level 2. z = 1950 [mm]

Minimum principal stiffness yz ratio Maximum principal stiffness yz ratio

min 1.000 min 0.820

max 1.000 max 1.466

med 0.968 med 0.568 homogeneity ratio 0.587
Level 3. z = 2200 [mm)]

Minimum principal stiffness yz ratio Maximum principal stiffness yz ratio

min 0.122 min 2.512

max 1.000 max 1.177

med 1.000 med 0.775 homogeneity ratio 0.776

Table 6.20 Comparison of Cases s-C5 and s-C2. Ratios taken as s-C5/s-C2.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz ratio

Maximum principal stiffness xz ratio

min 0.008 min 0.249
max 1.000 max 0.186
med 1.000 med 0.207 homogeneity ratio 0.207
Level 2. y = 0 [mm)]
Minimum principal stiffness xz ratio Maximum principal stiffness xz ratio
min 1.161 min 10.063
max 0.863 max 3.626
med 1.000 med 1.560 homogeneity ratio 1.562
Level 3. y = 500 [mm]
Minimum principal stiffness xz ratio Maximum principal stiffness zz ratio
min 0.548 min 0.013
max 1.000 max 3.357
med 1.000 med 0.537 homogeneity ratio 0.535

Table 6.21 Comparison of Cases s-C6 and s-C3. Ratios taken as s-C6/s-C3.
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6.16 Comparison of Cases c-C1-3 and c-C4-6

Description
Contents Comparison of Cases c-C4 and ¢-C1 Ratios between values for Case c-C4 and Case ¢-C1
Comparison of Cases c-C5 and ¢-C2 Ratios between values for Case ¢-C5 and Case ¢-C2
Comparison of Cases c-C6 and ¢-C3 Ratios between values for Case ¢-C6 and Case c-C3

Legend <number> Improvement after reorienting.
<number> Deterioration after reorienting.
<number> No change after reorienting.

Improvement After Reorienting. As for <number> static stiffness values, larger ratio means greater improvement, i.e.,
the angled configuration exhibits <number>-times larger the respective value. As for <number> stiffness homogeneities,
smaller ratio means greater improvement, i.e., the angled configuration’s stiffness homogeneity is <number>-times the
stiffness homogeneity of the vertical configuration, resulting in the angled configuration showing an overall increase in
static stiffness homogeneity by a factor of 1/<number> over the vertical configuration.

Deterioration After Reorienting. As for <number> static stiffness values, smaller ratio means greater deterioration,
i.e., the angled configuration exhibits <number>-times smaller the respective value. As for <number> stiffness homo-
geneities, larger ratio means greater deterioration, i.e., the angled configuration’s stiffness homogeneity is <number>-times
the stiffness homogeneity of the vertical configuration, resulting in the angled configuration showing an overall decrease
in static stiffness homogeneity by a factor of 1/<number> over the vertical configuration.



Level 1. z = 1200 [mm]

Minimum principal stiffness xy ratio

Maximum principal stiffness xy ratio

min 0.123
max 1.494
med 0.944

min 0.505
max 4.000
med 0.854

homogeneity ratio 0.905

Level 2. z = 1500 [mm]

Minimum principal stiffness xy ratio

Maximum principal stiffness xy ratio

min 0.213
max 0.481
med 0.856

min 0.500
max 0.177
med 0.400

homogeneity ratio 0.467

Level 3. z = 1800 [mm]

Minimum principal stiffness zy ratio

Maximum principal stiffness zy ratio

min 0.015
max 0.530
med 0.366

min 5.959
max 1.820
med 0.590

homogeneity ratio

1.613

Table 6.22 Comparison of Cases c-C4 and c-C1. Ratios taken as ¢-C4/c-C1.
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Level 1. z = 1700 [mm]

Minimum principal stiffness yz ratio

Maximum principal stiffness yz ratio

min 0.242 min 12.770
max 0.650 max 0.333
med 0.764 med 0.334 homogeneity ratio 0.438
Level 2. z = 1950 [mm]
Minimum principal stiffness yz ratio Maximum principal stiffness yz ratio
min 1.268 min 12.565
max 0.244 max 0.084
med 0.781 med 0.420 homogeneity ratio 0.536

Level 3. z = 2200 [mm)]

Minimum principal stiffness yz ratio

Maximum principal stiffness yz ratio

min 0.185
max 0.391
med 0.758

min 16.130
max 0.020
med 0.455

homogeneity ratio

0.600

Table 6.23 Comparison of Cases c-C5 and c-C2. Ratios taken as ¢-C5/c-C2.
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Level 1. y = —500 [mm]

Minimum principal stiffness zz ratio

Maximum principal stiffness xz ratio

min 0.164 min 0.345

max 1.140 max 5.945

med 1.140 med 0.206 homogeneity ratio 0.181
Level 2. y = 0 [mm)]

Minimum principal stiffness xz ratio

Maximum principal stiffness xz ratio

min 0.032
max 0.155
med 0.087

min 3.320
max 1.735
med 0.183

homogeneity ratio 2.100

Level 3. y = 500 [mm]

Minimum principal stiffness xz ratio

Maximum principal stiffness zz ratio

min 0.060
max 0.784
med 0.646

min 0.360
max 3.600
med 1.230

homogeneity ratio 1.900

Table 6.24 Comparison of Cases c-C6 and c-C3. Ratios taken as ¢-C6/c-C3.
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142 6. Results and Discussion

6.17 Discussion of Results

Ultimately, it may be inferred by the reader that, while stiffness maps (quiver-
contour plots) provide insight into how stiffness varies across the examined
work envelope, the most pivotal aspect of the results lies in the comparison
tables. Stiffness maps fall short compared to numerical data for two primary
reasons. Firstly, the contour lines, or isolines, would have been more precise
and densely distributed had the model been simulated across a larger set of
points. Secondly, due to the necessity of flattening all data to a set of planes for
reasonable visualization, the directional field becomes distorted. This distortion
arises because the third component of all vectors is consistently constrained to lie
within the respective plane, rendering the vector a mere projection. Consequently,
while these vectors accurately represent principal directions within the respective
plane, they lack information pertaining to three-dimensional space. Nevertheless,
stiffness maps provide a useful connection to the presented values.

As for the values themselves, the most interesting are the median and ho-
mogeneity values, which result as the ratio between maximum and minimum
principal stiffness medians. The specific values are heavily influenced by what
torsion spring stiffness we have chosen, accompanied with its damping coefficient.
In hindsight, choosing &, = 2.5 - 10* [Nmrad™'] was ultimately not enough,
considering the mass of the individual links. Henceforth, the values are simply
relative and what matters most are, again said, the ratios between configurations.
Furthermore, in many instances, the maxima and minima values deviate far from
the median. From stiffness maps, it can be seen these deviations often occur at
one singular point, wherein the simulation might have encountered anomalies
or a kinematic singularity was reached. Moreover, the gravity compensation
algorithm could influence simulation, along with other effects. It is because of
the aforementioned reasons the peaks and valleys of the minimum and maximum
principal stiffnesses, yet also individual values, are of less significance.

In aggregate, across all investigated cases and in light of the comparison
tables, the coupling of two robots opposite one another emerges as the preeminent
configuration with respect to both static stiffness values and, notably, homogeneity.
This assertion holds irrespective of whether the pairing occurs in the vertical or in
the angular configuration, with the increase in homogeneity consistently evident,
often by a factor surpassing 10. Concerning the stiffness values per se, the coupled
configuration evinces a proclivity towards heightened minimum principal stiffness,
particularly in its maximum and median values, frequently by a factor exceeding
10 or 20. Conversely, save for a few exceptions, the progression of maximum values
does not exhibit such escalation, with the prevailing trend indicating an increase
by approximately 2-, 3-, or occasionally 5-fold. Yet, we again mention the ratios
between these values are highly relative as they depend on various parameters,
discussed before. Further, if one configuration reaches an absurdly enormous peak
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and the other does not, the ratio is less valuable and does not necessarily extend
our insight into static stiffness of six-axis robots.

Additionally, when juxtaposing all cases in the angled configuration with the
cases in the vertical configuration, we come to the resolution that the angled
configuration is more susceptible to lower minimum and maximum principal
stiffness values. While this is not always the case, it is still a relevant statement
in light of the comparison tables for both the coupled robots and a solitary
one. As for stiffness homogeneity, its improvement or deterioration in the angled
configuration compared to the vertical configuration is not uniform, hence why
the author refrains from further general discussion of such, and refers the reader
to the respective comparison table to see whether the static stiffness homogeneity
has improved or worsened in the specific case they inquire.






7

Conclusion and Outlook

The focal point of this thesis was spatial static stiffness in three dimensions,
particularly for six-axis serial robots of the anthropomorphic structure. During
the inquiry into such topic, the reader was presented with the monumental
significance of spatial stiffness, accompanied with an outline of the past and
current developments on the subject. Next, the necessary theoretical groundwork
was established, ranging from kinetostatics of rigid systems (Chapter 1) to
nonlinearity and singular value decomposition (Chapter 3), which ultimately tied
all the previously developed theory into a self-contained methodology for static
stiffness evaluation, necessarily preceded by static compliance.

Within the simulation portion of the thesis, the model of a real, six-axis robot
by KUKA was assembled in DS SolidWorks, and subsequently in Simscape MBS
(Chapter 4). This allowed the author to perform numerous simulations of the
behaviour of the robotic system under force load on its tool center point. For
such investigation, multiple algorithms were created (Chapter 5), in order to
streamline the data gathering process. Moreover, said algorithms were adapted for
the case of robot coupling. As for results (Chapter 6), the coupled configuration
came out on top in having the best stiffness homogeneity ratio and values, further
supporting our case of robot coupling, in this instance opposite each other.

7.1 Missed Opportunities

Although the thesis provides a comprehensive overview of static stiffness of six axis
serial robots, more work can always be done. For one, stiffness can be examined
equally in terms of dynamics as it can be in terms of statics. Creating a dynamical
model of such complicated kinematic structure was beyond the scope of this thesis,
yet the inclusion of robot dynamics within the model is pivotal, as it accounts
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for all phenomena statics could never account for. Further, such dynamic model,
developed using either the Lagrange equations of the second kind or the Lagrange
equations of the mixed kind, would accelerate result generation since the model
needn’t to be simulated at each instance. Instead, the desired pose of the tool
center point could be substituted into the eigenequations of motion of the system,
yielding a transfer function instantaneously. This directly allows more points to
be evaluated, leading to an increase in the fidelity of stiffness maps.
Additionally, only one position of the accompanying robot was investigated,
that being opposite the formerly solitary arm. It would be interesting to not have
the robots be distributed 180 degrees but some different angle, e.g., 45 or 90
degrees, or even have three robots working together. The intuition is, the more
robots, the better the stiffness. Yet, until verified, it cannot be determined with
absolute certainty. Moreover, attaching a parallel delta robot to the top of the
end-effector could increase stability, and thereby stiffness, even more.

7.2 Future Work

The ideas for future work naturally stem from all of the missed opportunities.
For one, a dynamic model of the robot ought to be developed to deepen our
understanding of the distribution of stiffness within three-dimensions, at least for
what concerns six-axis robots. To not limit ourselves to six-axis serial robots, the
stiffness of either one attached parallel robot to the serial robots configuration, or
solely one, two, or more parallel robots, can be examined. Lastly, approaching the
problem using different layouts of robots, e.g., distributed evenly by 45 degrees,
can further enhance our inquiry into stiffness in general.
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A

Other Orientation Representations

As was highlighted in Chapter 1, there exist various other orientation representa-
tions, two of which are the subject of this appendix, namely the Euler-Rodrigues
parameters, also referred to as the unit quaternion representation (Section A.1),
and the Cayley-Rodrigues parameters (Section A.2). Both of these representations
require “higher level” mathematics and mechanics in general, e.g., quaternion
algebra, the exponential coordinate representation of rotation, etc., which are
not discussed within the main portion of the thesis. Even though these former
mentioned mathematical and mechanical instruments go beyond what is reason-
able to present in the main body of this thesis, they find many applications in
robotics, computer graphics, and other disciplines, where in some scenarios, they
prove more useful and convenient than the standard, “lower-level” representations,
hence why we choose to mention them as part of this appendix.

A.1 Euler-Rodrigues Parameters

Previously, we touched upon rotation about an arbitrary axis in space. Let us
expand on this idea and discover an inconvenient singularity in the inverse solution
which leads us to the need of a different orientation representation.

A.1.1 Axis-Angle Representation Singularity

Let a =[a, a, a,]" € R? be the unit vector of axis a with respect to O;z;y;z;
and ¢ the angle of revolution about a. Note that this representation is nonminimal
in SO(3) as it requires n(n — 1)/2 4+ 1 parameters.

If we adapt a solution for this rotation from [15], pp. 52 — 54, it is clear to
see that, in order to rotate O;x;y;z; about a by ¢ to obtain Oyxy,z,, we need to
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perform the following steps (as per Figure A.1):

rotate O;x;y;2; by —o about the z;
axis and by —y about the y; axis
to obtain the system O;x;y;z;,

|

rotate O;x;y;2; by the desired ang-
le of revolution ¢ about z; to
obtain the system Opzpyr2k,

Start with an arbitrary coor-
dinate system O;x;1;%;,

realign Opxpyrz, with a
by rotating by x about
and by p about z; to ob-
tain the system Opxpypzp.

The resulting orientation of Oyx,y,z, within O;x;y;2; is then
realignment  desired rotation misalignment
Ri(a, ) = Rye(zk, 0) Rie(yr, X) B4, ¢) Rij(yi, —x) Rij(zi, —0)
26 +c, 0, E — a8, ;0,6 + a,s,
= |a.0,C + a5, aiC +c, a0 — a8, ,
az0,;C — aySy  Aya,E + azS, a’€ + c,

where 4 =1 — cos ¢ and s, ¢, is shorthand notation for sin ¢, cos ¢ respectively.
In this case, R (a,¢) = R;i(—a, —p), hence such representation is not unique,
as rotation by ¢ about a (a is positive) is indistinguishable from rotation by —¢
about —a (@ is negative — points in the opposite direction). [15]

Figure A.1 Axis-angle rotation representation. Figure adapted from [15].

Additionally, in order to remove the dependence of R;(a,¢) on ¢ and y, we have
utilized the following transcendental functions derived from Figure A.1:

. a .
sin o = 721' =5 siny = \/%25‘1‘%2,»
as + a

Z Yy
al‘
€O8 0 = ————, COS X = Q.
at+a
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When solving the inverse problem, the axis and angle corresponding to a given
rotation matrix of the form (1.3) can be obtained as [15]

tr(RM) -1
(p = arccos ——,
2
1 T32 — 723
a = : 13 — 731, (A-l)
2sin @
T21 —T12

where tr(R;,) is the trace of the rotation matrix, formally defined as
tl"(A) = Z Ay
i=1

for any n x n (square) matrix A.
As we can see, solution (A.1) diverges if sinp = 0, i.e., when

{0 (null rotation),
(p =
7.‘—7

which are still valid solutions. In such instances, it becomes necessary to directly
refer to the expressions obtained from the provided rotation matrix and seek a
solution through this method. [15]

Theorem A.1. In the case of the null rotation, i.e., ¢ = 0, the unit vector a of
the axis of revolution a becomes arbitrary. [15] o

Proof. The (i, j)-th entry of the rotation matrix R;(a, ) can be expressed as
rij = 5ij + (1 — COS QD)CL,L'CLJ‘ — sin goeijkak, (AQ)
where a; = a,, a; = ay, ap = a.,
1 ifi=y,
0ij = .
0 otherwise,

is the Kronecker delta, and

1 if (4,7, k) is an even permutation of (1,2,3),
€k = —1 if (4,74, k) is an odd permutation of (1,2, 3),

0 otherwise,

is the Levi-Civita symbol. When ¢ = 0, the (4, j)-th entry of the rotation matrix
becomes r;; = d;; and hence R;(a, p = 0) = I3, eliminating all components of
a from (A.2). This results in an arbitrary unit vector a since the null rotation
always yields the identity matrix, which concludes the proof. [19, 50] [
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Remark A.1. Eq. (A.2) from Theorem A.1 can be written in matrix form as
Ri(a,0) = I; +sinp [A] + (1 — cos ) [A]*, (A.3)
in which [A] € R¥*? is a skew-symmetric matrix derived from the unit vector a,

0 —a, aqay
[A]=|a. 0 —a,|eR¥> (4" =—-[A4].
—_———
—Qy Qg 0 skew-symmetry

Again, if ¢ =0, Ry(a, ¢ = 0) becomes the identity matrix. [12] o

A.1.2 Unit Quaternion Representation

As was highlighted previously, the inverse solution of the axis-angle representation
becomes singular at ¢ = 0 since the unit vector a becomes arbitrary, giving us no
information about the axis of revolution a. Moreover the axis-angle representation
is not unique. To address these limitations, it is necessary to adopt an alterna-
tive four-parameter representation. One such example are the Euler-Rodrigues
parameters, defined as [12, 15, 19, 27, 29]

Q= [QO G Q@ Q?JT € RY,

where
do = cos(p/2) € R, (A1)
g=sin(p/Qa=[n ¢ @] R (A.5)
and naturally
IRl =g +a+a+¢=1 (A.6)

If the Euler-Rodrigues parameters are looked at as a 4 x 1 vector, they are also
referred to as the unit quaternion representation, since ||Q|| = 1. Geometrically,
an orientation described using the unit quaternion representation is visualized as
a point on a hypersphere in R*. [12, 29] This can seem hard to grasp, yet their
benefits make them a very ubiquitous and versatile option in robotics, computer
graphics, and other subjects, with some of their biggest strengths being:

Uniqueness. Every rotation within three-dimensional space is associated with
precisely one unit quaternion. This distinctive property guarantees that there are
no redundant or multiple representations for identical rotations. [15, 27, 51]

Continuity. Unit quaternions provide seamless interpolation between rotations.
In contrast to Euler angles, which may encounter discontinuities, quaternions
offer smooth transitions between orientations. [12, 15, 28]
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Numerical Stability. Quaternion operations manifest superior numerical stabil-
ity relative to alternative representations, thereby evincing diminished suscepti-
bility to numerical errors. [28, 29, 52]

Global Coverage. Unit quaternions provide comprehensive coverage of rotations
throughout space, devoid of any singularities or discontinuities, unlike certain
other representations like Euler angles. [12, 15, 28, 52]

Given a unit quaternion @ = [go ¢q]7 € R?, the corresponding rotation
matrix is obtained by rotating about the unit axis in the direction of g € R? by
@ = 2arccos qp and reads

0
R;(Q) = (¢ — (a,9)) I+ 249" + 2qo(q@2w)

25+ ¢) =1 2(1g2 — q0g3)  2(q1g3 + qog2) (A7)
= 2(q1q2 + q003) 2(@3+@3) — 1 2(qeq3 — qoq1) | ,

20143 — @0q2)  2(q2q3 + q0q1) 2(q3 +3) — 1

for an arbitrary vector & € R®. [12, 15, 27]
If a generic rotation matrix R;; € SO(3) of the form (1.3) is provided, the
inverse solution is then given by

1
qo = ix/tr(Rij) + 1, (A8)
1 sgn(rse — r32)\/r11 — oo — T3z + 1 1 732~ Ts2
q:§ SgD(T13—7‘31)\/7’22—7"33—7"11—l—l 54— 13 — 731, (A-9)
Sgn(r21—?"12)\/7”33—?"11—7"22+1 0 T21 — T2
where
(w) 1 if w>0,
sen(w) =
8 -1 if w<0,

for an arbitrary w € R. Note that by (A.8), we assume that ¢y > 0, corresponding
to ¢ € [—m, 7r|. Consequently, any rotation can be described as elucidated in the
global coverage property. Further, (A.8, A.9) are nonsingular. [12, 15, 29|

Finally, let us discuss the inverse and product properties of the unit quaternion
representation. The quaternion derived from the inverse of the rotation matrix
RZ-_]A1 = RiTj € SO(3) can be computed as

Qo '= [QO —Q]T € R

On the other hand, if we let Q@ = [¢p q]T € R* and Q* = [¢f ¢*]" € R?
be two unit quaternions corresponding to rotation matrices R;;, R;; € SO(3),
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respectively, the unit quaternion representation of R;;R;, € SO(3) can be
obtained by first arranging the entries of Q and Q* to the form

Q- |Otim atiss) a6+ g i
—q2 + 193 qo —iq1|’ —¢ +ig5 g5 —iqr|’
where 7 := y/—1 is the imaginary unit. The product 6 = QQ" reads
0- do+1q1 G2 +1G3
—q2 +1G3 qo — 1q1
The product of @ and Q* can be directly obtained from the entries of 6 and
yields a new unit quaternion Q' € R* of the form

Y s
Q=000 =G0 1 ¢@ G
/

Q095 — 0197 — 9293 — 43q3 4
0@+ 0+ e — e | |4 4
- * * * * - / E R )
qoqs + 42495 — 4193 + G397 95}

/

Q95 + 439 T 0P — @4 qs
or more generally,
T
Q' =Q0Q = |ag; — (a.9") wa" +aa+axq’| €R,

where o denotes the quaternion product.®* [12, 15]

A.2 Cayley-Rodrigues Parameters

Another set of parameters representing orientation are the Cayley-Rodrigues
parameters. Since they are derived from the exponential coordinate representation
on SO(3), let us first get started by defining such representation. [12]

A.2.1 Fundamentals of Linear Differential Equations
Consider a linear differential equation of the form

x(t) = Az(t), where x(t) e R", A € R"™", x(0) = x. (A.10)
By basic LDR theory,3? the solution to such equation is

x(t) = exp(At)xzo,

32The quaternion product is generally not commutative, i.e., Q 0 Q* # Q* o Q.
33For further information regarding linear differential equations, refer to sources such as [53].
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where
0 (At)® At)? At)3 At)?
exp(A) = 3 Sl) :In+At+(2') +(3,) +(4,) + (A.11)
pr i ! | !

as per the Taylor expansion (see Definition A.2).

Definition A.1. Let f(z) : I — R be an s-times differentiable function at =y € I.
The s-th degree polynomial of the form

f/l (xo)

T(x) = f(zo) + f'(zo)(z — m0) + L wo)”
+-+ f(S)S(!xO) (z — x0)*,
where .
flx
is referred to as the s-th degree Taylor polynomial of f(x) at xg. [54, 55] o

Theorem A.2.Let s € N, let f(z): I~ R. Suppose f(z) is infinitely differen-
tiable at 2o € T and d**! f(z)/dz*"! exists on I. For any x € I, there exists a
point X lying between = and z( such that

f/l (ZL’())

or (@ = 20)°

s, JO(E) o1
(l’—$0) +m($—l‘0) + ,

f(x) = f(xo) + f'(zo)(x — x0) +
f(s) (z0)

s!

(A.12)

where

dsf(x> f(erl) (:{) = ds+1f<l’)

s+1
T=x0 dz =X

and also

f(s—i-l)(:{)
(s+1)!

is the Lagrange remainder, henceforth Eq. (A.12) is referred to as the Taylor

polynomial of degree s with the Lagrange form of the remainder. [50, 54, 55] ¢

Ry(z) = (z — x0)™ (A.13)

Definition A.2. Let s € N, let f(x) : I — R be infinitely differentiable at =, € I.
If and only if the power series given by

400 £(s)
-3/ s(!%)@—xo)sa £ (o)

s=0 T=T0

f(z) (A.14)
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has its sequence of remainders Rs(z) [Eq. (A.13)] converging to zero for all
x € I’ C T as s approaches infinity, i.e.,

lim Ry(z)=0 Vrel,

S$—+00
we refer to it as the Taylor expansion of f(x) at xo. [54, 5] o

Now, if we let f(x) = expx and zy = 0, Eq. (A.14) yields the famous Maclaurin
series which reads

+o00 s 2 .flf3 .’L'4

x

expng]gzl—i—azjta—l—ﬁjtﬂ—l—--- (A.15)
since the derivative of exp x is always the function itself. Further, if the argument
of the function one wishes to expand is of vector, matrix, or higher-order tensor
form, the Taylor expansion holds the same as defined in (A.14). So, for (A.15),
we have precisely (A.11) when we input At instead of = as an argument.

Remark A.2. Other important Maclaurin series of common functions are

+o0 p25+1 I I
inr = 1)Y=+ = — =+ A.16
=2 Vo=t gty Tt (A.16)
+o0 29 22 gt o
= 1) =1 = = A7
cos e 5;( V29 ST TR TR (A.17)
from where it is clear to see that whilst sin x is odd, cos x is even. o

A.2.2 Exponential Coordinate Representation on SO(3)

The exponential coordinate representation on SO(3) is very similar to the axis-
angle representation, i.e., it takes the unit vector of the axis of rotation a € R?
and the angle of revolution about said axis ¢ as parameters. Whilst the axis-angle
representation is a four-parameter one, expressing rotation using exponential
coordinates takes only three parameters, namely the vector e = ap € R3. The
rotation can be conceptualized as a vector p,p(t) € R3, representing the position
vector of point P € E3 in the frame O;x;1;2;, undergoing constant rotation at a
rate of 1 [rads™!] around a from ¢ = 0 to ¢ = . The velocity of the endpoint of
p,;p(t) can be articulated as

Pip(t) =axp;p(t) =[A]lp;p(t), P;p(0) =p;g,

which is a linear differential equation of the form (A.10), hence its solution is3*

Pip(t) = exp([Al)p;p, —5 pip(v) = exp([Al)p;p,

34Note that, in this context, time ¢ is equivalent to the angle of revolution ¢.
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and can be expanded to the form

Alp)? Alp)3 Alp)4
e R
where if we utilize [A]3 = —[A], [A]4 = — [,4]27 etc., we obtain
3 5 2 4 6
L b ' ) P
exp([U]p) = I + (s@— 3 +5!—---> [A] + (2!_4!+6!_...> (A2
Maclaruin series for sin ¢ “Maclaruin series” for 1 — cos ¢

= I; +sing[A] + (1 — cos ) [A]” = Ry;(a, p) € SO(3),

known as the Rodrigues formula for rotations.®® When expressed in component
form, one gets the expression

rij = 0ij + (1 — cos p)a;a; — sin pe;jpax,

ie., Eq. (A.2), where §;; is the Kronecker delta and €;;;, is the Levi-Civita symbol
as discussed previously.*® [12, 19]

A.2.3 Cayley-Rodrigues Representation

The Cayley-Rodrigues parameters can be directly obtained from the exponential
coordinate representation on SO(3), i.e., given said representation in the form
R;;(a,¢) = exp([A]p), the parameters read [12]

C = atan(p/2) = [cl o c;;}T € R®.

Given a Cayley-Rodrigues representation C, the rotation matrix corresponding
to this rotation can be obtained using

(1-(C,C))Is+2(C,C) +2][C]

R;(C) = 1+ (C,C) ’

where [C] € R3*3 is a skew-symmetric matrix derived from the Cayley-Rodrigues
representation (more precisely from its components ¢q, co, ¢3). [12]
On the other hand, the inverse solution reads

R; - R},

=1z tr(Ry;)

tr(Ry;) # —1,

for a generic rotation matrix R;; € SO(3) of the form (1.3). [12]

35We have already used this formula prior to its derivation [see Eq. (A.3)].
36For formal definitions of the Kronecker delta and the Levi-Civita symbol, see p. 157.
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At last, let us discuss the computation of the product of two Cayley-Rodrigues
representations C, C*, which correspond to rotation matrices R;;, R;;, respec-
tively. The appeal of the Cayley-Rodrigues representation primarily lies in how
straightforwardly the product can be obtained. It reads

¢'=cer =

C+C +(CxC) ., T s
(.07 :[cl c) cg] e R,

where, in cases when (C,C*) = 1, an alternative formula is necessary. Define
C

vy=———¢cR’ || =sin(p/2),
1+(C,C)

in order to express the rotation matrix in the form

Rij=I;+2\/1— (v,7) [[+2[I),

where [I'] € R3*3 is a skew-symmetric matrix derived from the components of ~.
Utilizing ~, the product of C and C* is expressed as

Y =1 =) VL= () + (v x ) e R,

with the direction of 4’ being coincident with that of C’. [12]



B

Iterative Inverse Kinematics

In in many cases, the inverse kinematics problem does not have a closed-form
solution, especially for complex robotic systems with multiple degrees of freedom.
To achieve the desired pose of the end-effector, engineers often result to iterative
methods, which provide an efficient approach to approximate the solution.

Within the framework of iterative inverse kinematics, the algorithm continually
adjusts the joint parameters to minimize the disparity between the desired and
current robot poses. This iterative refinement process typically entails gradually
refining the joint angles until the error falls below a specified threshold or until
a predetermined number of iterations is reached. Despite their computational
overhead, iterative methods offer adaptability and resilience, making them suitable
for real-time applications and dynamic environments. This Appendix is intended
to present common iterative inverse kinematics (IIK) methods as a complement
to the content discussed in Section 1.3.2 (Chapter 1).

B.1 Jacobian-Based Inverse Kinematics

Jacobian-based methods leverage the concept of the Jacobian matrix, which
was introduced earlier to close out open-chain kinematics. It encapsulates the
relationship between changes in joint variables and corresponding changes in the
position and orientation of the tool center point, serving as a mathematical bridge
and enabling the translation of desired tool center point poses into adjustments in
joint angles. Despite their effectiveness, Jacobian-based methods may encounter
challenges such as singularities or local minima, which require careful consideration
and mitigation strategies. Nevertheless, their versatility and efficiency make them
indispensable tools in robotics for achieving accurate motion.
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B.1.1 Analytical Jacobian

Subsection 1.3.3 introduced one of two possible forms of the Jacobian matrix,
i.e., the geometric Jacobian J,(¢) € R5*7  mapping the tool center point linear
and angular velocities to the joint coordinates of a Z-degree-of-freedom arm.
A different form to obtain such mapping is to compute the analytical Jacobian
J.(p) € R™? by simply differentiating the forward kinematics solution.

The contribution from linear velocity is computed in similar fashion to (1.24),

. ) Op p) . , .
Prrcp(p, @) = ”af;()so = Jy(p)p,

whilst the contribution from angular velocity is simply

. )
brovle, ) = 221 1),

however the computation of dprep()/dp is not always effortless since the
function ¢rcp(g) is not generally available directly but requires computation
from the corresponding rotation matrix. [12, 15, 29

The analytical Jacobian is, similarly to (1.21), given by the mapping

e, @) = [Prrce(0. @) repn(0.0)] = Jul@),

ie.,

J (o) € R3*? g
Ja(‘P) = [JZEZZ% e RP’X‘@] € Rﬁxj’

but is not the same as the geometric Jacobian as generally wircp # d’TCP- [15]

To find a correlation between g},’)TCP and wircp, let us consider a set of Euler
XY7Z angles. In order to obtain this transformation, we need to account for
contributions of each of the rotational velocities to the angular velocity with
respect to the global coordinate system, i.e.:

Yaw. The first rotation (Yaw) contributes to wyrcp by ¥[1 0 0],
Pitch. The second rotation (Pitch) contributes to wircp by B0 —s, ¢]T,

Roll. The third rotation (Roll) contributes to wircp by ¢fcsg —sgs, ¢, |7

Upon computing all contributions from rotational velocities to the angular velocity,
wircp can be related to ¢pcp by the expression

witcp(@, ) = 211cp(Prop) Prop,
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where, in the case of the Euler XYZ angles,

1 0 cos 3
$211cp(Prep) = |0 —siny —sinfFsiny| € R,
0 cosvy cos y

is nonsingular for all siny # 0 and tan § # tan~y. [15, 19, 29|
Provided the transformation £2yrcp(¢rep) to be known, we are able to com-
pute the geometric Jacobian from the analytical Jacobian as

I O3

vrce(p, p) = sym. $21rcp(@drop

) 6(907 QO) = L(¢TCP)é(SO7 90)7
yielding

Jy(@) = Ya(Prop) Jalp),
where O3 € R3*3 denotes the null matriz. [15, 27, 29]

Remark B.1. The geometric and analytical Jacobians are distinct representations
of the motion of the tool center point within robotic systems. While the geometric
Jacobian relates the velocity of the TCP coordinate system in the space of joint
coordinates (configuration space), the analytical Jacobian pertains to the robot’s
operational space. This operational space denotes the domain within which the
TCP operates, prioritizing a task-centric portrayal of the robot’s motion. It
focuses on delineating the precise spatial configurations and procedures employed
by the tool center point to accomplish its designated tasks. [12, 15] o

B.1.2 Jacobian (Pseudo-)Inverse ITK

Suppose we have the mapping (1.21). Then, the joint velocities can by obtained
by inversion of the geometric Jacobian, i.e.,

@ = J, (PIvrce (e, @), (B.1)

provided J,(¢) is square and has full rank. Moreover, suppose we are provided
with an initial condition ¢(0) = ¢,. By these measures, we can obtain the joint
positions by integrating (B.1) over time, i.e.,

o(t) = [ @(@)dw+ @,

and by resorting to time discretization with step size At. The simplest numerical
technique we can employ is the Euler integration method, which reads

P(trr1) = @(tn) + p(tr)At,
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ultimately resulting in

P(trs1) = @(te) + I [ (te) e () At,

where t11 =t + At for all k € Ny. [15, 51, 56, 57, 58]

Figure B.1 Asymptotically stable two-variable system.

Let ercp(p) € RS denote the operational space error vector between the
desired and current tool center point poses, denoted € € R® and €.(¢) € RS,
respectively. Mathematically, we can express such vector as

erce(p) = € — €(p). (B.2)
Differentiating both sides of (B.2) with respect to time yields
érce(p, ) = € — E(p, P), (B.3)
which can be rewritten to the form
ércr(p, @) =€ — Ju(p)p, (B.4)

giving us the rate at which this error changes in time. Assuming J,(¢) is square
and has full rank, i.e., is nonsingular, choosing

¢ =J, (p)e + Eerce(p)] (B.5)
leads to an equivalent linear system
ércp(p, @) + Eerce(p) = O, (B.6)

wherein, if E is positive definite, i.e., is symmetric and all its eigenvalues \ are
strictly positive, (B.6) is asymptotically stable (Fig. B.1).3” The error tends toward

3TFor deeper understanding of (nonlinear) dynamical systems and chaos theory, the author
encourages readers to refer to works such as [39], [44], or [59].
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zero with a convergence rate determined by the eigenvalues of E. Specifically,
with larger eigenvalues corresponding to faster convergence. [15, 19, 32, 51]

€
_I_
. ir@ ercp(p) B :®+ I () @ / o

—_
S
~—
Q
W

Forward kinematics

Figure B.2 Jacobian inverse IIK algorithm. Figure adapted from [15].

If J () does not exist, either because the analytic Jacobian is rectangular
or rank deficient, (B.5) is unusable. The rectangularity of the Jacobian may stem
from the manipulator being kinematically redundant, i.e., 2 > 6 and thereby
there exists (2 — 6) redundant degrees of freedom, equivalently expressed as
the manipulator being (% — 6)-times redundant. In such instances, it becomes
necessary to resort to the expression

¢ = Ji(p)[e + Eerce(9)] + Iz — I} (@) Ju(9)]9",
instead of (B.5), where

) = T (@) Ju(p) ] (@) F € R77C

is termed the Moore-Penrose right pseudo-inverse of J,(¢) € R%*7 and ¢* € R
is a vector of arbitrary joint velocities. [15]

B.1.3 Jacobian Transpose 11K

Developing a computationally simpler algorithm than the Jacobian inverse ap-
proach entails deriving the relationship between ¢ and etcp(¢) while maintaining
error convergence to zero and avoiding the need for linearization of (B.4). Find-
ing such relationship necessitates a brief exploration in stability theory as it is
established using the Lyapunov direct method. [15]

Lyapunov Direct Method. An intuitive approach to define stability involves
associating an energy-based description with an autonomous system, if possible.
Under this framework, if the rate of change of this energy is negative for each
system state except the equilibrium state, then the energy decreases along any
system trajectory until it reaches its minimum at the equilibrium state. [15]
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In our case, this equilibrium state is at ercp(¢) = 0g, i.e., when the error
between the desired and current TCP poses is zero. A scalar function .Z(ercp)
is a Lyapunov function if it satisfies the following properties:

ercp) and Z(ercp) are continuous.

(i)
(i)

Z(ercp)
Z(ercp) is positive definite, i.e., Z(ercp) > 0, for all ercp(p) # 06, whereas
Z(ercp) = 0 at the equilibrium state ercp(@) = 0.
A

ercp) is negative definite, i.e., g(eTcp) < 0, for all ercp(¢p) # 0.

(ii)

(iv) As |lercp(e)|| — +o00, Z(ercp) — +00.

The existence of such function guarantees global asymptotic stability. In the
case where & (ercp) is only negative semi-definite, i.e., £ (ercp) < 0, global
asymptotic stability is ensured if and only if < (ercp) = 0 exclusively along the
equilibrium trajectory ercp(e) = 0. [15, 39, 59, 60]

+ _ercp(p)

€ Y E ) 2 / @

—
S
~—
Q
W

Forward kinematics

Figure B.3 Jacobian transpose IIK algorithm. Figure adapted from [15].

The Lyapunov function candidate for determining ¢(etcp) is

1
Z(ercp) = 58%CP(90)E6TCP<90)7

where E is positive definite. Differentiating with respect to time yields

1

g(eTCP) =3

5 [égcp(% @)Eercp(p) + e%cp(¢)EéTcp(¢, go)} )

Moreover, since FE is a constant matrix, we can write
; 1 . . . :
ZL(exce) = ; |eter () E"ercr(e, @) + etop(@) Bercr(e, @) |
which can be further simplified to the form

Z(erce) = excp(p)Eerce(p, p)
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as E is symmetric. Accounting for (B.3) and (B.4), we get

ZL(ercr) = etep(p)Ee — etop(p) ET ()@,

and finally, choosing
¢ = J, (p)Eercr(y),

results in the expression

v?(eTCP) = G%CP(CP)E‘;: - e%cp(SO)EJa(‘P>JE(90>EeTCP(90)a (B.7)

which is negative definite for a constant reference, i.e., € = 0g, and under the
assumption of J,(¢) being full rank. Since .Z(ercp) is originally positive definite,
the system is asymptotically stable and the error between the desired and current
poses of the tool center point converges to zero. On the other hand, (B.7) is only
negative semi-definite in cases when

ker[J, ()] # 0,

where ker[J! (¢)] is the kernel of the analytical Jacobian, i.e., the subspace of
joint velocities that do not generate any tool center point velocity in the current
manipulator configuration, and () denotes the empty set. In such scenarios, the
algorithm may encounter a standstill at ¢ = 0; with etcp() # 0. However,
it can be shown this circumstance occurs exclusively when the designated TCP
pose cannot be reached from the current configuration. [15, 26, 29, 32]

B.2 Gradient-Based Inverse Kinematics

Gradient-based methods are optimization techniques that hinge on the gradient,
or the first derivative, of an objective function relative to the variables targeted for
optimization. These techniques progressively adjust these variables in a manner
that diminishes or enhances the objective function, guided by the gradient’s
direction. By computing the gradient of the discrepancy between the desired
and current tool center point poses concerning the joint angles, these methods
iteratively refine the joint angles until they converge to a solution.

B.2.1 First-Order Newton Method IIK

Let f(¢) : R7 — RC be a differentiable forward kinematics solution of the form
(1.13’), mapping the current joint coordinates vector ¢ € R’ to the tool center
point configuration vector €(¢,) € RS. Define h(p) : R — RS as

h(p) =e— f(p) R’ = R,
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in terms of the desired TCP configuration € € R®, and solve for
h(p) =¢e— f(p) = 0,
such that ¢ € R’ becomes the solution ¢ € R”’. This is analogous to
erce(p) = € — () = O,

i.e., minimizing (or nulling) the error between the desired and current poses of
the tool center point, € € R and e.(¢) € R, respectively. [12, 29]

erce(¢.) Ja()

/ J,  (wo)ercr (o)

etcp(¥o)

Figure B.4 First-order Newton method. Figure adapted from [12].

Starting with an initial guess ¢, € R”7, the desired configuration of the tool
center point can be expressed using the Taylor expansion, i.e.,

e = ec(p) = €clp) + Jalepo)(p — o) + -+,

which can be rewritten to the form

e = €.(pg) + Ja(o) Ay + - -,

and by electing to terminate the Taylor expansion at its initial order, we can
approximate the new solution as

01 =Py + Ay =@y + I, (pg)ercr (@),

or more generally, any following solution can be computed using

Pri1 = Pt Ja_l(‘Pk)eTCP(SOk)y V k € Ny,

an expression termed the first-order Newton method, or the Newton-Raphson
method for solving a system of nonlinear equations. This formula works only
under the assumption that J, (¢,) exists. If not, one has to again resort to the
Moore-Penrose pseudo-inverse of the analytical Jacobian. [12, 15, 27, 29|
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Remark B.2. The convergence of the Newton method is heavily dependent on
the initial guess ¢, € R”. As the initial guess moves farther from the solution, the
slope of the error function ultimately diverges from the solution. As an example,
if we were to choose an initial guess in the “second quadrant” in Fig. B.4, the
slope at this initial guess would steer far left, never reaching the solution. o

Remark B.3. If there exist multiple solutions to the inverse kinematics problem,
the Newton method tends to find the one closer to the initial guess ¢, € R7. ©

Remark B.4. The initial idea of the Newton method’s first order can be broad-
ened to include higher-order Taylor expansions. This extension has the potential
to hasten convergence by leveraging additional insights into the error function.
However, calculating higher-order derivatives and inverting associated matri-
ces can frequently incur significant computational costs or become infeasible
in extreme scenarios. In such instances, engineers turn to alternatives, such as
the quasi-Newton methods, which offer approximations of these higher-order
derivatives matrices without the need for their explicit computation. [61, 62] ¢

B.3 MATLAB’s Optimization Toolbox

In addition to already mentioned methods, MathWorks provides their Optimiza-
tion Toolbox for MATLAB, which can be utilised to solve for ¢ € R7. The toolbox
includes a large number of functions, each to be used in a specific case, some of
which shall be briefly covered in the following text. However, for comprehensive
insight into these functions and their use cases, consider referencing [35, 63].

1sgnonlin. The 1sqnonlin function can be used to solve for ¢ € RS in cases
when the inverse kinematics problem can be formulated as a least-squares problem,
e.g., minimising the error between the desired and current TCP poses. [63]

1lsqcurvefit. The 1sqcurvefit function is used for fitting curves to data. In
the context of the inverse kinematics problem, if one has a forward kinematics
model of the system, the 1sqcurvefit function tries to fit this forward kinematics
model to the provided data, i.e., the desired pose of the TCP. [63]

Naturally, the functionality of MATLAB’s Optimization Toolbox extends
beyond this short showcase and can be used in various different fields. The
showcase of the 1sgnonlin and lsqcurvefit serves merely as an illustrative
example to underscore the large amount of options for numerical solution of the
inverse kinematics problem, depending on the way we choose to describe it.
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