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Abstrakt

Práce se zabývá problémem zpracováńı SELEX experiment̊u pomoćı hlu-
bokého učeńı. Součást́ı práce je užit́ı dopředné neuronové śıtě, konvolučńı
neuronové śıtě, obousměrné dlouhé krátkodobé paměti a metody náhodného
lesu pomoćı programovaćıho jazyku Python a porovnáńı jejich schopnosti
predikovat výsledky SELEX experiment̊u. Práce rozšǐruje předchoźı výzkum
schopnosti vázáńı aptamér̊u na protein trombin pomoćı Restricted Boltzmann
Machines a nab́ıźı v́ıce př́ıstup̊u ke zpracováńı tohoto problému. Odhady vy-
braných model̊u dosáhly vysoké přesnosti na souboru dat prezentovaném v
předchoźım výzkumu. Při testováńı na dodatečně vytvořených datech měly
modely pot́ıže s predikćı schopnosti aptamer̊u se vázat, a proto byly považovány
za nedostatečné pro využit́ı v medićıně. Výsledky jednotlivých model̊u a př́ıstup̊u
jsou porovnány. Ze všech algoritmů ukázaly nejlepš́ı úspěšnost alogitmy Rest-
ricted Boltzmann Machines a následně Random Forests.

Kĺıčová slova SELEX, odhad pevnosti vázáńı aptamer̊u, neuronové śıtě,
analýza dat, hluboké učeńı, Restricted Boltzmann Machine, náhodné lesy,
Python
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Abstract

This thesis addresses the problem of processing SELEX experiments using
deep learning. The work includes employing a Feed-Forward Neural Network,
a Convolutional Neural Network, a Bidirectional Long Short-Term Memory,
and a Random Forest using the Python programming language and comparing
their ability to predict the results of SELEX experiments. The thesis expands
on previous research on aptamers’ binding ability using Restricted Boltzmann
Machines and offers multiple approaches to handling this problem. The se-
lected models’ predictions achieved a high accuracy on a dataset presented in
previous research. When tested on additionally generated data, the models
had difficulty differentiating between binders and non-binders and, therefore,
were concluded as insufficient for use in the medical field. The results of indi-
vidual models and approaches are compared. Of all the algorithms, the best
performance showed the Restricted Boltzmann Machines followed by Random
Forests.

Keywords SELEX, binding strength prediction of aptamers, deep neural
networks, data analysis, deep learning, Restricted Boltzmann Machine, Ran-
dom forests, Python
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Introduction

As Zhou and Rossi in [1] note, the “magic bullet” method was developed for
cancer therapy more than a hundred years ago, in which the ideal therapeutic
agent targets a specific tumor cell and kills it. Since then, the main goal
has been to find specific molecular defects causing a patient’s health issues to
implement “targeted therapy”. Even though modern medicine can treat cancer
to a certain extent, the disease remains, to this day, one of many challenges
requiring the development of new therapies. Unfortunately, most therapeutic
practices typically lack precise targeting of disease sites. Therefore, many side
effects occur as even healthy tissue is exposed to the treatment. With targeted
therapy, the drugs could be localized to disease sites, achieving more effective
treatment and the patient’s faster recovery.

The problem of target therapy, according to Gioacchino et al. [2], requires
a method for selecting the target binders called the Systematic Evolution
of Ligands by Exponential Enrichment (SELEX). This method uses short
oligonucleotides, known as aptamers, to test their binding abilities to the
given target molecule.

As the knowledge of aptamers binding ability is not only useful when it
comes to cancer, but also as [3] states, the prediction of binding affinity is
also a key issue in drug discovery. Drug development – from development
through approval to the drug’s launch on the market – takes, on average,
about 12 years. As the length of the process increases, so does the price once
the drug enters the market. Hence, predictions of certain accuracy could be
crucial in the development stage, as they could reduce the number of wet-lab1

experiments, thus leading to more time and cost-efficient drug production.
A research paper [2] from 2022 called “Generative and interpretable ma-

chine learning for aptamer design and analysis of in vitro sequence selection”
attempted to solve this issue by using machine learning algorithms on a dataset
from [5, 6]. The Restricted Boltzmann Machines (RBM) were used on data

1The term wet-lab represents the analysis and testing of physical samples of chemicals,
liquids, or biological samples such as drugs and fluids [4].
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Introduction

collected from SELEX experiments (the same dataset is used in this thesis) to
find the variables that make an aptamer a binder to the selected protein tar-
get. In addition, two models were presented. One took into account sequence
occurrence to identify the best binders. The second only considered unique
molecule sequences.

The authors of [2] also state that certain supervised learning models were
employed but did not achieve sufficient accuracy when run on the test set.
It also claims that the low results were produced as the dataset contained
only positive examples of aptamers that survived each cycle of SELEX. It
thus concludes that this problem is too challenging for commonly supervised
learning approaches.

We intended to test this hypothesis and attempt to solve this issue by
applying multiple supervised learning approaches and comparing their abilities
to deal with the problem.

Objectives

The aims of this thesis are as follows:

• get familiar with the SELEX experiment and with the provided experi-
mental data from its several rounds;

• preprocess the provided data so they can be used for training of neural
networks in a supervised manner;

• research and select two suitable architectures of deep neural networks
that could be used to predict the binding strength between rounds of
the experiment;

• train and evaluate the selected architectures on the provided data;

• compare the results with other possible learning approaches and discuss
their consistency with recent RBM results.

Our main focus will be binary classification of aptamers binding ability
using Feed-Forward, Convolution, and Bidirectional Long Short-Term Mem-
ory neural networks. In addition, we will employ Random Forests to offer an
alternative to Artificial Neural Network models. The results of all models will
be compared to RBM results created in paper [2].

2



Overview

Overview

This thesis consists of two parts, one dedicated to the theoretical background
and the second to the practical part of our research. The first chapter will
detail the SELEX experiment and describe the steps taken to collect our
dataset. As well as that, in this chapter, we will provide an overview of the
algorithms selected for this research.

The second chapter will be dedicated to the practical section of our re-
search. Here, we will look in detail at the dataset used. As well as that, we
will describe the necessary changes we have made to the original dataset. We
will introduce several possible approaches to handling this problem, test them
using the selected algorithms, and describe which approach was the most ef-
fective. The results of all algorithms, including RBM, will be discussed and
compared to determine which is the best at predicting aptamers’ binding abil-
ity.

3





Chapter 1
Theoretical Background

In this section, we will look at the theoretical background of the SELEX
procedure and explain the retrieval of the dataset used in this thesis. We will
introduce the algorithm called Restricted Boltzmann Machines and present
our selected algorithms for handling the task. The models we have chosen for
this problem include the Feed-Forward Neural Network, Convolution Neural
Network, and Bidirectional Long Short-Term Memory Neural Network. To
give an alternative to deep learning algorithms, we will also introduce the
Random Forest.

1.1 Systematic Evolution of Ligands by
Exponential Enrichment

Systematic Evolution of Ligands by Exponential Enrichment is a procedure
introduced by Tuerk and Gold, see [7] for more detain, in which multiple
oligonucleotides2, known as aptamers. These aptamers compete with one
another to bind with a target protein (cells, tissues, and viruses) over numerous
rounds. The following text is a summary selected from [2].

The SELEX process, in this case, used to obtain aptamers that bind to
thrombin3, as can be seen in Fig. 1.1 consists of the following steps:

1. Initial library: The initial library consists of a pool containing DNA
aptamers;

2. Incubation with target: The pool is combined with the target, and ap-
tamers compete to bind to thrombin;

2Oligonucleotides are short polymers of building blocks made of DNA or RNA and
consist of a nucleotide or base [8]. Polymer is any substance of natural or synthetic class
comprising large molecules [9].

3Thrombin is a molecule that stimulates the growth of tumor cells [10].
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1. Theoretical Background

Figure 1.1: Systematic Evolution of Ligands by Exponential Enrichment pro-
cess diagram [11].

3. Unbound sequences: All the sequences that have not bonded or have
bonded too weakly are washed away, so only a pool of strong binders
remains;

4. Bound sequences: Created bonds between aptamers and the target are
dissociated using heat, and left aptamers are sequenced;

5. Amplification: The polymerase chain reaction (PCR) creates multiple
copies of the remaining sequences, serving as a new library for the next
SELEX cycle.

This way, only the strongest binders are obtained after multiple rounds of
binding and washing away weak binders. Typical SELEX protocols state that
the number of counts in the final round of a sequence is closely related to their
fitness, and the ones with the highest counts are considered the best binders.

The advantage of using aptamers is that they can be generated through
fairly cheap chemical synthesis and be easily modified.

1.2 Restricted Boltzmann Machines

As noted by Goodfellow et al. in [12], RBMs are probabilistic neural net-
work models serving as building blocks for other deep-learning models. These

6



1.2. Restricted Boltzmann Machines

graphs contain a layer of visible variables and a layer of latent variables. These
two layers are connected through their units. These connections are undi-
rected, and there may not be any intra-layer connections between the units,
as shown in Fig. 1.2. A general Boltzmann Machine can have connections be-
tween two units of the same layer. Thus, the Boltzmann Machine model, which
does not allow arbitrary connections between units, is called “restricted”. The
following overview summarises [12] and [13].

The RBMs have been widely used in fields such as dimensionality reduc-
tion, classification, pattern recognition, etc. One of the advantages of using
these models is that they can be stacked together to create more complex
models.

Figure 1.2: Restricted Boltzmann Machines model diagram [13].

Let v = (v1, ..., vn) be a vector of n random binary values of the visible
observed layer and h = (h1, ..., hm) be the vector of m random binary values
of the hidden layer. As the Restricted Boltzmann Machine algorithm is an
energy-based model 4, its joint probability distribution is shown below:

4Many undirected models depend on the assumption that ∀x, p(x) > 0. To invoke this
attribute, energy-based models can be used where p(x) = exp(−E(x)). As the result of
an exponential function is always positive, the developers have the freedom to choose the
energy function. [12]

7



1. Theoretical Background

P (v = v, h = h) = 1
Z

exp(−E(v, h)) (1.1)

As we can see from Eq. (1.1), the probability distribution is calculated
through an energy function E and the normalizing constant of Z, also known
as the partition function, described as follows:

Z =
∑

v

∑
h

exp{−E(v, h)}. (1.2)

The connections between the visible and the hidden layer units are de-
scribed by the weight matrix W ∈ Rn,m where connection strength between
vi, i ∈ {1, .., n} and hj , j ∈ {1, .., m} units is represented by a point wij in the
weight matrix. As well as that, bias vectors b and c are applied to visible and
hidden layer units. The energy is calculated through the following equation:

E(v, h) = −b⊺v − c⊺h − v⊺Wh. (1.3)

1.2.1 Training

Gioacchino et al. [2] utilized the RBM to learn the probability distributions
over aptamers collected from multiple SELEX cycles. Former research regard-
ing the analysis of aptamers assigned a probability of p(s, h) to a system state,
where s represented a vector of visible units given by single nucleotides along
an aptamer sequence and a vector h represented the hidden units’ configu-
ration. From these visible configurations, hidden units were made to extract
hidden factors of variation.

The training process of RBM involved finding parameters that would en-
sure maximization of the log-likelihood of the observed data. The likelihood
of a single sequence s given by marginalization of all possible hidden unit
configurations as indicated below:

p(s) =
∫

p(s, h)dh. (1.4)

Likelihood of all sequences from a single cycle is then added to give the
final log-likelihood as shown below:

L =
∑

s∈round r

log p(s). (1.5)

1.3 Our Approach

We chose to utilize multiple machine learning (ML) models and compare their
results to determine the best model for this problem. The models we tried
were Feed-Forward Neural Networks (FFNN), Convolution Neural Networks

8



1.3. Our Approach

(CNN), and Random Forests (RF). As we further wanted to experiment with
more complex neural networks, we additionally implemented Bidirectional
Long Short-Term Memory Neural Networks (LSTM).

All chosen Artificial Neural Network models (ANN) were utilized via Py-
Torch5 and trained over 100 epochs with early stopping after an increase in
the average validation loss from the overall reached minimum for 10 consecu-
tive epochs to prevent overfitting. After stopping, the ANN models reverted
to the weights of the stage with the lowest average validation loss. All ANN
models used the Cross-Entropy loss function for learning.

Even though the training loss continuously decreases, at some point, the
validation loss begins to slowly rise. That is where overfitting occurs [12].
As we assume that the lower the validation loss, the lower the test loss, we
need to minimise the validation loss. We achieve this by reverting the model’s
parameters back to the state of the lowest reached validation loss. If the
model continued to learn even after the validation loss increases over multiple
epochs, and we would not revert the model back to its optimum state, we’d
reach a model that would not perform on the test data as well as it could.

1.3.1 Feed-Forward Neural Network

In this section, we briefly introduce the Feed-Forward Neural Network from [14]
as the basic knowledge of ANNs is assumed. The FFNN comprises multiple
layers, where an output of one layer serves as an input for the following layer,
and all output units interact with all input units. There are weighted connec-
tions between the neurons of different layers. The neural network does not
allow intra-layer connections. All layers, apart from the input and the output
layers, are called hidden layers, as found in Fig. 1.3. An increase in the num-
ber of layers can improve the model’s flexibility but also cause overfitting and
slow down the learning process [12].

1.3.2 Convolution Neural Network

The CNNs use convolution to find higher-order features in the data. They
are most valuable when the input values are related spatially, with an N-
dimensional grid-like topology, and contain a specific set of repeating patterns.
This gives them an advantage over FFNNs, as FFNNs can only take in one-
dimensional data and are not well scalable. With CNNs, we have the option
of arranging the neurons in a multi-dimensional structure to work with all
features of the data. [12, 16]

CNN is a special neural network that uses convolution in at least one of
its layers, as seen in Fig. 1.4.

The authors of [12] note that if a CNN has a kernel size smaller than its
input data, the CNN is said to have sparse interactions. This differs from the

5https://pytorch.org/docs/stable/optim.html
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1. Theoretical Background

Figure 1.3: Feed-Forward Neural Network structure [15].

Figure 1.4: Convolution Neural Network structure [17].

FFNNs, as in a FFNN model, all input units interact with all output units.
In a CNN model, the output unit is connected only to the number of input
units of the kernel size. Therefore, the CNN can detect even small features in
the data. As a result, the model improves its statistical efficiency.

A CNN runs in the following stages. Firstly, a layer completes a set of
convolutions run in parallel. This action results in a set of linear activations.
Secondly, these linear activations are run through a nonlinear activation func-
tion. Lastly, a pooling function is applied to the output and to modify it to

10



1.3. Our Approach

its summary statistic. [12]

1.3.3 Bidirectional Long Short-Term Memory

Hochreiter and Schmidhuber created the Long Short-Term Memory in [18].
Its creation was motivated by the RNN’s backpropagation error, which can
blow up or vanish exponentially. An LSTM layer consists of memory blocks
that are recurrently connected. Each of these memory blocks contains one or
more recurrently connected memory cells, as well as multiplicative units called
input, output, and forget gates.

The LSTM neural networks, as described by Goodfellow et al. in [12],
are a type of gated RNNs, which, compared to general RNNs, can alter the
connection weights that can change at each time step instead of using manually
chosen constants. As well as that, gated RNNs can accumulate information
over a long duration. Instead of manually choosing when the neural network
should forget the old state of said information, the gated RNNs learn and
manage this themselves. The diagram of the LSTM structure can be seen in
Fig. 1.5.

The following summary is based on [19] explanation of the LSTM. Each
connecting line carries an entire vector from the output of a node to the input
of the next. The boxes coloured in yellow represent learned neural network
layers, and pink circles show mathematical operations such as addition or
multiplication. Moreover, the image shows lines merging and forking. When
two lines are merged, the vectors they carry get concatenated, and when
forked, copies of the carried vector are made and passed to all directions of
the line. The cell state is the key component of the LSTM. In this diagram, it
is represented by the horizontal line passing through the top of the cell. Each
LSTM cell can alter the cell state by adding or removing information from it.
Gates control these processes.

For the LSTM to calculate which information to alter, input, or forget,
the model uses Wf , Wi, WC weight matrices. Furthermore, it uses the bias
vectors of bf , bi, bC to add to the calculation.[18]

The LSTM executes the following steps. Firstly, the LSTM has to decide
how much of the previously learned information it wants to keep. This is
done through the forget gate – a sigmoid layer – which makes the decision
depending on the previous hidden state ht−1 vector and the new input of the
cell xt. The operations made to create an output of the forget gate can be
seen in the following equation:

f t = σ(Wf · [ht−1, xt] + bf ). (1.6)

Secondly, the cell has to decide what information it wants to add to the
cell state, represented as Ct−1 vector from the previous cell and the newly
created cell state vector of Ct. As shown in Fig. 1.5, adding new information

11



1. Theoretical Background

to the cell state is calculated through two operations. The initial calculation
describes which values of the previous cell state should be added to and is as
follows:

it = σ(Wi · [ht−1, xt] + bi). (1.7)

As well as that, the cell creates a new vector of values, which could be
potentially added to the cell state. This is created through an equation shown
below:

C̃t = tanh(WC · [ht−1, xt] + bC). (1.8)

The outputs of the two calculations are combined to be added to the cell
state. The following operations describe the combining of the outputs of the
explored gates:

Ct = f t · Ct−1 + it · C̃t. (1.9)

The final edit the cell makes is done to the hidden state, where a sigmoid
layer created a ot vector using the following equation, ot = σ(Wo[ht−1, xt] +
bo) and combines it with the tanh of the cell state. The result is then outputted
and is shown below:

ht = ot · tanh(Ct). (1.10)

The three gates use a sigmoid activation function, as shown in Fig. 1.5.
As its outputs lie between 0 and 1, the function output can be interpreted as
turning off the information flow when the value is 0 and allowing the full flow
of information when the value is 1 [20].

The bidirectional LSTM (BiLSTM) neural network structure can be found
in Fig. 1.6. As mentioned in [22], the BiLSTM processes the data in both
directions, the forward and the backwards, allowing the model to process both
past and future context. BiLSTM can process both directions simultaneously.
Both directions have a separate hidden layer, which is fed to the same output
layer [23].

As the input data is passed to LSTM layers, the hidden states and the cell
states get updated in the same manner as for a single LSTM cell, as stated
by [22]. The process of the backward pass works similarly to the forward pass,
with the difference in the input sequence being fed to the model in reverse
order. At each time step, the hidden states from both layers get combined.

1.3.4 Random Forest

The Random Forest algorithm is used as an alternative to the ANN ap-
proaches. The RF model [25] comprises many decision trees independent
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1.3. Our Approach

Figure 1.5: Long Short-Term Memory structure [21].

Figure 1.6: Bidirectional Long Short-Term Memory [24].
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1. Theoretical Background

of one another. In the case of a classification problem, the majority vote of
all decision trees is the final output. In contrast, in the case of regression,
the individual outputs of the decision trees are averaged to create the final
output.

As explained in [26], from a training dataset D, the model creates n
datasets D1, ..., Dn of the same size using Bootstrap (selection with repeti-
tion). A tree is created and trained on each newly created dataset. The RF
model consists of created trees T1, ..., Tn. Each data point is then run through
each tree in the forest for testing. The result is created by a majority vote of
outputs from all trees. This process can be seen in Fig. 1.7.

Figure 1.7: Random Forest model [27].
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Chapter 2
Experiments

In this section, we will look in detail at the dataset presented by the previous
study [2] and discuss the changes we have made to better work with the data.
In addition, we will analyze the results we’ve achieved and explain the process
of achieving them.

2.1 Dataset

Previously in studies [2, 5], a pool of 1015 unique DNA nanostructures of
the same length was exposed to the target thrombin protein. Sequences that
have not bonded or bonded weakly were washed away, so only the binders
remained in the pool. The washing intensified as the rounds progressed, so
only the strongest binders were left. The process of SELEX was repeated
eight times, and only in the 5th cycle did the sequencing begin.

The dataset used for our research comprised four rounds (rounds 5 to
8) of SELEX. Each data file contained molecules that survived the washing
procedure of SELEX from a specific cycle and the number of its occurrences.

A sample taken from each cycle captured a different number of sequences.
In round 5, 891 959 sequences bonded, of which 891 914 were unique. After
round 6, 735 974 unique out of 736 436 sequences were recorded. In round 7,
the number of sequences increased to 750 926, of which 744 597 were unique,
and in round 8, the number of bonded molecules decreased to 725 431 with
719 413 unique sequences.

Each recorded molecule was described as a sequence of 40 nucleotides with
four base types (A, C, G, and T). An example of data from a single cycle is
shown in Table 2.1. First, a unique sequence name was recorded, followed by
the sequence’s occurrence and the aptamer on the following line.
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>seq0-2
AGGGTTGGGGAGGGTGGAGACGTTCGGTTGGGGGGGCGGA
>seq1-2
GGGGTTGGTGTGGGTGGATATAGCCCCGCTGTAAGCAAAC
>seq2-2
AGCAGCCAGCACGGTGAGGTCAGTGGGTGGTGAGGTTGGG
>seq3-2
GATGGTTGGGAGGATTGGTTCCACGGTAGTTTACGTGTAC

Table 2.1: Initial data example

2.1.1 Statistics

We inspected all datasets for duplicates to determine how to work with our
data to achieve the highest accuracy. None of the provided datasets contained
any duplicates. Across all the datasets, we worked with 3 081 855 unique
sequences.

We then experimented with molecule occurrences across different rounds,
firstly checking the consecutive rounds. Rounds 5 and 6 record 137 common
sequences, 891 777 did not survive the latter round, and 735 837 sequences
appeared in round 6 without being present in round 5.

As shown in Table 2.2, precisely 1822 sequences appeared in both rounds
6 and 7. 734 152 molecules were present in round 6 but were not recorded in
round 7, and 742 775 molecules appeared in round 7 without being a part of
the round 6 data.

From rounds 7 to 8, precisely 712 536 new sequences appeared, and 737 720
sequences disappeared to the next round. 6 877 sequences were present in both
cycles.

105 sequences appeared only in rounds 5 and 7, all with occurrence equal
to 1. 1016 sequences showed up only in rounds 6 and 8, of which only 8 had
a higher occurrence than 1. Rounds 5 and 8 had 68 common sequences not
detected in other rounds. Of these sequences, none had an occurrence higher
than 1. No sequence was present, only in a single cycle. Thus, we can conclude
that all sequences that appear newly created during a cycle were always a part
of the dataset but were not recorded by mistake or by not being present in
the sample.

rounds disappeared stayed appeared
round 5 to 6 891 777 137 735 837
round 6 to 7 734 152 1822 742 775
round 7 to 8 737 720 6877 712 536

Table 2.2: Representation of sequences across consecutive rounds
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2.1. Dataset

Figure 2.1: Sequences with occurrences higher than 1

As we can see in Fig. 2.1, the sequences of higher occurrences increased
across the rounds. Round 5 only contained sequences of counts 1 and 2. The
number of sequences of occurrence between 1 and 5 increased in the following
cycle, and a few sequence occurrences rose between 5 and 10. In the 6th round
were only two sequences of counts higher or equal to 5: one of count 5 and the
other of count 6. In round 7, two sequences of occurrence 22 appeared, being
the only two thus far to reach occurrence above 20. The highest occurrence
of 29 during the SELEX process was reached in the 8th cycle.

Even though the number of sequences of higher occurrences increased in
the first rounds, there was a decrease from round 7 to round 8, as seen in
Fig. 2.2. Even though the reason for this would seem to be the increase in
counts of sequences, thus causing a lower number of unique sequences of higher
counts, as can be seen in Fig.2.3, both the number of unique and duplicated
sequences decreased from round 7. Hence, we assumed this to be the cause of
a stronger washing.

As shown in Fig. 2.3, the number of unique sequences and all sequences
drastically decreased from round 5 to round 6. The trend of disappearing
sequences continued across all rounds due to the intensified washing and the
domination of stronger binders of the pool. The only exception was the 7th
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Figure 2.2: Sequences with an occurrence higher than 1 per round of the
SELEX process

round, where the sequence counts increased, as seen in Fig.2.1, and so did
the number of all sequences. This may result from a sequencing error, as well
as caused by the limited sampling of the whole pool [2]. As the sequence
sequencing is done only on a sample, round 6 may have contained more se-
quences which did not show up in the reading. Further, both values increased
in the following cycle and decreased again in the 8th pool, which contained
the least unique sequences of all recorded rounds.

2.1.2 Preprocessing

Because we decided to use binary classification to find whether an aptamer is
a binder, we had to determine what would classify each sequence as 1 or 0.
We experimented with using single rounds or joining multiple rounds.

As the aptamers were sequenced only after the washing-off process, we do
not have an account of the aptamers that did not survive the cycle. Because
we do not have records of the initial pool, we can not know which aptamers
were washed away without inspecting the previous SELEX rounds. There-
fore, if we wanted to work with only single cycles, we would have to classify
sequences with occurrence of 1 as 0 and sequences with higher counts as 1. As
the number of sequences classified as 0 far surpassed those classified as 1, this
method proved insufficient for our research as it meant the data was unbal-
anced. Moreover, it would mean we would have to consider some successful
bonds poor. Considering the bonds of sequences with lower counts as poor
would cause other issues as the sequences may have been sufficient binders
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Figure 2.3: Unique and duplicate sequences per round

but were not all captured in the sample. Therefore, we rejected this method
and concentrated our research on multiple-cycle training.

To do that, we first decided to convert the sequences into dataframes
where each letter of the molecule would make up a single value. Thus, we
created dataframes with 40 columns containing nucleotides and 1 column in
which we stored their occurrences. Consecutively, we merged two consecutive
rounds and decided to concentrate on the occurrences in the latter round as
a concluding factor for each sequence’s classification.

If the molecule showed up in the later round, we considered it a successful
bond (ignoring that some of these sequences were recorded multiple times). If
it wasn’t, we thought it to be washed away, so it was classified as 0.

Even though we considered this method to be the best, as it meant that
our data would be balanced, there are downsides to this type of labelling. As
the reading process of the molecules in SELEX is done from a sample, there’s
a possibility that some molecules that have bonded and remained in the pool
for the next cycle were not recorded. In addition, there may be an error when
recording the molecules, so a change in the base type of a single nucleotide
creates an entirely different sequence. This mistake is undetectable afterwards.
Thence, it may happen that molecules with an occurrence of 1 were never a
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part of the dataset and resulted from a reading error. On the other hand, as
stated in Section 2.1.1, no molecules appeared in a single cycle. Therefore,
this type of mistake could have either been made in multiple rounds, not been
made, or was made, but its result increased the count of a sequence already
present in the dataset.

Further, we changed the data structure with one-hot encoding, found in
Fig.2.4. This way, each record would comprise an array containing 4 nested
arrays, each of the size of a single aptamer. Each nucleotide would then
be saved as a 1, depending on its base type and position in the sequence.
Nucleotides of type A were saved in the first array, type C in the second, type
G in the third, and type T in the last array.

A G G G T T G G G G A G G G T G G A G A C G T T C G G T T G G G G G G G C G G A

1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 1 1 1 0 0 1 1 1 1 0 1 1 1 0 1 1 0 1 0 0 1 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0

Figure 2.4: An example of the preprocessing process

We considered two possible approaches for model training: to use the
unique counts of sequences or to duplicate the sequences depending on their
occurrence in the latter cycle. The first approach would ensure that few good
binders would not dominate the dataset. Because it would not consider the
aptamer’s occurrence in the later round, the model could not give a more
significant advantage to the features of the better binders. With the second
approach, the model could learn the features of better binders but might not
be able to recognise other features from different aptamers, as the dataset
could be polluted with many values of few sequences.

The second approach required the data to be further preprocessed, so
sequences of higher counts were duplicated in the dataset depending on their
occurrence. For all duplicates, the classification stayed at 1.

At this stage, the data followed a spatial arrangement and had the ideal
structure for a CNN. The data was randomly separated into training, valida-
tion, and test data. 80% of the data was assigned to the training process, of
which 75% went to the training data. The remaining 20% were allocated to
the test data. In the case of ANNs, the data needed to be further converted
into DataLoaders. We set the batch size equal to 128 for all ANN models.
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2.2 Used Technologies

The employment of all ANN models involved the use of the Jupyter Notebook6

environment and the use of Pytorch7 – a Python-based library for building
neural networks. As we used the Python programming language, the model
implementation also involved using pandas8 and NumPy9 libraries. We addi-
tionally used the scikit-learn10 library to implement the Random Forests. Fur-
thermore, we used the scikit-learn built-in techniques to evaluate the models’
predictions.

2.3 Results

As mentioned in Section 2.1.2, we experimented with ML models and applied
them on two joined cycles. To test the models thoroughly, we trained and
tested them on data from different rounds, including sequential and nonse-
quential rounds. In addition, we tried two approaches: using unique sequences
and duplicated sequences.

The main reason for using the consecutive rounds was that if we’d be able
to train the models to predict which aptamers would get to the next round
in the SELEX process, we’d be able then to use the trained model on the
initial pool and run it as many times as needed to receive the best aptamers
from a particular cycle. On the other hand, as we necessarily do not need
to find out which aptamers survived a single cycle of the SELEX procedure
and instead can explore only those that got to the final cycle and proved
themselves to be the best binders, we also experimented with training the
model on nonsequential rounds such as 5 and 8.

We preprocessed our data to receive training, validation, and test datasets.
Later, we discovered that the best way to compare our models with RBM was
to use the sequences generated by RBM in former research [2]. As we decided
that the prediction of these aptamers’ binding ability was the key issue, we
proposed a model which would use the whole previously used data of two
joined rounds in only two parts: training and validation subsets. This way,
we would let the model learn on the whole data and hopefully achieve better
results. The model testing would then be performed on newly generated data
from the former research [2] shown in Tab. 2.3. Thus creating the following
approaches to model training:

• data ∈ {U − unique, D − duplicate};
6https://jupyter.org/
7https://pytorch.org/docs/stable/optim.html
8https://pypi.org/project/pandas/
9https://numpy.org/

10https://scikit-learn.org/stable/
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2. Experiments

• approach ∈ {M1 − (train, validation, test), M2 − (train, validation)}.

When combining the approaches and data techniques, we create four pos-
sible approaches: M1-U, M1-D, M2-U, and M2-D. To find out which is the
best for our problem, we ran them all through our chosen algorithms.

As we can see, the Tab. 2.3 contains only sequences of length 20, whereas
until now, we were strictly using aptamers of length 40. Our aptamers consist
of 2 joined single-helix aptamers of length 20 [2]. To test the models on this
new data, we had to convert them to the same structure as the initial dataset.
When two binding single-helix aptamers are combined, they create a binder,
and vice versa with non-binders (Petr Šulc, personal communication, April
19, 2024). Thus, we concatenated the sequences from Tab. 2.3 to create a
dataset with the right dimensions.

As we generated all possible combinations which gave a certain SELEX
result (two binders or two non-binders), 793 new sequences were created –
64 non-binders and 729 binders. Since the dataset was not balanced, we
could not use accuracy to measure success efficiently. For this reason, we also
used the F1 score. Predictions of the best-performing models of all employed
algorithms were recorded in Tab. 2.3 to be compared to RBM.

2.3.1 Feed-Forward networks

To find the FFNN structure best suitable for aptamer binding prediction,
numerous FFNNs were tested with various hidden layers of a varying number
of neurons. Only the input size of the first layer and the output of the last
layer stayed unchanged. The input size of the first layer consisted of 160
elements, as the input contained 4 arrays of 40 elements each. Whereas the
output layer’s output size stayed consistent at 2.

All implemented FFNNs contained a Rectified Linear Unit (ReLU) acti-
vation function in their hidden layers and a linear function in their output
layers. The model tuning consisted of experimenting with the following hy-
perparameters:

• optimizers ∈ {Adam, AdamW, RMSprop, SGD}

• learning rate ∈ {0.01, 0.05, 0.1};

• number of hidden layers ∈ {1, 2, 3};

• layer input and output sizes ∈ {16, 32, 64, 128, 256};

• dropout ∈ {0, 0.1, 0.2};

• activation ∈ {ReLU, sigmoid}.
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sequence label FFNN CNN RF BiLSTM RBM
AGTGATGATGTGTGGTAGGC 0 1 1 1 1 0
AGTGTAGGTGTGGATGATGC 0 1 1 1 1 0
TAGGTTTTGGGTAGCGTGGT 0 1 1 1 0 0
AGGGATGATGTGTGGCAGGA 0 1 1 0 1 0
CTAGGACGGGTAGGGCGGTG 0 1 0 0 0 0
AGGGATGTGTGTGGTAGGCT 0 1 1 1 1 0
AGGGATGCTGCGTGGTAGGC 1 1 1 1 1 1
GAGGGTTGGTGTGGTTGGCA 1 1 1 1 1 1
AGGGTTGGTGTGTGGTTGGC 1 1 1 1 1 1
ATGGTTGGTTTATGGTTGGC 1 1 0 1 1 1
GAAGGGTGGTCAGGGTGGGA 1 0 0 1 1 1
GGAGGGTGGGTCGGGTGGGA 1 0 0 1 1 1
GGGGTTGGTACAGGGTTGGC 1 1 1 1 1 1
AGATGGGCAGGTTGGTGCGG 1 1 0 1 1 1
AGATGGGTGGGTAGGGTGGG 1 0 1 1 1 1
ATAGGGTGGGTGGGTGGGTA 1 1 1 1 0 1
TGGTGGTTGGGTTGGGTTGG 1 1 0 1 1 1
TGGGATGGGATTGGTAGGCG 0 1 1 1 1 1
AGGGTTGGTTATGTGGTTGG 1 1 1 1 1 1
ATTGGTTGGGTAGGGTGGTT 1 1 1 1 1 1
AAACGGTTGGTGAGGTTGGT 1 1 1 1 1 1
CGGGGTGGTGTGGGTGGGAG 1 0 1 1 0 1
TATTGGTTGGATAGGTTGGT 1 1 1 1 1 1
AGGGTTGGGTGGTTGGATGA 1 1 1 1 1 1
CGGGTTGGGGGGTTGGATTC 1 1 1 0 0 1
CGGTTGGGGGGGTTGGATAC 1 0 0 0 0 1
TGTGGGTTGGTGAGGTAGGT 0 1 0 1 1 1
AGGGATGATGTGTGGTAGGC 1 1 1 1 1 1
GTAGGATGGGTAGGGTGGTC 1 1 1 1 1 1
AGGGATGATGTGTGGTTGGC 1 1 1 1 1 1
AGGGATGGTGTGTGGTAGGC 1 1 1 1 1 1
AGGGTTGATGTGTGGTAGGC 1 1 1 1 1 1
AGGGATGGTGTGTGGTTGGC 1 1 1 1 1 1
AGGGTTGATGTGTGGTTGGC 1 1 1 1 1 1
AGGGTTGGTGTGTGGTAGGC 1 1 1 1 1 1

Table 2.3: Sequences created by RBM in paper [2] and tested by SELEX
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The best accuracy showed a model of 2 hidden layers with a sigmoid acti-
vation function at the first hidden layer. The layers comprised 64×128×16×2
neurons. The model used the SGD optimizer with a learning rate of 0.01. It
scored 88.2% using the M1-D approach. We applied this same model to the
M1-U approach and reached an accuracy of 88.1%.

When we tested the additional data from Tab. 2.3, the M1-U approach
reached 0.027 on the F1 score. The M1-D, M2-U, and M2-D approaches
performed even worse, achieving an F1 score of 0.0. As the results were too
poor, we experimented further with adding regularization techniques. The
technique we have used was the dropout technique. We tried setting the
dropout rate to 0.1 and 0.2 to test its effect on the predictions.

For both of the M1 approaches, the accuracy of the initial testing stayed
unchanged. Both approaches’ accuracies stayed high on the final testing.
However, the F1 score reached 0.0 for all approaches apart from the M1-U
approach, with a dropout rate 0.2. With the dropout rate increase, the M1-U
approach’s F1 score hit 0.0 at the dropout rate of 0.1 but rose again to 0.031
at the 0.2 dropout rate, being the best result across all attempts. The rest
of the approaches (M1-D, M2-U, M2-D) showed no improvement when the
dropout rate was increased.

The results of all models can be seen in the comparison Table. 2.4. As
mentioned previously in 2.3, the M2 approaches were not tested on initial
data and instead used all initial data to learn on. For this reason, the column
of initial testing is not filled for these rows.

dropout approach initial testing (%) final testing (%) final testing (F1 score)
0 M1-U 88.1 82.2 0.027
0 M1-D 88.2 84.2 0.0
0 M2-U – 80.7 0.0
0 M2-D – 81.5 0.0

0.1 M1-U 88.1 84.4 0.0
0.1 M1-D 88.2 84.1 0.0
0.1 M2-U – 84.4 0.0
0.1 M2-D – 78.0 0.0
0.2 M1-U 88.1 84.4 0.031
0.2 M1-D 88.2 84.6 0.0
0.2 M2-U – 82.4 0.0
0.2 M2-D – 80.5 0.0

Table 2.4: FFNN approaches comparison

In the process of hyperparameter tuning, we discovered the following ob-
servations:

• RMSprop optimizer performed the worst as it showed practically no signs
of learning.
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• SGD optimizer performed the best out of all optimizers.

• The optimal number of hidden layers was 2.

• The model’s prediction accuracy stayed unchanged for both M1 ap-
proaches across all tried dropout rates.

• The models did not achieve higher accuracy or F1 scores using higher
learning rates. The used model had an issue learning when a learning
rate 0.1 was used.

• The models using the M1-U approach showed the best results on the
final testing, whereas the M1-D approaches showed the best accuracy
on the initial data.

The approaches with an F1 score equal to 0.0 had an issue predicting non-
binders, as they predicted them all as binders. Their predictions of binders
were better, and so the model performed well on the final testing accuracy
using all approaches.

The predictions of the model of 0.2 dropout rate using the M1-U approach
can be found in Fig. 2.5. As we can see, the model predicted most sequences
as binders (value of 1). The model could predict only 2 non-binders of 64
and 668 of 729 binders correctly. Even though the model using the M1-U
approach scored the best at the final testing F1 score, the model still performed
insufficiently. As the best-performing model cannot fully differentiate binders
from non-binders of the final test data, the FFNN is inadequate for aptamers’
binding ability prediction.

The best-scoring FFNN model’s predictions were recorded in Tab. 2.3.
The model was unable to predict any of the non-binders correctly.

2.3.2 Convolution networks

Our CNN model consisted of multiple hidden 1D convolution layers, followed
by max pooling. The input layer, for all CNNs tested, consisted of the input
size 4 as the input consisted of 4 arrays. The last layer – the only linear
layer in the structure – contained an output size of 2. The activation function
utilized in our CNN models was the ReLU function in all hidden layers.

Our CNN model tuning consisted of the same processes as the FFNN.
Hyper-parameters such as optimizers, learning rates, number of layers, and
the number of neurons were tuned to find the best model. Furthermore, we
experimented with different kernel sizes of the input layer. All tried hyperpa-
rameter values can be found below:

• optimizers ∈ {Adam, AdamW, RMSprop, SGD};

• learning rate ∈ {0.01, 0.05, 0.1};
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Figure 2.5: FFNN best-performing architecture predictions

• number of hidden layers ∈ {1, 2, 3};

• layer input and output sizes ∈ {16, 32, 64, 128, 256};

• kernel size ∈ {3, 5};

• dropout ∈ {0, 0.1, 0.2}.

The CNN model structure, which performed the best, consisted of 2 hidden
convolution layers, an input convolution layer, and a linear output layer. The
model consisted of 64 × 256 × 32 × 2 neurons. A kernel size of 5 was used in
the first layer and was followed by layers with the kernel size of 3. The model
used the SGD optimizer with a learning rate of 0.01. This model achieved
an initial accuracy of 88.2% using the M1-D approach and 87.8% accuracy
using the M1-U approach. Using the M1-D approach, the model reached a
high accuracy on the final data, but the F1 score reached 0.0, as it could
not predict a single non-binder correctly. The model’s performance using the
M1-U approach was worse in accuracy of both the initial and the final data,
but the M1-U approach managed to score better on the F1 score as it reached
the score of 0.027. The scores are shown in Tab. 2.5.

When the model used the M2-U approach and learned the whole initial
data, the model’s performance of the final predictions improved not only in
accuracy but in F1 score as well. The model was now able to predict the
sequences with an accuracy of 83.4% and the F1 score of 0.143, being the best
result thus far. The increase in data for training, unfortunately, did not help
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the model with the M2-D approach accomplish better results, as the accuracy
and the F1 score stayed the same as for the M1-D approach.

To hopefully improve the model’s prediction ability, we added the dropout
regularization technique. The model achieved the best results using the M1-D
approach. The F1 score using the M1-D approach rose to 0.183 with a dropout
rate of 0.1 and 0.177 with a dropout of 0.2. Even though the F1 score using
dropout increased, the accuracy of the predictions of the final data testing
significantly decreased with the increase in the dropout rate. Thus, the model
did not achieve better results using this regularization technique with the
M1-U approach.

dropout approach initial testing (%) final testing (%) final testing (F1 score)
0 M1-U 87.8 82.0 0.027
0 M1-D 88.2 85.4 0.0
0 M2-U – 83.4 0.143
0 M2-D – 85.2 0.0

0.1 M1-U 83.1 77.4 0.028
0.1 M1-D 82.1 82.0 0.183
0.1 M2-U – 84.7 0.062
0.1 M2-D – 80.5 0.094
0.2 M1-U 80.4 65.5 0.080
0.2 M1-D 80.3 81.3 0.177
0.2 M2-U – 66.2 0.112
0.2 M2-D – 67.9 0.130

Table 2.5: CNN approaches comparison

From the exploration of different CNN models, we have found the following
observations:

• The change in learning rate showed no significant change in the model’s
ability to predict binders on both the initial and the final dataset, apart
from the M2-U approach model with the dropout rate set to 0.2. This
model showed no signs of learning at a 0.01 learning rate.

• The best performing optimizer was SGD.

• The dropout rate increase overall helped the model accomplish better
results on the F1 score but, for most approaches, significantly decreased
the model’s accuracy on the final data.

As both the accuracy and the F1 score of the M1-D approach with a
dropout of 0.1 was high, we concluded this CNN model structure using the
M1-D approach to be the best for this problem. Hence, we filled the model’s
predictions to Tab. 2.3 to compare its results to other algorithms. Addition-
ally, the model’s predictions are shown in a confusion matrix in Fig. 2.6. As
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Figure 2.6: CNN best-performing architecture predictions

we can see, the model using the M1-D approach with a dropout rate of 0.1
could predict 16 of 64 non-binders and 635 of 729 binders correctly.

2.3.3 Bidirectional Long Short-Term Memory

To employ the best BiLSTM neural network model, we experimented with the
hidden size values, which we kept relatively low, and the number of layers. As
in the other ANN models, we kept the number of training epochs equal 100
with early stopping. All our BiLSTM models consisted of an input bidirec-
tional LSTM layer and a linear output layer of 2 neurons. Nonetheless, we
experimented with the number of linear layers inside the model following the
LSTM layers. During experimentation, the following hyperparameters were
explored:

• optimizers ∈ {Adam, AdamW, RMSprop, SGD};

• learning rate ∈ {0.01, 0.05, 0.1};

• hidden size ∈ {32, 64, 128};

• number of layers ∈ {2, 3};

• dropout ∈ {0, 0.1, 0.2}.

The following BiLSTM model showed the best performance on the initial
data. The model contained the hidden size of 32 and 3 LSTM layers followed
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by a linear output layer of 2 neurons, with no additional hidden linear layers.
The AdamW with the learning rate of 0.01 helped the model achieve the score of
88.4% accuracy using the M1-D approach and 88.2% using the M1-U approach.
Even though the model using the M1-D approach reached better accuracy on
the initial data, its F1 score on the final data came out much worse than for
the M1-U approach. The model could still reach a high accuracy score on the
final data, but the F1 score came to 0.0 using the M1-D approach and 0.210
using the M1-U approach. The results of different approaches applied to the
same model are shown in Tab. 2.6.

The model’s learning of the entire data (M2 approaches) did not help the
model accomplish better results. The model’s accuracy reached 0.037 using
the M2-U approach and 0.0 using the M2-D approach. Even though the model
could train on more data, the results worsened as even the accuracies of both
approaches were worse than via the M1 approaches. Adding the dropout
regularization technique did not help the model achieve better results, as the
F1 scores were close to 0.

dropout approach initial testing (%) final testing (%) final testing (F1 score)
0 M1-U 88.2 81.0 0.210
0 M1-D 88.4 81.2 0.0
0 M2-U – 80.5 0.037
0 M2-D – 79.0 0.0

0.1 M1-U 88.3 79.1 0.011
0.1 M1-D 88.4 82.8 0.014
0.1 M2-U – 84.1 0.0
0.1 M2-D – 78.9 0.0
0.2 M1-U 88.1 80.7 0.012
0.2 M1-D 88.2 82.9 0.0
0.2 M2-U – 85.6 0.0
0.2 M2-D – 81.2 0.062

Table 2.6: BiLSTM approaches comparison

As we can see, even though the model results on the initial data were
the best across employed ML algorithms, the model’s ability to predict the
final data drastically decreased. The accuracy of the final data may have
stayed relatively high, but the F1 score was below substantial. Many of the
approaches predicted all non-binders to be binders and so received an F1 score
of 0.0. The best-performing approach on the F1 score was the M1-U approach
without the dropout technique, which scored 0.210 on the final data.

The observations we made during the experiments are stated below:

• The addition of a linear layer did not help the model with performance
on the initial test data. The best performance showed a model with a
linear layer containing 128 neurons, scoring 88.2%. When the number
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approach hidden size LSTM layers optimizer additional neurons final accuracy (%) F1 score
M1-D 32 3 SGD 256 85.3 0.159
M1-D 32 3 SGD 32 83.4 0.176
M1-D 32 3 SGD 64 87.2 0.240
M1-D 32 3 SGD – 81.2 0.118
M1-U 32 3 SGD – 81.9 0.122
M1-U 64 3 SGD – 86.7 0.146

Table 2.7: Other BiLSTM model structures’ performances

of neurons in the layer changed, the accuracy decreased to the lowest
value of 88.0%.

• The additional linear layer helped the model perform better on the final
test dataset.

• The best performance had the AdamW optimizer.

• The increased learning rate did not improve the model’s learning ability.
The optimum learning rate was shown to be 0.01.

• The model using the M1-U approach performed slightly worse than the
M1-D approach on the initial data, but its overall performance on the
test data was much better.

The identical BiLSTM structure using SGD optimizer achieved a slightly
lower accuracy of 88.3%. As the model using AdamW optimizer did not perform
well on the F1 score of the final data, we tested other model structures using
SGD optimizer. Other models scored similarly on the initial data, all with
an accuracy of about 88.2%. Some of these models are shown in Tab. 2.7.
The BiLSTM architectures which did not contain an additional layer have the
column of additional neurons unfilled. As we can see, even though the results
of these models were lower on the initial data, these models far surpassed the
previously described BiLSTM model on the final testing.

The model structure of hidden size of 32, 3 LSTM layers, an additional
linear layer with 64 neurons using the SGD optimizer applied on the M1-D
approach reached the highest F1 score of all tried models. We recorded the
results of this model’s prediction to Tab. 2.3 to compare them to the per-
formances of other models. The model’s predictions are shown in Fig. 2.7.
The best-performing model could predict 16 of 64 non-binders and 676 of 729
binders correctly.

2.3.4 Random Forests

The hyperparameter of the number of trees was tested from the value of 1
up to 70. After training the Random Forests of varying numbers of trees,
the RF model’s ability to predict scores for validation data was tested and
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Figure 2.7: BiLSTM best-performing architecture predictions

saved. Lastly, the model with the highest validation accuracy was tested on
the remaining data to give the final accuracy of the aptamers’ binding ability.

Both approaches with unique values (M1-U and M2-U) performed on the
validation data best at 69 trees, whereas both duplicate value approaches
(M1-D and M2-D) scored the best at 70 trees. The approach M1-D performed
slightly better at 87.9% on the initial testing than the M1-U approach, which
scored 87.8%.

Afterwards, we tested all approaches’ prediction ability on newly generated
data from Table 2.3. At the final testing, the M2-U performed the best, scoring
0.392 on the F1 score, followed by M1-U at 0.337, M2-D at 0.297, and finally,
M1-D at 0.266. The models scored well on both the final testing accuracy and
the F1 score. The results of our experiments can be seen in Tab. 2.8.

approach trees initial data testing (%) final testing (%) final test (F1 score)
M1-U 69 87.8 91.5 0.337
M1-D 70 87.9 90.2 0.266
M2-U 69 – 92.1 0.392
M2-D 70 – 91.0 0.297

Table 2.8: RF approaches comparison

As the M2-U approach model performed the best on the final data on
both accuracy and F1 score, we decided to compare the results of this model
to other algorithms’ results. The results of its predictions can be seen in
Tab. 2.3.
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Figure 2.8: RF best-performing architecture predictions

The results of the M2-U approach model’s final testing predictions can be
seen in Fig. 2.8. The model could predict 20 of 64 non-binders and 711 of
729 binders correctly. Other models predicted fewer binders and fewer non-
binders, proving the M2-U approach to be the best at predicting the data.

2.3.5 Discussion

Using the M1 approaches, we were able to train the models to predict the
initial data with an accuracy of around 88% using all ML algorithms. These
percentages were achieved through the merging of rounds 5 and 8. The merg-
ing of other cycles did not accomplish such results. Rounds 5 and 6 scored 78%,
rounds 6 and 7 around 64% and rounds 7 and 8 barely 54%. Our reasoning
for the decrease in models’ ability to predict the aptamers in the consecutive
rounds is that as the rounds progressed and the washing intensified, the ap-
tamer structure became more similar as fewer parasite sequences were present
in the data. As well as that, the use of consecutive cycles appeared to not be
as effective, as stated in Section 2.1.1, as the sequences tended to disappear
and reappear in nonsequential rounds. Therefore, we tried rounds 5 and 8,
where the models performed the best. Presumably, the parasite sequences
in cycle 5 disappeared through the rounds and were not present in round 8,
creating a larger difference between the two pools.

As previously stated in Section 2.3, the results when using unique and du-
plicated data achieved similar results. We assume the results are overly similar
as the duplication of sequences by occurrence does not make a significant dif-
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ference between the two datasets. The unique joined rounds 5 and 8 contained
1 611 232 sequences, and the duplicate approach has 1 617 250 sequences, an
increase of 6018 values. As this number is relatively small compared to the
original value, the models do not show much difference when trained on the
unique or the duplicate data.

Even though the models could predict the aptamer’s binding ability on
the initial dataset with high accuracy, their performance on the final data was
insufficient. All algorithms had difficulty predicting non-binders correctly.
The best-performing algorithms we have experimented with are the Random
Forests and the BiLSTM. The Random Forests could predict the most binders
and non-binders correctly of all ML algorithms. The BiLSTM predicted the
aptamers the best of all tried ANN models, as its predictions were better
using accuracy and F1 scores than other ANNs. We can not conclude a sin-
gle approach is the best for the handling of this problem as each algorithm
performed the best using a different one.

When we look back at Tab. 2.3, we can see that the best predictions overall
were made by RBM presented in previous research [2], followed by Random
Forest and the Bidirectional LSTM. As the data we compare the models on
consists of only 35 sequences, our model’s comparison with the RBM might
not be as accurate, as the RBM’s prediction accuracy could drastically differ
with the increase of sequences. As well as that, the RBM generated these
sequences. Thus, the aptamers in Tab. 2.3 could be biased towards this model.
As we do not know whether the increase or change in sequences the models
are compared on would make a significant difference to the results, we have
to conclude that the RBM shows the best ability of aptamers’ binding ability
prediction.

As shown, these models are not substantial for solving this problem as
even the best-performing models did not accomplish results substantial for
use in the medical field. Therefore, if the aptamers’ binding ability prediction
should be automatised, there is much work to be done in the future. There are
other possible approaches to consider, such as separating the initial sequences
into two sequences of length 20. The models could then train on these shorter
sequences. As well as that, experimentation with classifying sequences of
occurrence 1 as 0 ensures that the models are less affected by the sequencing
error. Furthermore, the weights of the ANN models could be initialized to the
occurrence value of the sequences.
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Conclusion

This thesis aimed to analyze the possibilities of supervised deep neural net-
works trained on sequence ensembles from rounds of SELEX experiments for
thrombin aptamers. Our goals included:

• getting familiar with the SELEX experiment and with the provided ex-
perimental data from its several rounds;

• preprocess the provided data so they can be used for training of neural
networks in a supervised manner;

• research and select two suitable architectures of deep neural networks
that could be used to predict the binding strength between rounds of
the experiment;

• train and evaluate the selected architectures on the provided data;

• compare the results with other possible learning approaches and discuss
their consistency with recent RBM results.

The practical part of this thesis validated and expanded on the work of
authors of paper [2]. Our work presented multiple approaches to handling this
issue and suggested improvements for future work. The selected models’ pre-
dictions achieved a high accuracy on a dataset presented in previous research.
When tested on additionally generated data, the models had difficulty dif-
ferentiating between binders and non-binders and, therefore, were concluded
as insufficient for use in the medical field. The results of individual models
and approaches were compared. Of all the algorithms, the best performance
showed the Restricted Boltzmann Machines followed by Random Forests.
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Appendix A
Acronyms

ANN Artificial Neural Network

BiLSTM Bidirectional Long Short-Term Memory

CNN Convolution Neural Network

FFNN Feed-Forward Neural Network

LSTM Long Short Term Memory

ML Machine Learning

PCR Polymerase Chain Reaction

RBM Restricted Boltzmann Machines

ReLU Rectified Linear Unit

RF Random Forest

RNN Recurrent Neural Network

SELEX Systematic Evolution of Ligands by Exponential Enrichment
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Appendix B
Contents of Attached Media
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B. Contents of Attached Media

convolution.....the directory of Convolution Neural Network structures
round 5 6........... the directory of notebooks using rounds 5 and 6
round 5 8........... the directory of notebooks using rounds 5 and 8
dupes-r78.ipynb.......Jupyter Notebook using rounds 7 and 8 with
duplicate values
unique-r67.ipynb......Jupyter Notebook using rounds 6 and 7 with
unique values

data ................................. the directory containing the data
initial data .......... the directory containing unpreprocessed data

ffnn....................the directory of Feed-Forward Neural Networks
round 5 6........... the directory of notebooks using rounds 5 and 6
round 5 8........... the directory of notebooks using rounds 5 and 8
round 5 7........... the directory of notebooks using rounds 5 and 7
round 6 7........... the directory of notebooks using rounds 6 and 7

lstm......................................... the directory of BiLSTM
lstm. the directory containing Jupyter Notebooks used for data statistics
randomforest....... the directory of Random Forest Jupyter Notebooks
single round .. the directory containing the experimentation with single
SELEX rounds
stats................................the directory of generated images
tests ............... the directory of tests of CNN, FFNN and BiLSTM
text................................the directory containing this thesis

BP.pdf............................... the thesis text in PDF format
main.py ................................................... python file
README.md ............................................. description file
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