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Abstrakt (CZ)

Urychlováńım elektron̊u prostřednictv́ım metody LWFA (Laser Wakefield Electron Ac-
celeration) lze dosáhnout produkce ultra krátkých a vysoce energetických svazk̊u na
velmi krátkých vzdálenostech. Tato disertačńı práce pojednává o vývoji plynových
terč̊u pro LWFA urychlováńı. Teoretická část práce pojednává o škálovaćıch zákonech
pro návrh LWFA urychlovače a diskutuje technologické limity plynových terč̊u použ́ıvaných
v současných experimentech. Pro návrh terč̊u s požadovaným hustotńım profilem
plynu se použ́ıvaj́ı numerické řešiče Navier-Stokesových rovnic. Pro specifické př́ıpady,
kdy plyn dosáhne velmi ńızké koncentrace, se pak simulace kontinua nahrazuje meto-
dami molekulárńı dynamiky. Pro experimentálńı stanoveńı plynových profil̊u terč̊u se
použ́ıvá vysoce citlivé interferometrické měřeńı a algoritmy 3D tomografické rekon-
strukce. T́ımto zp̊usobem bylo navrženo několik konstrukčńıch řešeńı terč̊u pro r̊uzné
mechanismy urychlováńı.
Druhá část práce popisuje vykonané experimentálńı aktivity. V rámci vývoje ultra-
rychlé optické diagnostiky plazmatu s využit́ım metody CAfCA (Compression after
Compressor Approach) byl proveden test na PW laseru J-KAREN-P. Během exper-
imentu bylo dosaženo vylepšeńı poměru intenzity diagnostického svazku k intenzitě
vlastńı emise zářeńı a bylo dokázáno, že si nový diagnostický svazek zároveň udrž́ı
dostatečnou kvalitu pro diagnostiku plazmatu terč̊u. Daľśı dva experimenty konané v
ELI-Beamlines měly za úkol uvést do provozu dva r̊uzně škálované LWFA urychlovače
elektron̊u. V urychlovači ELI-ELBA poháněném PW laserem L3-HAPLS byly vy-
generovány elektronové svazky s energíı v řádu GeV a opakovaćı frekvenćı 3.3 Hz,
což je prvńı krok k vybudováńı zař́ızeńı, které dokáže srážet energetické elektrony s
fotony. V urychlovači ALFA poháněném TW laserovým systémem L1-Allegra s opako-
vaćı frekvenćı 1 kHz byly vygenerovány svazky elektron̊u s energiemi až 50 MeV, což je
v kategorii kHz urychlováńı světově unikátńı. Tento urychlovač umožńı rozv́ıjet nové
biomedićınské aplikace.



Abstract (EN)

Laser wakefield electron acceleration (LWFA) is a compact technique for producing
ultra-short ultra-relativistic electron beams. This thesis deals with the design and de-
velopment of gas targets for LWFA. The theory of the LWFA and its scaling laws are
reviewed in the first part. It also describes the technological aspects of the targets, such
as gas load in the vacuum chamber and manufacturing precision, and limits of up-to-
date LWFA experiments. The computational fluid dynamics simulations implement-
ing Navier-Stokes equations are used for the design of the targets. In specific cases,
the molecular-based simulation approach is also involved. Advanced interferometric
methods and 3D tomographic reconstruction algorithms are used for the experimental
characterization of the target prototypes. Various target designs are investigated.
The second part of the thesis describes experimental activities. The ultra-fast optical
probe diagnostics implementing Compression after Compressor Approach is investi-
gated. During an experiment with the J-KAREN-P laser, we improved the probe-to-
self-emission intensity ratio and we proved that the compressed probe pulse kept the
high quality necessary for gas target plasma probing. Two electron acceleration beam-
lines were recently commissioned in the ELI-Beamlines facility. GeV-class electron
acceleration with a 3.3 Hz repetition rate has been demonstrated in ELI-ELBA beam-
line with L3-HAPLS PW-class laser as a first step towards high-intensity electron-laser
collider. Up to 50 MeV electron beams at 1 kHz have been demonstrated in the ALFA
accelerator driven by the TW-class high repetition rate system L1-Allegra. Such elec-
tron beams have the potential to enable biomedical applications.
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Introduction

Electron accelerators stand as fundamental technologies in modern society, find-
ing daily applications across various fields. They are instrumental in researching the
structure of matter, conducting nondestructive testing, generating X-ray radiation,
facilitating medical imaging, and even aiding in the radiotherapy of certain tumors.
While linear and circular (e.g., synchrotron) electron accelerators have long been estab-
lished, these conventional accelerators face challenges when aiming to achieve multi-
GeV-scale energies. Mainly, their size grows significantly, reaching kilometers, due
to limitations in the maximum attainable accelerating gradient, typically around 100
MV/m. This results in complex and expensive construction and maintenance hinder-
ing the realization of compact accelerators for applications such as free electron lasers,
Thomson scattering X-ray sources, and high-energy electron accelerators for radiother-
apy.

Laser-plasma acceleration has emerged as a promising technology that can over-
come the conventional accelerators’ limitations. Laser Wakefield Electron Acceleration
(LWFA)[1] exploits the ponderomotive force of an intense laser pulse to excite a plasma
wave within an under-dense plasma. Subsequently, the strong electrostatic field within
the plasma wave accelerates electrons to high energies.

Recent years have seen an extensive global effort to explore the potential of LW-
FAs, resulting in remarkable achievements. These range from the demonstration of the
first GeV laser-driven electron beams [2, 3, 4], to the acceleration of multi-GeV electrons
via plasma guiding [5, 6], and even the realization of free electron lasing [7]. Motivated
by these exceptional results, efforts have focused on translating the electron sources
into practical applications. This has led to demonstrations of stable electron beam
operation lasting over 24 hours [8], as well as the acceleration of quasi-monoenergetic
(QME) electron beams at a 1 kHz repetition rate [9, 10].

To successfully perform LWFA, it is crucial to create a particular plasma density
profile in which the acceleration occurs. The profile is created by a gas target device in
which the density distribution of the gas needs to be precisely set. Gas targets can be
designed utilizing analytical models and computational fluid dynamics (CFD) numer-
ical simulations. The main advantage of the simulations is that they are cost-effective
and fast in comparison to experimental measurements. Then, after precise manufac-
turing, the interferometric methods[11, 12] together with tomographic reconstruction
algorithms[13, 14, 15] are typically used to characterize the particle number density
in the gas target. After successful development, the target is implemented into the
complex accelerator setup. After the experimental campaign, the data obtained from
laser-plasma interaction diagnostics are then typically benchmarked with PIC plasma
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simulations.
The direct investigation of the laser-plasma interactions in LWFA is especially

challenging considering that the plasma wave is micrometer-scale size and its femtosecond-
scale temporal evolution must be resolved simultaneously. The interaction region can
be recorded by illuminating it with a second laser pulse, typically called a “probe
pulse”, and imaging the region onto a sensor. To record fine details of the interaction
the imaging system used must achieve the requisite spatial resolution and the probe
pulse used as illumination must have a pulse duration significantly shorter than that
of the driving laser pulse.

The laser wakefield acceleration program at ELI-Beamlines facility benefits from
the future availability of four unique high-power laser systems that make possible the
investigation of LWFA in a broad range of parameters, ranging from mJ to kJ in pulse
energy. The experiments driven by the PW-class laser system L3-HAPLS (Ti:Sapph,
30 J, 30 fs, 10 Hz) are performed at the ELI-ELBA beamline, and aim at the counter-
propagation of laser-accelerated GeV electron beams with high-intensity laser pulses.
These experiments are designed to study novel regimes of electromagnetic field in-
teraction with matter and quantum vacuum. The LWFA experiments driven by the
TW-class high rep-rate laser system L1-Allegra (100 mJ, 15 fs, 1 kHz) are oriented
towards applications in the biomedical field, and to the investigation of the interaction
of high-power lasers with near-critical density plasmas.

The thesis is composed of six chapters. The first chapter describes the physics
behind the LWFA acceleration, presents techniques to inject electrons into the accel-
erating phase to reach high-quality electron beams and, in the end, gives an overview
of scaling laws used to design the LWFA accelerator. The second chapter describes
the current technology that is used for building the gas target for electron acceleration
and comments on the limits of the gas target technology. Then it reviews the state-of-
the-art of the target technology used in recent LWFA experiments. The third chapter
describes in detail the methods that are used for advanced target development. It
covers both, the numerical simulation tools and experimental density profile measure-
ments. The fourth chapter presents the laser-plasma interaction experiment, where
ultra-fast optical probe diagnostics have been implemented and tested. This probing
technique can be favorably used in the LWFA experiments. The fifth chapter then
introduces six particular gas targets that were developed for laser wakefield electron
acceleration. The last chapter presents in detail two LWFA beamlines accommodated
in ELI-Beamlines and mentions the results of their recent commissioning experiments.
In conclusion, the full gas target development process and the implementation into
electron acceleration beamlines are summarized.
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Chapter 1

Laser Wakefield Electron
Acceleration

The laser wakefield electron acceleration (LWFA) was first proposed by Tajima
and Dawson in 1979 [1]. The proposed mechanism is based on ultra-short, high-
intensity laser pulses focused in an underdense plasma. There the laser ponderomotive
force sets up a charge separation by displacing electrons, resulting in the excitation of a
large-amplitude plasma wave (wakefield) propagating behind the laser pulse. The lon-
gitudinal electric field in the wakefield can accelerate electrons to relativistic energies
over short distances (the scheme of the process is described in Figure 1.1).

In this chapter, first, the physics involved in the laser-plasma interaction is de-
scribed. Then, an overview of controlled injection techniques are presented. In the last
section, the scaling laws for the design of an electron accelerator are presented.

1.1 Lasers, plasma waves and wave breaking

The laser driver

LWFA is driven by ultra-short high-intensity laser pulses. A laser pulse can be
described by an electromagnetic field

E⃗(x⃗, t) = E⃗A(x⃗, t) cos(ω0t− k⃗ · x⃗+ ϕ0) (1.1)

B⃗(x⃗, t) = B⃗A(x⃗, t) cos(ω0t− k⃗ · x⃗+ ϕ0), (1.2)

where E⃗A(x⃗, t) and B⃗A(x⃗, t) denote the electric and magnetic amplitudes, ω0 is the

angular frequency, k⃗ is the wave vector and ϕ0 is the absolute phase. The angular
frequency ω0 of the field oscillation is related to its wavelength λ0 via ω0 = 2πc/λ0. In
the case of a laser pulse propagating along z = 0 with a Gaussian profile (in time and
spatial domain) its electric field could be written as

E⃗A(x⃗, t) = E0 · e
− t2

τ20 · e
− x2

w2
x,0 · e

− y2

w2
y,0 , (1.3)

where τ0, wx,0 and wy,0 are, respectively, 1/e of the pulse duration and beam size.
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Figure 1.1: Scheme of the interaction of intense laser pulse with the initially neutral
gas. Gas is ionized by the front of the laser pulse and the wakefield is set up behind the
laser. The plasma wave with strong electric fields then traps electrons and accelerates
them to very high energies. The plasma wave is excited most efficiently when the
plasma wavelength is comparable to the laser pulse duration. Image taken from [16].

In vacuum the field described by Eqs. 1.1 and 1.2 has to fulfill the Maxwell
equations (in the absence of any charge or current) and the electromagnetic wave
equation which comes from them. The light pulse can also be described by a vector
potential A⃗ and a scalar potential Φ which are defined as

E⃗ = − ∂

∂t
A⃗−∇Φ (1.4)

B⃗ = ∇× A⃗. (1.5)

To find a solution for the electromagnetic wave equation, the Eqs. 1.4 and 1.5
are combined with the Lorentz gauge condition

∇ · A⃗+ ϵ0
∂

∂t
Φ = 0, (1.6)

where ϵ0 is the permittivity of free space. A solution for the electromagnetic wave is
then [17]

A⃗(x⃗, t) = −A⃗A sin(ω0t− k⃗ · x⃗+ ϕ0) (1.7)

Φ(x⃗, t) = 0, (1.8)

where

AA =
1

ω0

EA =
c

ω0

BA, (1.9)

where c is the speed of light.
The laser intensity I, which plays a crucial role in LWFA, is defined as the modulus

of the energy flux density averaged over one oscillation period T

I = ϵ0c⟨E2⟩T . (1.10)

When the laser pulse interacts with matter the electric and magnetic field of the
electromagnetic wave pushes the electrons by the Lorentz force

dp⃗e
dt

= −e(E⃗ + v⃗e × B⃗), (1.11)
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where e is the elementary charge, p⃗e is the electron momentum and v⃗e is the electron
velocity.

In the case of ve << c the equation could be approximated by dp⃗/dt = −eE⃗.

The equation of motion can be expressed via vector potential A⃗ similarly as in [17]

dp⃗e
dt

+ (v⃗e · ∇)p⃗ = e(
dA⃗

dt
− v⃗e ×∇× A⃗). (1.12)

An important laser parameter is the normalized vector potential (averaged over
1 period)

a0 =
eA

mec
=

λ

2π

eE

mec2
. (1.13)

When a0 > 1, the laser pulse is said to be relativistic.

Laser propagation inside the plasma

When a femtosecond laser pulse is incident on a gas target, the gas is typically
partially ionized already by the rising edge of the main pulse. It follows that the main
part of the laser interacts directly with the plasma. In the case of LWFA, the plasma
could be assumed to be weakly-coupled and quasi-neutral before the laser arrival.
The laser interacts mainly with plasma electrons while heavier ions are affected only
marginally on the femtosecond time scale. For this reason, in the case of LWFA, the
ions are usually considered to form an immobile background.

The Maxwell equations for electromagnetic waves traveling through a plasma are

∇× E⃗ = −∂B⃗

∂t
(1.14)

c2∇× B⃗ =
j⃗

ϵ0
+

∂E⃗

∂t
, (1.15)

where j⃗ comes from electron motion:

j⃗ = −n0ev⃗e, (1.16)

where n0 is the plasma density.
From the linearized electron equation of motion 1.11 for ve << c and equations

Eq. 1.14 and Eq. 1.15 the dispersion relation for electromagnetic waves propagating
in plasma could be derived [18]:

ω2 = ω2
p + c2k2, (1.17)

where ωp is the plasma frequency, defined as

ωp =

√
nee2

meϵ0
. (1.18)
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From this, it follows that inside the plasma the phase velocity

vϕ =
ω

k
=

√
c2 +

ω2
p

k2
(1.19)

is greater than the speed of light. However, the group velocity

vg =
dω

dk
=

c2

vϕ
(1.20)

is lower than the speed of light.
From Eq. 1.17 it follows that when the plasma density (and thus ωp) is raised,

k will necessarily decrease. Finally, a density will be reached such that k = 0. This
condition occurs at a critical density

nc =
mϵ0ω

2

e2
. (1.21)

For densities greater than nc, Eq. 1.17 cannot be satisfied for any real k, and the wave
cannot pass through the plasma. From Eq. 1.17 k could be evaluated as imaginary
[18]:

k = i
|ω2

p − ω2|1/2

c
. (1.22)

And since the wave has a spatial dependance on exp(ikx), it will be exponentially
attenuated at a skin depth δ:

eikx = e−|k|x = e−x/δ (1.23)

δ = |k|−1 =
c

(ω2
p − ω2)1/2

. (1.24)

Plasma waves and electron acceleration

A high-intensity laser propagating inside a plasma excites a longitudinal plasma
wave. This is due to the nonlinear ponderomotive force, which pushes away electrons
from areas with high electric fields. This force can be expressed (in linear limit a2 << 1)
as [19]:

F⃗p = −mec
2∇|⃗a|2

2
. (1.25)

Plasma waves induced by an ultra-short laser pulse are called laser-induced plasma
wakefields.

A plasma wave generated at the frequency ωp in an initially uniform plasma is
described by following equations [19] for the electron density perturbation δn:

δn

n0

=
c2

ωp

∫ t

0

sin[ωp(t− t′)]∇2 |⃗a(r⃗, t′)|2

2
dt (1.26)

and the electric field of the wave

E⃗

E0

= −c

∫ t

0

sin[ωp(t− t′)]∇2 |⃗a(r⃗, t′)|2

2
dt. (1.27)
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The equations are valid for E << E0, where E0 = mecωp/e is the cold non-relativistic
wave breaking field [20].

The maximum amplitude of a non-linear plasma wave can exceed the value E0.
Using the non-linear relativistic, cold fluid equations in one dimension, the maximum
amplitude of a periodic plasma wave is expressed as [21]:

EWB =
√

2(γp − 1)E0. (1.28)

This is called a cold relativistic wave-breaking field. γp is the relativistic Lorentz factor
associated with the phase velocity of the plasma (γp = (1 − v2p/c

2)−1/2). The plasma
wave phase velocity vp is equal to the group velocity of the laser [1]:

vp = vEM
g = c

√
1−

ω2
p

ω2
0

. (1.29)

If the plasma wave electric field amplitude approaches the value EWB, then the
Coulomb force is not able to keep electrons inside one period of the wave, and the
wave breaks. Part of the electrons, which originally formed the wave, leaves the wave
and are accelerated in the direction of the wave [22]. This outflow of the electrons
simultaneously decreases the amplitude of the plasma wave.

1.2 LWFA acceleration regimes

The laser wakefield accelerator (LWFA) is a laser-plasma accelerator that is driven
directly by the ponderomotive force of a single short ( cτ ∼ λp ) intense laser pulse.
An advantage of using such short laser pulses to drive an accelerating wake is that they
are immune to most laser-plasma instabilities. Additionally, these short intense laser
pulses can drive wakefields with large amplitudes, that are capable of self-trapping and
acceleration of electrons to high energies. In the following, details on a few specific
regimes of LWFA are presented.

The wake induced by a short laser pulse is said to be in the linear regime if
δn/n0 < 1, where δn is the change in electron density associated with the wake. Such
wakefields are excited by laser drivers with intensities a0 < 1 and P/Pc ≤ 1, where Pc

is is the critical power for relativistic self-focusing in under dense plasma. In the linear
regime, the electron density perturbation field and the longitudinal electric field of the
wake vary according to sinusoidal function.

A non-linear regime is achieved when electron density perturbation of the
wake is on the order of or greater than the background plasma density δn/n0 and the
longitudinal accelerating field of the wake becomes larger than E0. These wakes are
created by using laser drivers with a0 ≳ 2. The longitudinal electric field profile of the
non-linear wake has a saw-tooth shape - see Figure 1.2. A non-linear wake is said to
be in the 1D non-linear regime if the normalized laser pulse spot is broad, which
means fulfilling the criterion kpw0 ≫ 1. However, when kpw0 ≈ 1 and a0 > 1 the 3D
non-linear regime is approached.
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Figure 1.2: Typical shape of the electric field amplitude in a plasma wave in linear
a0 = 0.5 (left) and non-linear a0 = 2 (right) regime. [23].

Another two cases can be distinguished in the 3D non-linear regime. The bubble
regime describes a singular non-linear wake driven by laser pulse with a0 ≥ 2ω0/ωp.
The blowout regime then describes a periodic non-linear wake driven by a laser
pulse with 2 ≤ a0 ≤ 2ω0/ωp. In both the bubble and blowout regimes, the pondero-
motive force of the laser pushes out all the electrons from within the first period of the
wake creating an ion bubble into which background plasma electrons are self-injected,
trapped, and accelerated.

In the blowout regime, there exists a matched self-guiding condition in which
the intensity and spot size of the laser pulse are matched to the plasma density, such
that the driven wake helps to avoid the diffraction of the laser pulse. This allows the
wake to be sustained over tens of Rayleigh lengths and it can increase the length of
the accelerating field of the wake. The matched self-guiding condition is valid when
the laser fulfills a0 ≳ 2 and cτ ∼ λp/2. When these conditions are met, the matching
condition is given by [24]:

kpw0 ≃ kpRb = 2
√
a0, (1.30)

where Rb is the blowout radius of the spherically shaped wake. Even when the spot
size is not precisely matched to the plasma density, the laser evolves within the plasma
towards the matched spot size and pulse width via relativistic self-focusing and longi-
tudinal pulse compression. This is called as self-guided regime.

1.3 Electron injection schemes

The development of the LWFA accelerators suffers from the shot-to-shot instabil-
ity of the acceleration and low control over the electron beam features. These problems
can be traced back to the injection of the electrons in the plasma wake driven by the
laser pulse. Electron trapping is generally achieved by the wave breaking of the plasma
wake (self-injection), a process that is by its nature uncontrollable and leads generally
to poor-quality electron beams. Controlled injection techniques, such as injection by
two colliding laser pulses [25], ionization injection [26], or density down ramp injection
[27], have been developed to overcome these drawbacks. These methods offer improved
electron beam parameters, but they typically require more complex setups.
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The production of electron beams with low energy spread requires high control
of the electron injection in the appropriate phase of the wakefield. Since the typical
length of the wakefield plasma wave is on the order of 2πc/ωp ≈ 10 − 100 µm, the
length of the injection region has to be shorter than 2 – 20 µm [22].

Electron self-injection

The simplest way how to inject the electrons into the right phase is the self-
modulated injection, in which a single laser pulse results in self-trapping and gener-
ation of a sub-picosecond electron bunch, however, with a large energy spread. Typ-
ically the self-trapped bunch has a high charge (up to nC), with an energy distri-
bution characterized by a Boltzmann distribution with a few MeV temperature (for
100 TW-class laser). One possible mechanism for self-trapping is via the generation
of large-amplitude plasma wakefields, approaching the wave-breaking field. Since the
phase velocity of the wakefield is very close to the speed of light, it is difficult to trap
background plasma electrons, which are undergoing the fluid oscillation that sustains
the wakefield. The wake will trap background electrons when the boundary of the wake
overlaps the plasma electron orbits [19].

Electron injection by colliding laser pulses

This configuration uses one laser pulse to drive the wakefield and a second low-
intensity counter-propagating pulse that generates a beat wave with the driver pulse.
A good advantage of colliding pulse injection is that it provides extensive control over
several electron beam parameters. By changing the delay between the two pulses the
final electron energy can be varied as the injection point is shifted longitudinally and
thus the effective acceleration distance changes. The strength of the injection pulse and
relative polarization determines the phase-space volume of the injected particles and,
thus, the bunch charge and energy spread [25]. The main drawback of this technique is
the experimental complexity, due to the time synchronization and spatial overlapping
of the two laser pulses inside the plasma.

Ionization injection

Injection of background plasma electrons could also be reached by laser-induced
ionization. Injection of electrons is achieved by ionizing deeply bound electrons from a
high atomic number (Z) gas at a proper phase inside the laser-driven wakefield, allowing
them to be trapped in the right phase.

One way to realize it is by using two orthogonally directed laser pulses and a gas
with high Z (eg. neon) [28]. A first laser pulse ionizes the gas to its mid-charge states
to form a plasma and excites a large amplitude plasma wave. A second laser pulse with
higher intensity and lower duration is then injected transversely, which further ionizes
the medium to high-charge states producing another unbound electrons, which could
be trapped in the plasma wave and accelerated to high energies.

A second approach uses a single laser pulse and a gas mixture (low Z gas with a
small fraction of high Z gas) [26]. The rising edge of the laser ionizes the low Z gas and
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Figure 1.3: Plasma density profile suitable for density down-ramp electron injection.
L is the length of the injection part of the profile, which should be lower than λp.

then the peak of the laser pulse ionizes the electrons from the high-charge states of the
high Z gas. However, using a single mixed gas results in continuous injection over the
laser-plasma interaction region, and this results in a large beam energy spread.

This technique could be improved by using a two-stage gas target to control
the injection process [29]. In the first section, the electrons are injected by ionization
injection in a high Z gas. The electrons then propagate in the second section, which
is a field with a low Z gas, thus preventing the injection of additional electrons. This
method produces electron bunches with lower energy spread.

Density down-ramp injection

In this case, the electron injection into the wakefield takes place in an electron den-
sity transition from high to low density. The injected bunch is then further accelerated
in a low-density plasma. If the density transition is longer than the plasma wavelength,
plasma electrons get trapped, because the local phase velocity of the plasma wave in
the down ramp is slowed down until it equals the fluid velocity of the plasma electrons
[22].

Injection via a sharp plasma density drop

A more sophisticated injection scheme is based on a sharp density drop between
two adjacent regions of different densities (see Figure 1.3). The laser intensity and the
plasma density have to be tuned to have a highly non-linear interaction without wave
breaking in both regions. This allows for the generation of a stable but highly non-
harmonic plasma wave, which, in turn, provides large accelerating gradients. During
the downward density transition, the plasma wavelength λp increases steeply from its
high-density value to the low-density one. This sudden increase in plasma wavelength
causes the rephasing of a fraction of the plasma electrons into the accelerating phase
of the plasma wave [30]. It follows that during the steep density transition, the plasma
wave is fully loaded at once. Since the length of the transition has to be on the order
of the plasma wavelength, this scheme requires complex gas target engineering.
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Injection facilitated by nanoparticles

A novel injection scheme was proposed [31, 32] and a recent experiment demon-
strated generation of up to 10 GeV electron beams [33]. The new electron acceleration
scheme uses a nanoparticle to trigger the injection of electrons in the acceleration phase
of a plasma wake. A nanoparticle is ionized by the edge of a laser pulse to create a
strong electric field that attracts electrons from the plasma. The attracted electrons
can gain additional momentum in the electric field of an ionized nanoparticle and are
injected into the bubble. The theoretical studies predict that the characteristics of
accelerated beams depend on the number of nanoparticles, nanoparticle composition,
size, and position when the nanoparticle is injected into the bubble. The composition
or size of the nanoparticle controls the number of electrons injected in the wake, and
thus the charge of the accelerated bunch. The number of nanoparticles controls the
number of electron bunches injected into the wake; thus controlling the bunch length,
structure, and total charge. Injecting electrons at earlier or later times leads to accurate
control of the electron beam energy by increasing the acceleration length and ensuring
that injection can happen when the strength of the accelerating field of the wake is
highest. Consequently, nanoparticle-assisted laser wakefield acceleration (NA LWFA)
is a versatile scheme due to its high degree of control over the wakefield acceleration
process.

The nanoparticle insertion method for LWFA looks similar to the cluster target
[34], where nano-scaled solids are mixed with a background gas. However, the accel-
eration mechanism is entirely different. In the case of nanoparticles, the dominant
mechanism for acceleration is direct acceleration. While in the case of clusters, the
ionization injection takes place. Furthermore, a high gas pressure is required to form
the clusters, thus the cluster method is not suitable for a low-density plasma. Since
the nanoparticle insertion method is independent of the background density, it does
not have any constraint on the gas density.

1.4 Theoretical demands on the gas targets (Scal-

ing laws)

The successful design of an electron accelerator is mainly based on three compo-
nents: laser driver, focusing optics, and target. The target is a device that creates an
appropriate plasma density profile for the laser-plasma interaction. Since the injection
and acceleration happen inside the target, the target design is crucial for reaching the
desired accelerated electron beam parameters while employing the full potential of the
laser driver. In this section, a theoretical framework for the design of the required
plasma density profile, which should be created by a target, is given. The following
formulas are derived from analytical calculations and/or Particle-In-Cell simulations.
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Blowout regime

Lets assume we know the laser parameters λ0 wavelength, P power, τ pulse
duration and w0 focal spot. The laser strength parameter a0 is estimated as [19]

a0 ≈ 8.54 · 10−10 · λ[µm] ·
√

I0[W/cm2], (1.31)

where I0 =
P

πw2
0
is the laser peak intensity in the focus.

First parameter, the plasma density in the target npe is derived from the matching
condition 1.30 as

ωp =
2c
√
a0

w0

(1.32)

npe =
ω2
pmeϵ0

e2
, (1.33)

where ωp is plasma electron frequency and we assume that kp = ωp/c. This can be
evaluated as:

npe[1/cm
3] ≈ 1.13 · 1020 · a0

(w0[µm])2
. (1.34)

The second parameter of the target is the length of the plasma density profile. The
necessary target length is set by laser pump depletion and dephasing of the electrons
[24]. The laser pulse etches back due to local pump depletion. The laser is depleted
after a distance

Ldepletion ≈ ω2
0

ω2
p

cτ, (1.35)

where ω0 = 2πc/λ0 is angular frequency of the laser and c is the speed of light. The
distance that the trapped electrons travel until they outran (dephase) the wave is

Ldephasing ≈
2

3

ω2
0

ω2
p

w0. (1.36)

The desired acceleration length is the dephasing length, so the condition

Ldepletion > Ldephasing => cτ >
2

3
w0 (1.37)

is imposed. If the pulse is too short and the condition 1.37 is not met, the length
of the target is set as Ldepletion. In this case, the dephasing is not reached and the
electron beam may have significant energy spread. If the condition 1.37 is met, the
target length is set as slightly longer than the Ldephasing. The injected electrons need
to slightly pass the dephasing point so that the energy spread is minimal. In this case,
it should be kept in mind that the length of the pulse should not be too large because
the laser field could interact with the trapped electrons and degrade the beam quality.

The electron energy gain depends on the average accelerating field of the beam-
loaded wake ELW and the acceleration length Lacc as

∆E = qELWLacc ≈
2

3
mc2

ω2
0

ω2
p

a0, (1.38)
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Laser driver L1 - Allegra L3 - HAPLS
Wavelength [nm] 840 810
Pulse energy [J] 0.1 30
Pulse duration [fs] 15 30
Power [TW] 6.7 1000
Repetition rate [Hz] 1000 10
Focal spot (FWHM) [µm] 5 20.5
a0 [1] 2.1 6
Target plasma density [1/cm3] 1.0 · 1019 1.8 · 1018
Plasma wavelength [µm] 10.7 26
Depletion length [mm] 0.75 9.5
Dephasing length [mm] 0.55 14.6
Electron energy gain [MeV] 140 2600

Table 1.1: Top part: Design parameters of the two lasers dedicated to be used as laser
drivers for electron acceleration at ELI-Beamlines. Bottom part: Evaluated scaling
laws for LWFA in blow-out regime for the parameters of the above-mentioned lasers.

where the approximate evaluation applies for Lacc = Ldephasing. It can be also rewritten
as

∆E[GeV ] ≈ 1.7

(
P [TW ]

100

)1/3(
1018

npe[cm−3]

)2/3(
0.8

λ0

)4/3

. (1.39)

The dependence of the electron beam energy is much stronger on the plasma density
than on the power of the laser driver. However, when the plasma density is lowered
for the fixed power, ensuring self-guided propagation of the leading edge of the laser is
more challenging.

The scaling laws are evaluated for the parameters of two ELI-Beamlines lasers
(L1-Allegra and L3-HAPLS) dedicated to be used as drivers for LWFA (see Table 1.1).

Sharp density drop injection

The most crucial parameter in the design of the density drop injection target is
the density transition length δt, which has to be shorter than the plasma wavelength
λp. The plasma wavelength can be calculated as

λp[µm] ≈ 3.3 · 1010 · 1√
npe[cm−3]

. (1.40)

Since the plasma wavelength in laser-plasma accelerators is usually of the order
of µm, such short perturbation is achievable only by setting up a shock wave in the
gas flow. From the kinetic theory[35] evolves that the shock thickness is of the order
of molecular mean free path of the gas and it scales with the Mach number of the flow
as

δt =
1

2

λMFP

M
, (1.41)

13



where λMFP is the molecular mean free path of given gas and M is Mach number of
the gas flow. The molecular mean free path can be calculated as

λMFP =
kBT√
2πd2p

, (1.42)

where kB is the Boltzmann constant (kB =≈ 1.38 ·10−23 J/K), T is the temperature of
the gas, p is the pressure of the gas and d is the hard-shell diameter the gas molecules
(usually around 3 · 10−10 m). The values of M , T , and p in the supersonic nozzle flows
can be well predicted by hydrodynamic simulations of the neutral gas flow - see Section
3.1.1.
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Chapter 2

Technological aspects and limits of
gas targets

Gas target plays an important role in laser-matter interaction experiments. It
can provide gas with density widely ranging from 1016 to 1021 cm−3 and has the char-
acteristics of adjustable gas density range and controllable gas length.

2.1 Gas target technology

Various technologies are used to produce the sub-critical plasma density profile
required for stable and controlled laser electron acceleration. A gas target is a device
that creates inside a vacuum chamber environment a structured gas density profile that
is reachable by propagating a laser beam.

Formerly, to create a sub-critical plasma, exploding thin foils were used. The foils
exploded after being irradiated by a laser pulse. The expanding plasma density profile
has a parabolic shape. The main drawback of this solution was that the density profile
shape was not easily tunable. Currently, the use of gas-based targets is preferred, be-
cause the density can be easily adjusted by changing the backing pressures. Nowadays,
the widely used targets are gas nozzles exhausting into the vacuum. They can either be
subsonic or supersonic. Other gas targets, that could be used for LWFA, are gas cells
and discharge capillaries. These devices are based on trapping gas in closed volume.

Subsonic nozzles

A subsonic nozzle has a convergent or cylindrical inner body shape (see Figure
2.1(a)). The gas inside the nozzle propagates at subsonic speed (Mach number Ma =
u/

√
γ ·R · T < 1, where u, γ, R and T stands for absolute velocity, heat capacity

ratio, specific gas constant and temperature respectively). The gas reaches Ma = 1 at
the exit of the nozzle and then it propagates at supersonic speed inside the vacuum
chamber.

Subsonic nozzles produce a parabolic density profile near the exhaust. Maximum
density rapidly decreases with the distance from the exhaust [36]. For this reason,
during LWFA experiments, it is necessary to focus the laser pulse very close to the
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Figure 2.1: Shapes of (a) subsonic and (b) supersonic nozzles exiting into the vacuum
chamber. The values T0, P0 and ρ0 refer to the temperature, pressure, and density of
the gas entering the nozzle inlet. Ma denotes the Mach number.

Figure 2.2: Models of axisymmetric (left) and slit (right) supersonic nozzles used for
laser-plasma electron acceleration experiments.

exhaust. Subsonic gas nozzles can reach peak densities high enough to be used for
LWFA driven by mJ laser [37].

Supersonic nozzles

Supersonic nozzles have a de Laval convergent-divergent body shape (see Figure
2.1(b)). The gas flow through the nozzle reaches supersonic velocity (Ma > 1) already
inside the nozzle in the divergent part. Then shock waves, which occur in the nozzle,
keep the gas jet compact for a long distance behind the nozzle exhaust. The supersonic
nozzle can be designed in a way that the density profile is flat-top with steep gradients
on the sides. Another important feature of the supersonic nozzles is that the density
profile remains almost constant for a long distance above the exhaust (typically up to a
few mm). This makes it easier to focus the high-intensity laser on the required density
profile while keeping the laser focus far from the nozzle edge. The supersonic nozzles
can be designed in various shapes and sizes. Axisymmetric and slit nozzle shapes are
depicted in Figure 2.2.
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Figure 2.3: (a) 2D scheme of a gas cell. The gas cell body is axisymmetric (the axis is
the dashed line). The arrows indicate the gas flow propagation inside the cell. The gas
exhausts into the vacuum chamber. The laser enters and exits the gas cell by the two
outlets. (b) Gas density profile of a single cell with a length of 20 mm, the diameter of
the body of 5 mm, an inlet diameter of 3 mm, and an inlet pressure of 0.08 bar. The
diameter of the outlets is 1 mm. Image taken from [38], adjusted.

Figure 2.4: 3D printed gas cell used for laser plasma experiments [40]. (a) CAD model,
(b) photography.

Gas cells

Gas cell consist of a closed volume filled with gas through an inlet. The gas
exits the cell through two small outlets on its sides through which also the laser pulse
can enter and exit the cell [38, 39]. Some of the gas inevitably leaks into the vacuum
outside the cell through these outlets. Gas density is almost uniform inside the cell
and decreases with a low gradient on the sides of the cell (see Figure 2.3).

The most important parameter of the gas cells is the ratio of the total cross-
section of the outlets to the cross-section of the inlet. If this ratio is smaller than 1,
the density profile is mostly uniform with just a small peak in correspondence of the
inlet.

Discharge capillaries

Discharge capillaries consist of closed volumes filled by gas which is ionized by
an electrical discharge before the laser pulse arrival. The discharge is generated by
inducing a potential difference between the two ends of the capillary. The gas breaks
down to form a plasma channel, which acts as a waveguide for the laser [41].

Discharge capillaries have different important features. The plasma channel is
composed of fully ionized gas (usually hydrogen), thus the laser does not suffer from
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Figure 2.5: Photo of discharge capillary developed in Lawrence Berkeley National
Laboratory and used for 8 GeV laser-plasma electron acceleration [5].

ionization-induced defocusing, or temporal and spectral distortion [42]. Discharge cap-
illaries are scalable to lengths of hundreds of millimeters, limited only by the length over
which the electrical breakdown can be achieved. Thereby they are opening a path to
compact accelerators beyond the multi-GeV level for high-energy physics applications
[43, 44, 5].

Gas jet tapering to create a steep down-ramp in the density profile

The density profile suitable for sharp-density drop injection can be achieved by
various techniques. The first technique is the placement of a blade along the gas jet
exhausting from a supersonic nozzle. The blade covers part of the gas flow and induces
shock front in the supersonic flow - an easily controlled peak in the density profile.
By changing the position of the blade over the gas flow, the parameters of the density
peak can be tuned.

Another technique to create the down-ramp is to combine two nozzles [45], which
generate a double-plateau density profile. In the overlapping region, close to the noz-
zle exhausts, the two gas jets do not interfere. By controlling the backing pressure
of the two nozzles, the densities of the two plateaus can easily be optimized during
experiments.

To obtain a density down-ramp also two gas cells connected by a tube can be
used. In this case, it is also easy to control the densities in each cell independently.
For this solution, the density gradient between the two stages is less steep than in the
above-mentioned solutions.
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Figure 2.6: Axisymmetric supersonic nozzle gas jet tapered by a blade (left) and a gas
density profile 1 mm above the blade (right).

2.2 Gas load into vacuum chamber

Laser wakefield acceleration is a well-established technology to produce up to
multi-GeV electron beams in laboratories with a footprint smaller than 100x100 m2.
To get efficiently to the multi-GeV level and beyond, the PW-class lasers are used. This
calls for different technological challenges that need to be investigated. As discussed in
Section 1.4, the first parameter driving the PW acceleration is the gas target length.
The desired length of the targets rapidly grows with the laser driver’s power. The theory
predicts that for > 10 GeV electron acceleration it will be necessary to implement > 1
meter-long targets. The trend of elongation of targets is evident from the review of
performed laser-plasma electron acceleration experiments - see Figure 2.7.

Gas load into the vacuum chamber is one of the most important issues of the
gas targets for experiments with laser power exceeding 1 PW. Therefore hydrodynamic
simulations were performed to study the gas load of targets with different technology.
The ultimate profile created by the targets was set to be 20 mm long with constant
plasma density 6*1018. The used gas in the targets is helium. All the targets are
fulfilling the requirement that the axis of laser propagation is 0.5 mm far from the
closest mass of the target.

A gas cell, subsonic slit nozzle, and three different supersonic slit nozzles were
investigated to compare their density profile shapes and a volume of a gas exhausting
from the target into the vacuum. The backing pressures were set at each target inde-
pendently to receive equivalent plasma density in the targets. The resulting density
profiles are depicted in Figure 2.8 and the calculated gas loads are stated in Table 2.1.
It can be seen that all the slit nozzles have an almost equivalent gas load, while the
gas load of the gas cell is more than 20 times smaller. It is not possible to pump out
such high gas loads as > 5 l/s even with powerful vacuum pumps and the high vacuum
would not be sustainable while operating the nozzles in continuous flow. Only gas cells
and pulsed nozzles are suitable to be used as a targets for GeV electron acceleration.
The pulsed operation of targets deteriorates the shot-to-shot stability of the accelerator
and prohibits the high repetition rate operation of the accelerator.
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Figure 2.7: Review of experiments published during years 2004-2020 in which the peak
electron energy exceeded 0.35 GeV. The plot shows the length and type of the gas
target used in the experiment and the ratio of the reached electron energy in GeV
units to the Laser power in PW units. Experiment with the highest electron energy
for each category of targets marked by circles. The most stable experiment is marked
by a star.

Geometry Throat cross-section [mm2] Backing pressure [bar] Gas load [l/s]
longitudinal de Laval 1:6 4.00 5 9.52
transversal de Laval 1:6 4.08 5 9.74
fully de Laval 1:36 0.68 30 10.19
subsonic nozzle 24 0.83 8.96
gas cell 1.57 0.50 0.29

Table 2.1: Gas load values of five different targets producing equivalent target profile.
The values are calculated by performing hydrodynamic simulations.

2.3 State-of-the-art of the gas target technology in

LWFA experiments

In this section, the gas targets from the latest state-of-the-art LWFA experiments
are presented.

The highest electron energy achieved

A. J. Gonsales et. al.[5] demonstrated the production of electron beams with
quasi monoenergetic peaks up to 7.8 GeV with a charge of 5 pC and 6 GeV peaks with
up to 62 pC charge. They achieved it using 31 J, 35 fs, 1Hz BELLA Ti:sapphire-based
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Figure 2.8: Target neutral gas density profiles produced by five different target tech-
nologies. The density profiles are calculated by performing 3D hydrodynamic simula-
tions.

laser with 850 TW peak power. As a target, they used 800 µm diameter 200 mm long
capillary discharge with current amplitude 450 A and rinse time 400 ns. The channel
depth of the capillary discharge waveguide was increased using matched laser pulses of
nanosecond length to locally heat the plasma along the capillary axis via the inverse
bremsstrahlung mechanism. This structure extended the acceleration length to 20 cm
at low electron density (ne ≈ 3.0 × 1017 cm−3) and enabled to production of electron
beams at such high energy. The scheme of the accelerator layout is presented in Figure
2.9.

C. Aniculaesei et. al.[33] present the production of electron beams with maximum
energy 10± 1.86 GeV and 340 pC charge. They achieved it using The Texas Petawatt
Laser which delivers 130 ± 10 J, 135 ± 10 fs pulses on target. In this case the 100
mm long gas cell[32] with 3-mm-diameter pinholes on sides filled with helium gas
(ne ≈ 6.0 ± 0.5 × 1017 cm−3) was used. Nanoparticle-assisted electron injection was
implemented by ablation of an aluminum plate situated on the bottom of the gas cell
by an auxiliary laser pulse (130 mJ, 10 ns duration, 500 µs before the main pulse). The
nanoparticles mixed with the helium gas filled the gas cell uniformly. The simplified
setup of the experiment and the design of the gas cell are presented in Figure 2.10.

The most stable LWFA accelerator

The up-to-date most stable laser wakefield electron accelerator was built by Maier
et. al.[8]. They were able to perform the first stable 24-hour operation of a laser-plasma
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Figure 2.9: Schematic layout of the BELLA laser-plasma accelerator, including the
heater laser system for enhancing the capillary discharge waveguide [5].

Figure 2.10: (a) Simplified scheme of the 10 GeV nanoparticle-assisted laser wakefield
accelerator setup. DRZ1 and DRZ2 are scintillating screens for electron energy detec-
tion. (b) Model of the used gas cell target system[33].
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Figure 2.11: The experimental setup of stable laser wakefield accelerator producing
368 MeV electron beams[8].

accelerator with over 100,000 consecutive electron beam shots. The electron beams had,
on average, a peak energy of 368 MeV (± 2.4 % rms), a charge of 25 pC (± 11 % rms),
and an FWHM energy spread of 54 MeV (± 15 MeV rms). The plasma accelerator
is driven by ANGUS laser, a Ti:Sapphire-based system providing 2 J (± 1.8 % rms)
pulse energy on target at 42 fs FWHM pulse length to deliver 48 TW peak power at 1
Hz repetition rate. The accelerator setup is depicted in Figure 2.11.

The setup implements a gas cell target machined from sapphire crystal. A square
(500 µm side length) channel is continuously filled with hydrogen from two inde-
pendently mass-flow controlled inlets to support a 4-mm plasma density plateau of
2.7 × 1018 cm−3 electron density. The pressure, measured directly at the inlets, is 56
mbar. The first inlet was doped with nitrogen (up to 3% concentration) to inject elec-
trons from ionization injection. An implemented differential pumping stage removes
the gas load from the target chamber. The target supported more than 200,000 shots
before replacement.

Acceleration at kHz repetition rate

F. Salehi et. al.[10] demonstrated laser wakefield acceleration of quasi monoen-
ergetic electron bunches up to 15 MeV at 1 kHz repetition rate with 2.5 pC charge
per bunch. The acceleration was driven by a 5 fs, 2.7mJ laser pulse generated by
guiding and self-phase modulation of a 35 fs FWHM, 6mJ Ti:Sapphire laser pulse in a
2.5-meter long hollow core fiber filled with helium gas and chirped mirror compressor.
See the experimental setup in Figure 2.12. The focused laser beam is used to drive
electron acceleration from a near-critical-density hydrogen cryogenically-cooled gas jet
target[46]. The jet producing a near-Gaussian gas density profile is created by a Mach
2.9 supersonic nozzle with 100 µm throat diameter.
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Figure 2.12: Experimental setup of the 15 MeV electron beams at kHz repetition rate.
Laser pulses with a few-cycle duration, generated through a hollow core fiber and a
chirped mirror compressor, are used to drive electron acceleration from a near-critical-
density hydrogen jet target[10](adjusted).

24



Chapter 3

Methods for development of the gas
targets

The quality and stability of LWFA output strongly depend on the density profile
of the gas target, where the acceleration takes place [22, 47]. For this reason, the design
and characterization of gas targets play a crucial role towards the realization of a stable
high-quality laser wakefield accelerator. Gas targets can be designed using analytical
models and numerical simulations [48, 49, 50]. Then, to benchmark the simulations and
to experimentally characterize the real gas flow in the target, interferometric methods
[51, 15] with post-processing by tomographic reconstruction [52, 53, 52] are typically
used.

3.1 Computer simulation tools

Most of the targets used for LWFA in a self-guided regime consist of a subsonic or
supersonic gas nozzle, gas cell, or combination of them. The geometry of such targets
consists of a pressurized gas inlet, the shape of the target body in which the gas prop-
agates, and gas outlet in the form of a large vacuum chamber surrounding the target.
Based on the rarefaction of the flow, the gas flow dynamics in the target should be mod-
eled by either the statistical mechanics or the continuum mechanics formulation. This
is determined by the so-called Knudsen number Kn. Kn is a dimensionless number
defined as the ratio of the molecular mean free path length λMFP to a representative
length scale L

Kn =
λMFP

L
. (3.1)

When the Knudsen number is small (Kn < 0.01), non-equilibrium effects are
insignificant and the standard Navier-Stokes (N-S) equations can accurately predict
the gas flow behavior. As Kn increases (0.01 < Kn < 0.1), regions of non-equilibrium
begin to appear near surfaces as the molecule-surface interaction frequency is reduced
- the most recognizable effect of this is velocity slip and temperature jump. The N-S
equations can still be used effectively, but the slip and jump boundary conditions need
to be implemented. However, once the Kn increases into the transition continuum
(0.1 < Kn < 10) and free-molecular regimes (Kn > 10), the N-S equations cannot
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Figure 3.1: Illustration of the supersonic nozzle (black) exhausting into the vacuum
chamber. When modeling such phenomena with hydrodynamic simulation, two cal-
culation domains have to be distinguished. The first domain (marked by red color)
consisting of the inlet, the inner part of the nozzle, and the region close to the nozzle
outlet, fulfills the condition Kn < 0.01 and can be modeled by Navier-Stokes (NS)
equations. The second domain (marked by blue color) is the rest of the vacuum cham-
ber further from the nozzle exhaust. In this case, the continuum approach can not be
used since Kn > 0.01 and the Direct Simulation Monte Carlo (DSMC) method has to
be implemented. The position of the interface between the two domains is specific to
given conditions.

predict the gas behavior. For these purposes, the Direct Simulation Monte Carlo
(DSMC) method can be used.

3.1.1 Computational Fluid Dynamics (CFD)

The CFD approach, which solves Navier-Stokes equations, is sufficient for 2D
and 3D steady-state simulations of gas flow through gas targets including a small part
of the vacuum chamber close to the target exhaust - see Figure 3.1. Time-dependent
simulation of propagation of the gas pulse initiated by a high-speed valve through the
target geometry initialized with a high vacuum pressure is only partially feasible (with
slip corrections and a very small time step). The accuracy is in this case very low and
the convergence of the calculation is problematic. It is better to verify such calculations
with a rarefied gas dynamics approach.

We use the following numerical setup for the steady-state target density profile
calculation. The Navier-Stokes equations together with the equation of conservation
of energy and the turbulence modeling partial differential equations are discretized
with the Finite Volume Method. The two-equation eddy-viscosity turbulence model
k-ω SST is used, as already described in the literature for similar cases [45]. This
model combines k-ω and k-ϵ turbulence models such that the former is used near the
boundary layer and the latter in the free shear flow. Hence the model is very robust.
After discretization, the system of linear equations is solved iteratively by the Gauss-
Seidel method.

The boundary and initial conditions are implemented as:
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� The gas enters the simulation domain through the inlet, where a gas pressure
and temperature are prescribed. A gas flow is not set at the inlet. The flow
arises within the computation following the gas pressure difference in the inlet
and outlet.

� The velocity of the gas at the walls is set to be zero and the walls are prescribed
as adiabatic.

� The outlet boundary introduces the vacuum chamber conditions. At this bound-
ary, the initial pressure is set to be the vacuum pressure however it is not fixed
and it can vary during the calculation.

� All the values in the simulation domain are initialized with the values at the
inlet (zero velocity, backing pressure).

Because the high vacuum cannot be well described with the equation of continuity, a
higher pressure is used to model the vacuum part of the geometry. Even though in
experiments the pressure in the vacuum chamber is around 10−6 mbar, the value 1 Pa
is a sufficient approximation of the vacuum in the steady-state target simulations as
demonstrated in [45].

Two codes are used for the CFD simulations. First is Fluent which is a part of
the ANSYS commercial software package with the graphical user interface. The second
is OpenFOAM which is freeware and is controlled by a text user interface.

ANSYS Fluent contains, except for the equation solver, the whole user interface
for pre-processing and post-processing including SpaceClaim for the geometry setup,
ANSYS Meshing for the mesh control, Fluent Setup for setting a boundary and initial
conditions and numerical models, and finally CFD-Post for displaying and extracting
the resulting data (see Figure 3.2).

Figure 3.2: The process of setting up a CFD simulation. First, a geometry is designed.
Then a mesh and boundary conditions are stated. Then the flow fields are calculated
on the mesh grid. At the end, the post-processing calculations are performed.

27



Figure 3.3: Comparison of the three normalized density profiles produced by the rect-
angular supersonic nozzle with removable walls. The density profiles are extracted at
0.5 mm above the nozzle, and the simulated gas is nitrogen. In LWFA experiments the
laser propagates from the right to the left.

All the results presented in the study have been obtained by performing 2D-
axisymmetric and 3D steady-state simulations, depending on the gas target geometry.

Characterization of supersonic and subsonic nozzles used as targets for
LWFA experiments

Two different types of gas targets were characterized [54]. First, a supersonic
rectangular de Laval nozzle designed and manufactured by Smartshell Co., Ltd., al-
ready successfully used in LWFA experiments [55], was studied. The nozzle has a 6.8
mm x 1.26 mm exit and removable side walls allowing to production of 3 different
density profiles - see Fig. 3.3. The nozzle is designed to be used with high-power lasers
(≤ 10 TW ) owing to the longer laser propagation.

To gain more flexibility in the experimental environment, density profiles obtained
by placing a sharp obstacle (blade) along the supersonic gas path were studied. This
study was performed along the transverse profile of the rectangular nozzle. The blade
was positioned 3 mm above the nozzle and was 0.5 mm thick. The density profile is
strongly affected by the longitudinal position of the blade. The peak-to-plateau density
ratio versus the distance of the blade from the central line of the nozzle is plotted in
Fig. 3.4.

Then a cylindrical subsonic nozzle - cylindrical capillary with 300 µm diameter,
built in-house, was investigated in different schemes as a gas target to be used for
LWFA driven by a few-mJ, kHz laser driver. The results indicate that, compared
to the supersonic nozzles, the density of the gas jet from the subsonic nozzle rapidly
decreases with the distance from the nozzle exhaust. The gas exits the subsonic nozzle
with a larger opening angle than in the case of a supersonic nozzle. For this reason, in
LWFA experiments, it is crucial to focus the laser as close as possible to the capillary
exit.

To obtain a sharper density gradient, as in the previous case, a blade can be
positioned along the gas path. Doubling of the gas density and much sharper gradients
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Figure 3.4: Left: Transverse density profiles with (solid line) and without (dashed line)
tapering by a blade. The blade is placed 0.9 mm from the central line of the nozzle.
The profiles are plotted at heights of 0.3 mm, 0.5 mm, and 1.0 mm above the blade.
The gas used is helium at 30 bar backing pressure. Right: Peak-to-plateau ratio of
the density peak induced by the blade vs. distance of the blade from the center of the
nozzle.

were observed at this configuration. Illustrative results are shown in Fig. 3.5.

3.1.2 Direct Simulation Monte Carlo (DSMC)

The Direct Simulation Monte Carlo method is a particle-based numerical scheme
for solving the non-linear Boltzmann equation [56, 57, 58]. Rather than exactly cal-
culating successive collisions, as in Molecular Dynamics methods, the DSMC method
generates collisions stochastically with scattering rates and post-collision velocity dis-
tributions determined from the kinetic theory of a dilute gas. While DSMC simulations
are not correct at the length scale of an atomic diameter, they are accurate at scales
smaller than a mean free path.

In DSMC simulation, the state of the system is given by the positions and veloci-
ties of particles, {r⃗i, v⃗i}. First, the particles are moved as if they did not interact, that
is, their positions are updated to r⃗i + v⃗i∆t. Any particles that reach a boundary are
processed according to the appropriate boundary condition. Second, after all particles
have been moved, a given number of them are randomly selected for collisions. This
splitting of the evolution between streaming and collisions is only accurate when the
time step, ∆t, is a fraction of the mean collision time for a particle.

Typically each particle in the simulation represents thousands of molecules in the
physical system. In this sense, the DSMC method solves the Boltzmann equation using
a representative random sample drawn from the actual velocity distribution. This re-
scaling allows us to model many systems of interest using only 104 − 106 particles.
However, if the number of particles in the simulation is too small, fewer than about 20
particles per cubic mean free path, the DSMC method is not accurate.

Collisions: To evaluate the collisions in the gas, the particles are sorted into cells
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Figure 3.5: Capillary density profiles with (solid line) and without (dashed line) the
blade at different heights above the blade. The blade is placed at a position of 0.05 mm
from the center of the capillary and 0.5 mm above the capillary exhaust. The blade is
0.5 mm thick. The gas used is argon at 30 bar. Density profiles at 5 different heights
above the blade (0.05 mm, 0.1 mm, 0.3 mm, 0.5 mm, and 1 mm) are plotted.

whose volumes are typically a fraction of a cubic mean free path. This spatial “coarse-
graining” allows two particles to collide by simply being located within the same cell.
At each time step, particles within a cell are randomly selected as collision partners.
From kinetic theory, the collision probability for hard spheres is linearly proportional
to their relative velocity. Conservation of momentum and energy provide four of the
six equations needed to determine the post-collision velocities. The remaining two
conditions are selected at random with the assumption that the direction of the post-
collision relative velocity is uniformly distributed in the unit sphere.

Boundaries: DSMC simulations employ various types of boundaries (e.g., spec-
ular surfaces, thermal walls, fluxing reservoirs). When a particle strikes a specular
surface its component of velocity normal to the surface is reversed. When a particle
strikes a perfect thermal wall, all three components of velocity are reset according to
the biased Maxwellian distribution. Finally, boundaries can act as fluxing reservoirs,
that is, as infinite, equilibrium thermal baths at fixed temperature and density. At each
time step, particles from the reservoirs flux into the system while particles already in
the system can flux out. A flow velocity may be assigned to a reservoir to model inflow
or outflow boundaries.

Statistics: Since DSMC is a stochastic method, most physical quantities of
interest are computed as time averages. The values of mass density ρ(r⃗, t), momentum
density p⃗(r⃗, t) and energy density e(r⃗, t) are periodically measured as

ρ(r⃗, t) =
1

VC

Cell at r⃗∑
i

m (3.2)

p⃗(r⃗, t) =
1

VC
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where the sum is over particles in the statistics cell located at r⃗. The fluid velocity is
computed as u⃗(r⃗, t) = p⃗(r⃗, t)/ρ(r⃗, t). Temperature is computed from the equipartition
theorem as
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2m
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(
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− 1

2
|u⃗(r⃗, t)|2

)
. (3.5)

The local pressure P (r⃗, t) is evaluated from the ideal gas low.
The DSMC simulation tool can be favorably used in the development of LWFA

targets. It can be used for the simulation of gas flow through micro nozzles with
dimensions < 100 µm. Another application is in time-dependent simulations of gas
jet formation in a vacuum chamber. Last but not least, DSMC can capture the effect
of species separation of light+heavy gas mixture in the jets produced by supersonic
nozzle [59]. This is important for ionization injection where the mixtures of light and
heavy gasses are used.

Two simulations are presented below. The first is benchmarking simulation. 2D
simulation of supersonic nozzle with throat diameter 10 µm and exhaust diameter
30 µm exhausting into high vacuum was provided. The backing gas on the inlet is pure
helium at 0.5 bar. Since the modeled instance is between the continuum and transition
continuum regimes, both CFD and DSMC simulations were performed. The results
agreed well. See the plot of axial neutral gas density in Figure 3.6.

The second simulation was performed to study the gas flow through the supersonic
slit micro-nozzle and the effect of enrichment [60] of heavy gas in light carrier gas. The
inner dimensions of the nozzle are 100 µ m slit length, 30 µ m exhaust width, and
10 µ m throat width. The simulation was performed in 3D. The gas on the inlet is a
mixture of Helium with 0.1 % of Xenon at a pressure of 0.5 bar.

The results of the second simulation are depicted in Figure 3.7, where the density
map of helium and concentration of the heavy gas fraction are plotted in the plane
perpendicular to the slit direction. A strong effect of concentration of the heavier gas
in the central part is evident.

High-Performance Computing

The complex simulations (all kinds above mentioned) were performed either on
Eclipse or Sunrise clusters in ELI-Beamlines. Eclipse is an 84-node cluster equipped
with a shared central storage (1 Petabyte) and an Infiniband QDR interconnection
network rated at 40 Gbps (gigabits per second). Each node contains 16 cores (Intel
Xeon E5-2630v3 @ 2.4GHz) and 128 GB of available RAM DDR4 memory. Sunrise is a
324-node cluster equipped with a shared central storage (1 Petabyte) and an Infiniband
HDR interconnection network. Each node contains 24 cores (Intel Xeon, class Cascade
Lake) and 128 GB of available RAM DDR4 memory. Figure 3.8 plots the scheme of
the Eclipse/Sunrise computational cluster architecture.
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Figure 3.6: Atomic density of a neutral gas leaving 30 µm nozzle. The density is plotted
on the axis of the nozzle. The X coordinate denotes the distance from the nozzle
exit. The simulation tools used for the calculation are DSMC with approximately
20 macro-particles per computational cell (blue line), DSMC with approximately 100
macro-particles per computational cell (red line), and CFD for laminar flow (orange
line).

3.2 Experimental characterization of the gas tar-

gets

The most popular method for assessing the density distribution of gas targets
experimentally is interferometry. Lately, the research on interferometric techniques
for neutral gas jet density characterization focuses on the improvement of interfero-
metric sensitivity. Another trend is the use of tomography for the three-dimensional
reconstruction of tailored gas density distributions. With advances in high-power laser
technology, the characterization of LWFA targets becomes increasingly challenging, as
either their density decreases (in the case of PW electron acceleration) or their di-
mensions are reduced (in the case of kHz repetition rate acceleration). Both trends
decrease the phase shift of the probe beam, often reaching the sensitivity limits of the
characterization method.

3.2.1 Interferometry

Optical interferometry is a family of probing techniques that utilize the inter-
ference between optical waves imprinted in the phase of the probing beam for precise
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Figure 3.7: Results of DSMC simulation of slit micro nozzle fed by a mixture of 99.9 %
helium and 0.1 % Xenon. Top: Atomic density map of helium gas in the plane perpen-
dicular to the slit direction. Bottom: Concentration of xenon in the mixture. Right:
Helium density and xenon concentration profiles 100 µm above the nozzle exhaust.

Figure 3.8: Diagram of the cluster architecture (Eclipse or Sunrise in ELI Beamlines).
It shows an X-node cluster equipped with shared central storage and an Infiniband
interconnection network. Each node contains computational cores and an internal
memory. A user accesses the cluster via a Login node.

measurement of small distances, observation of refractive index variations, visualization
of surface irregularities, determination of wavelengths, and many other characterization
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methods. Science and industry foster an ever-growing demand for high-precision mea-
surements. This is the driving force for improving the capabilities of existing optical
probing methods and for the development of new interferometer designs.

For the characterization of the targets presented later, two types of interferom-
eter are used: a basic Mach-Zehnder interferometer and a newly proposed [61] 4-pass
interferometer with relay imaging arms.

Mach-Zehnder interferometer and interferogram evaluation

The Mach-Zehnder interferometer dominates in its simplicity of control and ad-
justments. The experimental setup is displayed schematically and a real photo is
attached in Figure 3.9. The laser diode 405 nm continuous beam reaches the beam
splitter, which divides it into two equal parts. Then one beam continues through the
vacuum chamber with a gas target, which is mounted on a manually controlled rota-
tional stage, and the other beam travels beside the nozzle (in air). Both beams are
merged on a second beam splitter, and the resulting interferogram is captured on a
CCD camera. The examples of the resulting interferograms are depicted in Figure 3.10.

Figure 3.9: Photo of the Mach-Zehnder interferometer setup with sketched beam path
and its diagram. The setup consists of a laser, two beam splitters (BS), mirrors (M),
a lens (L), a camera, and a vacuum chamber with a nozzle. In the lower right corner,
there is a top look inside the vacuum chamber.
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Figure 3.10: Example of the two interferograms obtained from Mach-Zehnder inter-
ferometer for the de Laval axisymmetric nozzle (left) and for the cylindrical nozzle
tapered by blade (right).

It takes several steps to reconstruct the density profile of a gas target from one
or more interferograms. All the steps are explained below.

Figure 3.11: The process of an interferogram evaluation: (a) trimming of the interfero-
gram, (b) filtering in the Fourier domain, (c) inverse Fourier transform, (d) unwrapping,
(e) substituting the reference and (f) tomographic reconstruction. The processed in-
terferogram comes from the measurement of the axisymmetric de Laval nozzle with
Argon at 15 bar backing pressure.

1. Loading and trimming: The interferograms capturing the gas flow density
profile and their references (interferograms capturing a background without the
gas flow - They will be used later for suppressing the influence of the background
on the density profile. They are processed in the same way as the main interfer-
ograms.) are loaded into matrices. Then the matrices are trimmed in a way that
just a desired area remains (Figure 3.11a).
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2. Calculation of dimensions: The size of a pixel dpixel in the real space needs
to be calculated. This can be done a priori in the experimental setup by using
reference marks, or a posteriori by using the shadowgraph of the nozzle in the
images.

3. Enhancement of the second maximum in the Fourier domain: The 2D
Fourier transform is provided using the Fast Fourier Transform algorithm. Then
the four quadrants of the resulting matrix are flipped to keep the zero frequency
in the center of the matrix. If the absolute value (amplitude) of the transformed
image is displayed, then there are 3 (or more) local maximums significantly visi-
ble. The direction in which the maximums lie is perpendicular to the direction of
the fringes in the original image. The first maximum, which is in the center of the
transformed profile, is not important for phase shift evaluation. The information
about the phase shift is carried in the second maximum (due to the symmetry,
there are two of them and they carry the same information).

To evaluate the phase shift the second maximum has to be enhanced by a band-
pass filter (Figure 3.11b). The band has the shape of a circle with a center in the
second maximum (one of the two) and with a radius 1/3 of the distance between
the first and the second maximum. Then, the second maximum is shifted into
the center of the domain (instead of the first maximum) and the inverse Fourier
transform is provided. The phase shift is obtained by calculating the phase angle
from the obtained values.

4. Unwrapping: However, the resulting phase shift profile has limited values by
interval (−π; π] as the sin and cos functions are periodic with 2π. There are 2π
jump discontinuities (Figure 3.11c), where the actual phase shift is cumulative.
To obtain the real phase shift the resulting phase needs to be ”unwrapped”. This
means that the occurred discontinuities are linked by adding an offset (Figure
3.11d). The unwrapping is done in both directions in the figure to ensure that
no phase shift jumps are present.

5. Phase shift range adjustment: The reference profiles are substituted from the
profiles carrying the information about the nozzle density profile (Figure 3.11e).
This reduces background noise and effects caused by imperfect optical setup.
Furthermore, the resulting profile is adjusted for positive values starting from
zero. The area of the lower left and right corners is assumed to be a vacuum.
So the value in this area is substituted from the rest of the profile to adjust the
profile. Then, if any negative values occur, they are set to zero.

6. Tomographic reconstruction: The transformation from the projections to
the 3D density profile is done by tomographic reconstruction algorithms (Figure
3.11f). In the case of the axisymmetric nozzles it is held by Abel inversion and
in the case of more complex targets without cylindrical symmetry the advanced
3D tomographic reconstruction algorithms are used (see the Section 3.2.2).

7. Density evaluation: The final evaluation of the density comes from the follow-
ing three equations.
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First, the optical path length difference lOPLD is computed

lOPLD = ∆ϕ
λ

2π
, (3.6)

where ∆ϕ is the reconstructed phase shift and λ is the wavelength of the laser,
which was used in the setup. Then the refractive index n is evaluated

n− 1 =
lOPLD

dpixel
, (3.7)

where dpixel is the dimension of space that covers one pixel. Last, the atomic
density ρ is computed

ρ =
n− 1

n0 − 1
ρ0, (3.8)

where the n0 is the refractive index of the gas exhausting from the target at
standard conditions (temperature 273 K, pressure 105 Pa) and for the wavelength
of the used laser. The ρ0 denotes the atomic density (number of atoms of the
given gas per cm3) of the used gas at standard conditions.

Multi-pass interferometry with relay-imaging arms

The new concept of an interferometer is developed at ELI-Beamlines [61]. It
consists of a multi-pass probing setup coupled to a shearing Wollaston interferometer.
The unique feature of this setup is the capability to work with a different number
of passes through the object (one, two, or four), using passive optical elements only,
while preserving the spatial resolution. These capabilities are achieved by employing
relay-imaging object arms and, in the case of four-pass probing, polarization switching
of the probe beam. The increased number of passes allows more phase shifts to be
accumulated, thus enabling phase sensitivity increase, while the high spatial resolution
of the optical setup allows for precise tomographic measurements of complex phase
objects.

The four-pass configuration employs polarization switching with two relay-imaging
arms to facilitate four passes through the gas jet target (see Figure 3.12). In this con-
figuration, the beam travels through the beam splitter and a polarizing beam splitter
and illuminates the gas jet. The relay-imaging arm is used to enable a second pass and
a quarter-wave plate is inserted in the collimated beam with a fast axis oriented under
an angle of 45 deg concerning the incoming polarization to perform switching of the
linear polarization (from horizontal to vertical). Because of the changed polarization,
the beam is subsequently reflected by the polarizing beam splitter to the second relay-
imaging arm of the setup and probes the jet for the third time before it enters the first
relay-imaging arm again. This arm ensures the fourth interaction of the probe with the
jet and switches the polarization back to horizontal. The horizontally polarized beam
is then transmitted through the polarizing beam splitter and afterward, it is reflected
by the non-polarizing beam splitter towards the phase measurement system.

In this configuration, the first and the fourth pass of the probe through the
gas jet are performed with horizontally polarized light while the second and third
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Figure 3.12: Schematic four-pass setup for interferometric gas target characterization.
The first reflections of the beam on the beam splitters and their beam blocks are not
shown. [61]

passes are with vertical polarization. This would be significant if the probed object
was anisotropic, but it should not affect the characterization of gas jets, as those are
considered optically isotropic and each of the passes contributes to the phase distortion
of the probe equally. Moreover, the four-pass configuration can be easily switched to
the double-pass one by rotating the quarter-wave plate by 45 degrees. This disables
the polarization switching and eliminates the second relay-imaging arm.

3.2.2 Tomography algorithms

The measurement of structured density profiles by interferometry requires scan-
ning the measured object from different angles and then computing the 3D profile by
tomographic reconstruction starting from projections that carry only 2D information.
Nowadays, different algorithms are used to characterize gas targets [62, 63, 52, 13, 53]
and to our best knowledge no detailed comparison of their performances has been done.
There is no clear indication about which of them is the most suited for a given specific
density profile. This is the main motivation for the work [64], where different analytical
and iterative reconstruction algorithms for LWFA gas targets are compared.

Algorithms for the 3D tomography

There are two main approaches to 3D tomography. The analytical methods solve
the problem by utilizing the Fourier slice theorem [65], which relates the Radon trans-
form and the Fourier transform. The investigated techniques are the Direct Fourier
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Method (DFM) [66] and Filtered Back Projection (FBP) [67]. The iterative methods,
instead, solve the problem in the real space by assigning to each pixel a weight fac-
tor depending on the contribution to projection rays. The resulting set of equations is
then solved by an iterative technique called the Kaczmarz algorithm [68]. The methods
investigated in the work are the Algebraic Reconstruction Technique (ART) [69], the
Simultaneous Iterative Reconstruction Technique (SIRT) [70], the Multiplicative Al-
gebraic Reconstruction Technique (MART) [71], and the Simultaneous Multiplicative
Algebraic Reconstruction Technique (SMART) [72].

Both real and artificially created simplified density profiles have been used to
test the algorithms, to get a deeper understanding of the specific features of each
algorithm. The artificial test profiles have been chosen to isolate the main features
that are typically present in LWFA gas targets, such as density down-ramps, sharp
gradients, constant plateaus, and density drops surrounded by higher density. The
realistic density profiles used for the algorithm testing are obtained by CFD simulations
of gas targets successfully used in LWFA experiments. They refer to different types of
typical LWFA gas targets such as subsonic nozzle tapered by a blade, and slit nozzle
with open and closed side gas flow exits.

All the algorithms have been tested for different numbers of projections ranging
from 2 to 36. The first projection is always in the direction of the X-axis and the
others are shifted clockwise by multiples of the angle 180◦/nproj, where nproj is the
appropriate number of projections. In the case of algebraic methods, the iterative
process was initialized with a constant function ∀j : fj = 1. This corresponds to a
flat density profile in the whole reconstruction domain, but in principle, more accurate
guesses could be used for density profile initialization. In practice, an expected mean
value ρ of the density inside the jet can be used for the initialization (∀j : fj = ρ) or
even better estimates.

Each tomographic reconstruction algorithm has been tested on all the test density
profiles, and its performances have been analyzed in terms of the quality of the obtained
reconstruction, its dependence on the number of projections, and computational time.
The best-performing algorithms were found to be ART in the case of a low number of
projections (<10) and FBP in the case of a high number of projections (>30). A more
detailed analysis of the above-mentioned algorithms can be found in [64].

Newly proposed FARM algorithm

During the testing of the different analytic and algebraic algorithms, the new
algorithm FARM (Filtered Algebraic Reconstruction Method) has been developed,
which is a tomographic reconstruction algorithm tailored for LWFA gas target density
profile reconstructions. FARM combines analytic and algebraic methods, and performs
a filtering of the oscillations in the profile after the reconstruction. The new algorithm
FARM is compared with the most performing algebraic and iterative algorithms [64].

The algorithm consists of three steps (see Figure 3.13). In the first step, FARM
performs FBP reconstruction, then, it uses the resulting profile to initialize an ART
reconstruction. In this way, FARM reduces the number of iterations needed for conver-
gence and can improve the reconstruction of plateaus and drops in the profile. These
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features make FARM an attractive method to be used in cases where the number of
projections is limited to less than 30. After the convergence of the ART reconstruction,
FARM applies non-linear filtering to remove the oscillations coming from the algebraic
reconstruction algorithm.

Figure 3.13: Diagram of the three steps of the new FARM algorithm.

To validate FARM, there has been provided a reconstruction test on the realistic
density profiles obtained by CFD simulations of gas targets successfully used for LWFA.
The performance of the algorithm was evaluated by mean and maximum errors of the
reconstructed profiles, which describe, respectively, the reconstruction of the profile
shape and sensitivity to artifacts occurring in the profile. In each test profile, FARM is
outperforming ART. The only algorithm that gets better reconstructions than FARM
is FBP, but only in the case of at least 30 projections. Moreover, FARM is about 30%
faster in convergence than ART.

The algorithms have been tested also on real experimental data from the interfero-
metric measurement of a rapid-expansion 6.8 mm long de Laval slit nozzle designed and
manufactured by Smartshell Co., Ltd. with a sharp razor blade mounted transversely
to the nozzle slit. The measurement setup consisted of a Mach-Zehnder interferometer
with a laser diode (405 nm). After the phase unwrapping the size of the interferogram
covered an area of 651 × 330 px, where each pixel corresponded to 13.2 × 13.2 µm2

in the real space. The interferometric images were acquired from 36 different angles
(from 0◦ to 175◦ on a 5◦ step basis).

The best reconstructions have been obtained with FARM (6 projections) and FBP
(36 projections). The reconstructed 2D profiles by FARM and FBP for a different
number of projections are shown in Figure 3.14. From the reconstruction, it turns
out that the FBP algorithm suffers from artifacts even with a medium number of
projections (6-18), while in the case of FARM, the artifacts are suppressed and it is
possible to achieve a nice reconstruction already with 6 projections.

The ART algorithm produced also high-quality results but suffered from oscilla-
tions and needed two times more iterations (120) than FARM (54). The other algo-
rithms produced unrealistic profiles (MART) or required a large number of iterations
(SIRT(200), SMART(more than 1000)).
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Figure 3.14: 2D density profiles reconstructed from measurement data by FARM and
FBP algorithms for different numbers of projections (in brackets). The reconstruction
refers to the plane 1 mm above the blade.
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Chapter 4

Ultra-fast optical probe diagnostics
in laser-plasma experiments

In laser-plasma experiments, a fraction of the driving laser pulse is typically
used as an ultra-fast probe of the interaction process. This is advantageous due to
the minimization of jitter between the two pulses. Successful implementation of this
technique enables the observation of wake waves in a plasma behind the laser driver
[73, 74, 75], injection dynamics [76, 77] and magnetic field structures [78] in electron
acceleration process [79]. Besides LWFA, significantly interesting is also the optical
probing of electron density singularities of a relativistic plasma capable of reflecting
light via the double Doppler effect in the relativistic flying mirror mechanism [80, 81] or
emitting bright coherent soft-X-ray radiation in the course of Burst Intensification by
Singularity Emitting Radiation (BISER) [82, 83]. However, images of sharply localized
relativistic singularities obtained by means of ultra-short probe pulses with duration τ
are blurred to sizes ∼ cτ due to the motion blur; here c is the speed of light. For 30-50
fs probe pulse duration, typical for high-power femtosecond lasers, this blurring reduces
the spatial resolution to ∼ 10− 15 µm, which is often insufficient. The blurring effect
can be reduced by compressing the probe pulse after the pick-off from the main pulse
(post-compression) [84], which is a complicated technical task, taking into consideration
that the femtosecond synchronization level should be retained.

4.1 Compression after Compressor Approach

Post-compression of the probe pulse is performed in two distinct steps: spectral
broadening induced by time-dependent self-phase modulation (SPM) driven by the op-
tical Kerr-effect [85, 86] followed by chirp compensation with the use of a set of chirped
mirrors [87, 88, 89]. Two methods can be used for compression of the probe pulses:
spectrum broadening achieved either in a gas-filled hollow fiber [90, 91] or in solid non-
linear medium (e.g. thin glass, crystal or plastic plates). The method implementing
the solid nonlinear medium for SPM is called Compression after Compressor Approach
(CafCA) [92, 93, 94]. Gases have very small nonlinearity coefficients, thus requiring
intensely focused pulses propagating through long (tens of cm or even meters) fibers
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Figure 4.1: Chirped Pulse Amplification and Compression after Compressor Approach
concepts. S-stretcher, A-laser amplifier, C-compressor, NE-nonlinear element, CM-
chirped mirror, Ia, Ig and Im are the breakdown thresholds of amplifiers, diffraction
gratings, and chirped mirrors. Image taken from [93], adjusted.

to achieve significant SPM-induced spectral broadening. On the other hand, solid non-
linear media of CafCA have much higher nonlinearities, thus operating at much lower
intensities and with thin (millimeter-scale) plates. In both cases, the broad-bandwidth
pulse after the SPM is compressed by negative-dispersion mirrors to durations several
times shorter than the original laser pulse - see Figure 4.1.

4.2 Post-compressed probe beam setup challenges

Up to now most of the post-compressed probe experiments were performed using
SPM in gas-filled hollow fibers, e.g. [76, 95]. However, this usually requires bring-
ing the probe out of the main vacuum beamline, using a few-meter-long compression
beamline including a gas-filled hollow fiber and long-focal-length lens or mirror, and
bringing the compressed probe back into the interaction vacuum chamber [96]. In
contrast, CafCA uses a shorter beamline and can be implemented in-vacuum, which
significantly simplifies the setup and reduces the main-to-probe pulse jitter. Because
of its compactness, the alignment is time effective and the whole CafCA setup can
be built on an insertable stage, therefore the post-compression can be switched on/off
online during an experiment. On the other hand, the following challenges arise during
the high-power laser plasma experiments:

Reaching sufficient probe beam peak intensity for efficient SPM in thin
plates: To minimize the temporal jitter between the main pulse and the probe, the
latter has to be taken from the former either by wavefront splitting, or by the leakage
of one reflective component, or by taking the edge of the main pulse with a pick-off
mirror. These processes lead to probe beams with peak intensity significantly lower
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than the main laser pulse so that SPM in thin plates becomes inefficient and cannot
provide significant spectrum broadening. This can be overcome by focusing the probe
pulse or its down-collimation before SPM, however, this is not a trivial task, taking
into account the fact that the setup should be compact and the temporal and spatial
beam qualities should be preserved to a high degree. Alternatively, the SPM can
be increased by increasing the nonlinear medium thickness, but this induces greater
material dispersion which is also positive and thus requires a larger number of bounces
from negative dispersion mirrors, which complicates the in-vacuum setup.

Shot-to-shot peak intensity variations leading to compressed probe duration
fluctuations: The near-field peak intensity distribution of high-power laser systems
exhibits some variations, especially at the beam edges which are often used for probe
pick-off mirror locations. Such variations will directly translate into the SPM variation
and therefore to the compressed probe duration fluctuations.

Compressed probe duration dependence on the main pulse energy: It is
typical for high-power laser experiments to scan the main pulse energy to study the
dependences of various processes of interest on the laser power or intensity. The probe
pulse, split from the main one near the interaction point, will have its peak intensity
proportional to the main pulse energy. Thus, the SPM will be affected, and therefore
the compressed probe duration as well.

Potential degradation of the probe pulse near-field pattern: SPM is a non-
linear process and for large b-integrals can cause filamentation. Even not reaching this
extreme case, the wavefront quality, and therefore after propagation of the near-field
pattern, can be degraded. Further, the probe beam focusing or down-collimation dis-
cussed above can influence the near-field quality as well. These processes can affect
the quality of the optical shadowgrams, interferometry, and Schlieren images.

Typically short experimental beam times of high-power user facilities: Poli-
cies of high-power laser facilities vary, but it is typical to grant from 1 to 6 weeks for
a single experimental proposal. During this time, the team should build and optimize
the entire setup (not only the probe line). This issue can be overcome by preparing
the compressed probe line in advance as a part of the facility work, but this option is
not always available.

Since we were not intentionally changing the pulse duration, and it was almost
constant in all laser modes we used, we can assume that the beam fluence and pulse
peak intensity are strongly correlated. I will be using both of these quantities in the
following text.

4.3 Experiment with J-KAREN-P laser

The work [97] is aimed at shortening probe pulses using the CafCA approach [93]
based on nonlinear spectrum broadening in optical plates followed by post-compression
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of the pulse by chirped mirrors, and testing how the above issues affect real experi-
ments. The setup for probing relativistic underdense plasma (1 mm diameter conical
gas jet with electron density from ∼ 2× 1019 to > 1020 cm−3 characteristic for BISER
experiments) in the shadow and Schlieren modes has been used.

The experiment was carried out with the J-KAREN-P laser system [98, 99] at
Kansai Institute for Photon Science in Japan as part of a standard 4-week beam time
with an additional 4 weeks for setup. The experimental setup is shown in Figure 4.2.
The probe beam was extracted by inserting a flat elliptical 45◦ incidence 1” pick-off
mirror off to the side of the main laser beam (∼11 inch diameter). The measured
probe beam fluence was ∼ 1− 10 mJ/cm2 (depending on the main pulse energy), and
the time duration of the driver laser was 50 fs measured by Self-Referenced Spectral
Interferometry [100] with a commercial Wizzler device (Wizzler I in Figure 4.2). To
achieve efficient spectral broadening, the probe beam was down-collimated 10.7 times
by an f = 750 mm achromatic doublet lens and an f = 70 mm singlet lens. Transmissive
optics have been used to keep the original probe line path, which was necessary due
to the limited delay stage range (a reflective down-collimation option would elongate
delay beyond the available range, which would require complete rebuilding of the probe
line). The configuration was an experimental trade-off between increasing the fluence of
the probe pulse, and keeping its pointing stability to a level sufficient to maintain the
spatial alignment with the main (driver) laser, which becomes increasingly sensitive
as the down-collimation ratio increases. Nevertheless, the singlet lens was mounted
on a three-axis motorized stage to adjust its position to a few µm levels to fine-tune
its alignment. Without this motorization, the alignment shift of the probe beam due
to target chamber pumping led to a complete loss of the probe image. A significant
additional benefit from the down-collimation was increased probe pulse fluence which
helped to see the probe despite the very bright plasma self-emission – it is necessary to
note that in contrast to electron acceleration, the BISER experiments require relatively
high plasma density of typically a few times 1019 cm−3 up to > 1020cm−3 and relatively
high intensity (> 1020 W/cm2 after self-focusing) and high probe magnification, which
make the plasma self-emission one of the most important experimental challenges.

The compactness of the CafCA setup allowed building the entire post-compressor
on an insertable breadboard moved by a 300 mm in-vacuum translation stage, which
allowed using the compressed or the original probe pulses, whereas the relatively small
delay difference was compensated by a 300 mm delay line stage. When ultra-short
broadband laser pulses propagate through transmissive optics, three main effects have
to be taken into account: first, each wavelength propagates at a different speed inside
the media, resulting in an increased group delay dispersion (GDD) of the laser pulse;
second, owing to the difference between the phase and group velocity, the pulse front
may be delayed with respect to the phase front [101, 102]; third, the transmissive
optical element can be affected as the laser fluence approaches the damage threshold.

The GDD can be estimated by knowing the material-specific group velocity dis-
persion (GVD), the lens thickness, and the laser wavelength. The pulse front delay can
be expressed by the following equation [102]:

45



Figure 4.2: (a) Scheme of the compressed probe setup and (b) labeled image of the
post-compressor station.
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where r is the probe beam radius, λ is the laser wavelength, n is the refractive
index of the lens material, and f is the focal length of the lens. It can be expressed also
in typical experimental units as follows:
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[
µm−1
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(4.2)

The GDD can be compensated by negative-dispersion mirrors, while the PTD
compensation is non-trivial.

By considering these three effects, the first lens of the down collimating system
was chosen to be a 6.7 mm thick achromatic doublet, and the second lens was chosen
as a 3.4 mm thick singlet lens. The first lens, being achromatic, did not add pulse
front delay, but at the same time added 738 fs2 GDD to the probe pulse. The second
lens added a negligible 0.7 fs pulse front delay and 149 fs2 GDD. The down-collimated
probe beam spatial profile measured after the down-collimation before the fused silica
plates are plotted in Figure 4.32(d). The spatial profile was measured by using a
low-power alignment beam and insertable CMOS camera.

After propagating through the two lenses, the laser pulse achieved a fluence of
∼ 100−1000mJ/cm2 (depending on the pulse energy), which was sufficient to drive the
nonlinear processes required to achieve spectral broadening within a few mm of fused
silica (FS) [94]. After propagating through a sequence of 1, 2, 3, and 5 mm thick, plane-
parallel FS plates set at Brewster’s angle, the laser pulse was compressed by broad-band
dispersive mirrors (chirped mirrors) with a nominal GDD of -40 fs2 and incidence angle
of 5◦. (model PC5 from Ultrafast Innovations). This post-compressed pulse was used
for the plasma probing, while its small fraction was split with an ultrafast beam sampler
and sent to the second Wizzler device (Wizzler II in Figure 4.2) for simultaneous pulse
shape measurement. An identical beam sampler was used in transmission in front of
Wizzler II for the compensation of the main beam sampler effect on the probe. The
Wizzler II results were post-processed to subtract the dispersion of the 2 mm thick
CaF2 window and air.

4.4 Results

Figure 4.3(a,b,c) shows measurements in the Power Amplifier (PA) mode at 10
Hz carried out before the main experiment. The main pulse had the Full Width at Half
Maximum (FWHM) duration τFWHM = 48.6±0.8 fs (transform limit τTL = 48.0 fs) and
effective width τEff = 52.0± 1.6 fs, while the compressed probe had τFWHM = 36± 3
fs (τTL = 31 fs) and τEff = 42 ± 3 fs. Here the effective width is the area under the
normalized power curve: τEff =

∫
p (t) dt, where p (t) = P (t) /Pmax [98].

Figure 4.4 shows measurements of the main and compressed probe pulses during
the experiment in several laser modes, i.e. Power Amplifier (PA) with ∼ 15 TW
on target, Booster Amplifiers 1 and 2 (BA1 and BA2) with up to 100 TW. The main
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Figure 4.3: Main and probe pulses before the experiment. (a, b, c) Power Amplifier
(PA) mode, ∼ 1000-shot average for the main and probe pulses, the error bars are
standard deviations of shot-to-shot variations. (a) Red is the main pulse spectra,
magenta is the main pulse spectral phase. (b) Blue is the probe pulse spectra, cyan is
the probe pulse spectral phase. (c) Red and blue, are the main and probe pulse shapes,
and cyan: is the shortest probe pulse. (d) Down-collimated probe beam spatial profile
was measured before the fused silica plates by using a low-power alignment beam.
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pulse duration remained nearly the same in all the laser modes. On the other hand, the
probe’s SPM gradually increased with the laser energy, while the negative dispersion
provided by the chirped mirrors remained constant. In this configuration, the probe
pulse compression was achieved in the majority of the laser shots. On the other hand,
the stability of the compressed probe pulse duration was not as high as the initial
pulse. We attribute this to the pulse-to-pulse fluence variation at the edge of the main
beam, where the pick-off mirror was placed. In the setup (14 reflections from the
chirped mirrors), the optimum compression and the highest stability were achieved
in the BA1x2 mode, but the minimum probe duration was ∼ 18 − 20 fs in all laser
modes with the main pulse energy larger than 1 J. In the PA and BA1x3 modes,
the average probe duration was somewhat larger. At higher energies (BA2x1, BA2x2
modes), the compressed probe had an even larger average duration and lower stability.
The compressed probe was longer than its transform limit due to the remaining chirp
and higher-order phase terms, especially in the higher-energy modes. In the optimum
BA1x2 mode, we obtained τFWHM = 24± 5 fs (without outliers, τFWHM = 23± 2 fs)
with the transform limit τTL = 22±6 fs, and τEff = 38±6 fs. The histogram in Figure
4.5(a) shows that the most frequent probe duration was 23 fs with a few outliers up to
40 fs. Nevertheless, the shortest probe pulses were compressed down to τFWHM = 18 fs
and τEff = 30 fs, Figure 4.5(b). For this pulse shape with relatively few low-intensity
satellite pulses, the main parameter determining resolution is the Full Width at Half
Maximum [84, 94]; thus, the temporal blur with this probe pulse was reduced ∼ 2.6
times compared to the original best 46 fs probe duration.

Furthermore, an analysis of the influence of probe energy fluctuation was per-
formed, Figure 4.6. As the probe energy was not measured on-shot, the measured
main pulse on-shot near-field profile was used to estimate probe energy within a 1”
aperture near the actual probe. Figure 4.6(a) shows the fluctuation of probe energy
estimated in this way, compared to the same fluctuation for the 1” aperture at the main
beam center. The relative probe energy fluctuation reached up to the value of 0.38 at
the highest energies. The dependence of the probe duration (FWHM) on the estimated
probe energy is displayed in Figures 4.6(b) and 4.6(c). There was a strong correlation
observed at low pulse energies, where the compression was nearly perfect (compared
with the ideal compression estimated using [93, 94], open circles). At higher energies,
there was a complex dependence due to the interplay of probe energy fluctuation and
imperfect compression.

Figure 4.7 shows representative images of the relativistic plasma obtained with
the original (a) and down-collimated compressed probe in the shadow (b) and Schlieren
(c, d) modes. Each image captures a different shot with similar laser and target
parameters. In all images, a time-integrated self-emission can be observed, accumulated
during the entire camera exposure time. On the other hand, the ultra-short snapshots
of the plasma channel were acquired by the femtosecond probe pulse. In contrast
to the original probe (a), where the probe-produced image was barely visible on top
of the bright self-emission, the down-collimated compressed probe was clearly visible,
although the self-emission was still present.

Further, the images demonstrate that despite the down-collimation and nonlinear
process (SPM), the probe near the field profile was sufficiently uniform to produce
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Figure 4.4: On-shot main and probe pulse measurements during one experimental day
in several laser modes. The box-and-whisker plots of the main pulse (a) and probe
pulse (b) FWHM durations vs. laser mode and main pulse energy. The colored bars
represent the 25%-75% ranges, the error bars are the 1.5 interquartile ranges, the
horizontal lines are the medians, while the squares, dots, and circles are the means,
outliers, and minima, respectively. The dots on the right from the boxes and whiskers
are the individual shots forming the corresponding histograms. (c) The main (stars)
and probe (rings) pulse on the [FWHM, effective pulse width] plane; each point is an
individual shot. Color encodes the laser mode.
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Figure 4.5: Stability of the probe pulse compression and the shortest measured pulses.
(a) FWHM histograms for the BA1x2 mode. (b) Shortest main and probe pulses.

high-quality images. In particular, we got rather uniformly illuminated images in the
shadow mode. Further, the Schlieren data show that, in case of early probe delay,
such as in Figure 4.7(d), there was no signal before (on the right of) the main channel
front. This indicates that the probe wavefront quality was sufficiently high. If there
were distortions, we would have seen them as an intensity pattern on the plasma-free
Schlieren image. The spatial resolution estimated from the smallest self-emission spots
was 1.4× 1.7 µm.

Using the compressed probe with various plasma density and main pulse energy
conditions, we started to see fine fringes with periods from 7 down to ∼ 4 µm, with the
fringe periods approximately the same as the expected plasma wavelength. The fringe
visibility tended to decrease at shorter periods, indicating that we indeed saw these
fringes at the limit of the probe duration (we note that the fringe visibility does not
turn to zero abruptly, it decreases when the fringe period becomes short compared to
the probe length). A representative example is shown in Figure 4.7(e). These fringes
were not observed during many days with the 50 fs probe. Scanning the probe delay
with peak plasma density of ∼ 9 × 1021 cm−3, we found the velocity of the fringes,
0.87 × c. This velocity corresponded to the group velocity of the red-shifted main
pulse. These properties correspond to the wakewave, although it needs to be noted
that in the regime of relatively high density (2× 1019 cm−3 up to 1020 cm−3) and high
intensity (> 1020 W/cm2 after self-focusing) there are other singularities as well.

A comparison of our results on the (pulse duration, pulse energy) plane with
other works taken from the Review [86] is shown in Figure 4.8.

4.5 Discussion and conclusion of the experiment

The optimum probe pulse compression depends on the laser energy, total nonlin-
ear plate thickness, and number of reflections of the chirped mirrors. In our case in the
lowest-energy PA mode the probe phase exhibited some negative chirp, Figure 4.3(a),
and the optimum was in the BA1x2 mode, Figure 4.4(b). To shift the optimum to
higher-energy modes, preferably, the number of reflections should be increased, or at
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Figure 4.6: Analysis of the dependence of probe pulse duration on the probe and main
pulse energy. (a) Relative energy fluctuation (standard deviation divided by mean)
in 1” apertures near the edge of the main beam (approximately probe location, red)
and at the center of the main beam (black) in different laser modes. (b) Probe pulse
duration dependence on the estimated probe energy in the PAx6 laser mode. (c) Probe
pulse duration dependence on the estimated probe energy for all studied laser modes
(solid circles), and estimated [93, 94] probe duration assuming ideal compression (open
circles).
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Figure 4.7: (a-d) Representative examples of images produced by the original and
down-collimated compressed probe, magnification M = 10.2, frame size 1920 × 600
pix = 1.1 × 0.34 mm. The scale bar shown in (d) is common for (a-d). (a) Original
probe, the shadow mode. (b) Down-collimated compressed probe, the shadow mode.
(c) Down-collimated compressed probe, the Schlieren mode. (d) Down-collimated com-
pressed probe, the Schlieren mode at an early probe delay. (e) A representative example
of fine fringes observed by the compressed probe; note the difference in scale compared
to (a-d).
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Figure 4.8: Comparison with other works. The average BA1x2 data and best BA2x1
data are shown with the red and blue stars, respectively. The figure with other data is
reprinted with permission from [86].

least the number of fused silica plates reduced. These operations were not motorized in
the setup and therefore could not be performed within one experimental day, requiring
the target chamber venting and opening.

Returning to the potential problems formulated in the Subsection 4.2, the per-
formed experiments demonstrated the following:

Reaching sufficient probe beam peak intensity for efficient SPM in thin
plates: The initial probe peak intensity is indeed too low for efficient SPM. The
peak intensity can be increased by probe down-collimation, which is also advantageous
as it greatly increases the probe-to-self-emission intensity ratio, Figure 4.7.

Shot-to-shot peak intensity variations leading to compressed probe duration
fluctuations: The probe duration fluctuates significantly shot-to-shot, Figures 4.4,
4.5. Nevertheless, a similar problem would happen in a fiber-based setup. A possible
solution could be the pick-off mirror not at the very beam edge or a mirror with a hole
near the beam center for probe pulse extraction.

Compressed probe duration dependence on the main pulse energy: The
probe is compressed even when the main pulse energy is changed more than 5 times,
which is a practical limit considering optics damage. The minimum probe duration is
∼ 18 fs in almost all laser modes. However, the average compression factor depends
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on the energy, Figure 4.4. With a single setup, the energy can be changed by a
factor of ∼ 1.5 on either side from the optimum; for a larger energy variation, an in-
vacuum motorized probe attenuator would be desirable. At the optimum energy, the
compressed probe duration fluctuations are larger than the main pulse; in our case, the
compressed probe duration fluctuated by ∼ 9% with some occasional outliers, while
the main pulse duration was stable within ∼ 2%, Figure 4.5(a).

Potential degradation of the probe pulse near-field pattern: The down-collimated
compressed probe pulse keeps its high quality.

Typically short experimental beam times of high-power user facilities: It
is possible to implement the CafCA probe pulse post-compression during a few-week
experimental campaign. However, it would be advantageous to implement it as a
part of the experimental facility, which would allow its better optimization: in our
case, based on the FWHM values of the transform-limited pulses that would give an
additional compression by a factor of up to 1.5− 2. Also, that would allow additional
motorization, e.g. independent insertion of fused silica plates.

In conclusion, we demonstrated a compact in-vacuum setup for down-collimation
of a low peak intensity probe laser pulse and compression of its duration using the
CafCA approach in the optimum regime from ∼ 50 fs down to 24 ± 5 fs (mean ±
standard deviation FWHM value), 23± 2 fs (most frequent FWHM value ± standard
deviation without outliers), and 18 fs (the shortest FWHM value), while keeping the
pulse synchronized in space and time with the driving laser pulse. Compression to the
shortest pulses reduced the motion blur from ∼ 15 µm down to c × 18 fs ≈ 5.4 µm,
which already allows to study of density micro-structures in relativistic plasma exper-
iments. We characterized the shot-to-shot fluctuations and measured the dependence
of the compressed probe pulse parameters on the laser energy while keeping the probe
compression setup unchanged; in non-optimum regimes, such as higher-than-optimum
pulse energies, larger duration fluctuations were observed. It has been proved that
the down-compression allowed efficient SPM and increased the probe-to-self-emission
brightness ratio, while not leading to probe image quality degradation.
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Chapter 5

Designed targets for LWFA
experiments

Many new LWFA accelerators are currently being built and innovated. Therefore
there is a high demand for the production of precisely manufactured advanced gas
targets. These targets have to be manufactured from a material that can resist extreme
conditions such as high vacuum, EMP radiation, high temperature produced in the
plasma interaction, and incidence of scattered intense laser beam light. At the same
time, the manufacturing technology should be properly chosen to achieve extremely
high precision in shapes (< ± 5 µm) and low surface roughness (Ra < 1.5 µm, Ra
is profile average roughness defined in ISO 4287:1997 standard). Last but not least
parameter is the cost of the target production, so the laboratories can be equipped
with multiple of them. It is common to change the target multiple times during the
experimental campaign due to the decay of the targets after many thousands of shots
or due to accidental damage by getting hit by the laser beam.

5.1 Micro-nozzles for kHz acceleration

An electron accelerator driven by L1-Allegra kHz repetition rate laser is under
development in ELI-Beamlines. The designed L1 laser parameters are specified in the

Figure 5.1: Diagram of 300 µmmicro-nozzle for kHz LWFA accelerator. Left: 3D model
of the nozzle. Centre: Detail on the shape. Right: Scheme of the EDM electrodes used
to mill the shape of the nozzle.
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Table 1.1. The accelerator should provide an electron beam with kHz repetition rate
and energy in the range of 10-100 MeV.

Since the dephasing and depletion lengths are of the order of hundreds of µm
special micro-nozzles with flat-top profiles had to be designed and manufactured. The
design and characterization have been performed by steady CFD simulations and in-
terferometric measurements with the 4-pass interferometer setup. The nozzles have a
flange for connection with SmartShell and Parker high-speed valves. The nozzles were
manufactured in 3 sizes of nozzle exhaust: 300, 450, and 600 µm. See the design of
300 µm nozzle in Figure 5.1.

Figure 5.2: Numeric simulation of gas flow in three nozzles - one is the ideal shaped
nozzle and two which were manufactured incorrectly. The backing gas is nitrogen at
10 bar. Top left: Density map of the ideal nozzle with 100 µm throat. The yellow lines
mark the lines in which the density profiles are plotted. Top right: Density profiles
of the ideal nozzle in lines with different heights above the nozzle. Lower left: Nozzle
manufactured with 110 µm throat. Lower right: Nozzle manufactured with 180 µm
throat.

To ensure the smoothness and flatness of the density profile, the micro nozzles
have to be manufactured with high precision. Therefore an Electric Discharge Machin-
ing (EDM) method was implemented in the manufacturing process to precisely cut the
nozzle shape. EDM is a metal fabrication process whereby a desired shape is obtained
by using electrical discharges. Material is removed from the workpiece by a series of
rapidly recurring current discharges between two electrodes, separated by a dielectric
liquid and subject to an electric voltage. Two electrodes with the negative shape had
to be manufactured to be used for milling the micro-nozzle shape (see Figure 5.1).
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The most challenging part of the EDM machining of the micro-nozzles is the
precise positioning of the 2 electrodes. If one of the electrodes is inserted deeper than
it should be, the nozzle throat cross-section increases, and the nozzle throat-to-exhaust
ratio changes. A simulation study has been performed to see how the manufacturing
inaccuracy affects the flatness of the density profile. The 300 µm nozzle with nitrogen
and 10 bar backing pressure has been simulated using the steady CFD method. The
results are depicted in Figure 5.2. It can be seen that the manufacturing imprecision
caused by the wrong positioning of the electrodes does not affect the flatness of the
density profile, however, it changes its height.

5.2 Slit nozzles for PW laser experiments

Figure 5.3: Design - (left) overview and (right) cut of 10 mm slit supersonic nozzle
without reservoir.

Laser wakefield electron acceleration experiments driven by PW-class lasers re-
quire gas targets with lengths 10-1000 mm depending on the intensity of the laser in
focus, laser beam guiding technique, and injection scheme. In order to create a gas tar-
get that allows an easy alignment and free space for laser plasma diagnostics, various
slit supersonic nozzles were designed. All these nozzles are designed to be manufactured
by wire-EDM technology from stainless steel.

Depending on the design, we can divide the slit nozzles into 3 kinds:

1. Fast nozzles without reservoir (length 4-12 mm): Nozzle designed for the
very short opening time of the gas valve (< 4 ms), which reduces gas load into the
vacuum chamber while performing high repetition rate operation. The drawback
of the absence of the reservoir is that the nozzle creates two density peaks (up
to 30 % increase of the density) near the side walls. These peaks can be lowered
by side wall tapering. See the design and density profile of the 10 mm slit nozzle
without reservoir in Figures 5.3 and 5.4.

2. Mid-length nozzles with reservoir and one gas supply valve (length
12-50 mm): Nozzles are designed for longer acceleration lengths (> 12 mm)
while implementing only one gas valve. A gas reservoir with a barrier in the
center deflects the inlet gas flow and avoids density drop in the gas target flat-
top density profile. See the design and density profile of the 30 mm slit nozzle
with reservoir in Figures 5.5 and 5.6.
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Figure 5.4: Characterization of the density profile of the 10 mm slit nozzle without
reservoir by hydrodynamic simulation. (left) 2D density map of the cross-section of
the nozzle in arbitrary units. (right) density profile plots in the laser axis direction
at different heights above the nozzle. The results are obtained for the SmartShell gas
valve, helium gas at 1 bar backing pressure.

Figure 5.5: Design - (left) overview and (right) cut of 30 mm slit supersonic nozzle
with reservoir.

3. Long nozzles with multiple valves (lengt > 50 mm): Nozzles are designed
for very long acceleration lengths. In such targets, the implementation of multiple
gas valves is required. Gas reservoir suppresses variations in the density profile
initiated by interacting gas flow from multiple valves. See the design and density
profile of the 200 mm slit nozzle fed by three Parker valves in Figures 5.7 and
5.8.

The choice of the design is not strictly determined only by the length, but also by
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Figure 5.6: Characterization of the density profile of the 30 mm slit nozzle with reservoir
by hydrodynamic simulation. (left) 2D density map of the cross-section of the nozzle
in arbitrary units. (right) density profile plots in the laser axis direction at different
heights above the nozzle. The results are obtained for the SmartShell gas valve, helium
gas at 1 bar backing pressure.

Figure 5.7: Design - (left) overview and (right) cut of 200 mm slit supersonic nozzle
with reservoir and connection to multiple gas valves.

other requirements specific to each experiment. Therefore the unique design of the slit
nozzle has to be done for a specific experimental setup.

5.3 Slit nozzle with injector section

This specific target was originally designed for laboratory astrophysics experi-
ments with 10 PW-class lasers. However, it can also be favorably used for density drop
injection or ionization injection in LWFA experiments. The target design (see Figure
5.9) is implementing two supersonic nozzles separated by a 0.5 mm wall, where the
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Figure 5.8: Characterization of the density profile of the 200 mm slit nozzle with
reservoir and 3 gas valves by hydrodynamic simulation. (bottom) 2D density map of
the cross-section of the nozzle in arbitrary units. (top) density profile plots in the laser
axis direction at different heights above the nozzle. The results are obtained for the
Parker gas valve, helium gas at 5 bar backing pressure.

Figure 5.9: Design of the slit nozzle with injector section (right) with SmartShell
and Parker valves, its top part cross-section (top left), and photography of the device
printed on precision resin 3D printer (bottom left).
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Figure 5.10: Illustration of gas flow through the slit nozzle with injector section from
CFD simulation. The device has two inlets, where each inlet can be connected to a
different gas. (left) Gas density in arbitrary units [AU] and logarithmic scale. (right)
Gas velocity in arbitrary units [AU] and logarithmic scale.

Figure 5.11: Density profile of 10.5 mm slit nozzle with 1 mm injector section at
different heights above the nozzle (1.0, 2.0 and 3.0 mm). The solid line represents
gas flowing from the injector section and the dashed line is the gas coming from the
slit nozzle. In this case, the xenon at 3 bar for the injector inlet and helium at 1 bar
for the slit nozzle inlet were used to optimize the target for laboratory astrophysics
experiments.

short one (1 mm) serves as injector and the long one (scalable 3-12 mm) serves as an
accelerator. The target is designed to allow space for various plasma diagnostics.

The target is fed from 2 separate high-speed gas valves to drive the gas flow
conditions in each section separately. The distribution of the gas density and absolute
velocity inside the target body can be seen in Figure 5.10. The density profile of the
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target has a peak in the beginning, then it is followed by a shock down-ramp and
continues with plateau density (see Figure 5.11). The peak-to-plateau ratio can be
adjusted online during the experiment by remotely driving the inlet densities of the
gas valves and by changing the distance of the nozzle from the laser axis.

5.4 Dual-stage target for reduced gas load

Implementation of the LWFA accelerator for standard everyday research, indus-
try, or medical use comes with the following demands on the accelerator:

� High-quality electron beam parameters - compactness, monoenergecity

� Robustness and stability

� Easy scalability

� Reducing material and manufacturing costs

� Ease-of-use

We believe that the best way to achieve this is to implement a self-guided regime with
a localized injection scheme as sharp density transition or ionization injection.

The target for stable high repetition rate electron acceleration should be in a
continuous flow regime. However, this together with the increasing peak power of
the lasers brings high gas loads into the vacuum chamber. Two target technologies
are available for density drop injection. First, supersonic nozzles with induced shock
waves can be used. However, with a high-power laser, the nozzle has to be elongated,
which brings an extremely high gas load and it is more challenging to maintain the
flatness of the density profile. Another option is the connection of two gas cells, which
reduces the gas load. Nevertheless, the density transition between the two gas cells is
not sharp enough to produce the desired density drop.

Therefore a new solution that combines a supersonic nozzle with a gas cell in one
solid body device is proposed. The design of the target is presented in Figures 5.12 and
5.13. This combination allows the creation of the steep density drop in the profile and
variable length flat part of the profile while keeping a low gas load into the vacuum
chamber.

During the design process, the hydrodynamic simulations were performed to find
the best inner shape of the target to produce a smooth density profile without a drop
between the two stages and with short gradients at the inlet and outlet of the target.
Simulation results for the final design are shown in Figure 5.14.

The newly proposed target brings the following advantages:

� Low gas load into vacuum chamber even for very long plateau part of the profile

� Versatility - a different gas can be used for each stage

� Scalability - easiness of driving the density in each stage by adjusting the backing
pressures
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Figure 5.12: Dual-Stage target design. Left: 3D CAD model. Right: Cross section.

Figure 5.13: Dual-Stage target design. Left: Photo of a first manufactured prototype.
Right: Acceleration scheme.

� Possibility to use the same target for ionization injection (mixture of light and
heavy gas in the nozzle stage)
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Figure 5.14: Density profiles of the neutral gas calculated by hydrodynamic simulations.
Left: Density profiles for 3 mm long gas cell stage for different gasses and pressures.
Right: Density profiles for different lengths of the gas cell stage.

� Large windows for diagnostics of the neutral gas or plasma inside both stages of
the target

� Robust body of the target, no mowing parts

� Cheap manufacturing costs - in case of damage it can be easily replaced

� The design comes with adapters for widely used valves in the community (Parker,
SmartShell)
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Chapter 6

LWFA experiments at ELI
Beamlines

ELI Beamlines Facility is a leading laser research centre and part of The Extreme
Light Infrastructure ERIC, pan-European research Infrastructure hosting the world’s
most intense lasers. ELI provides unique tools of support for scientific excellence in
Europe. ELI Beamlines has developed and operates four leading-edge high-power fem-
tosecond laser systems reaching unprecedented intensities. ELI Beamlines offers to its
users unique femtosecond sources of X-rays and accelerated particles. These beamlines
enable pioneering research not only in physics and material science but also in life
science, laboratory astrophysics, and chemistry with strong application potential.

Currently, several of the main laser beamlines are operational and are being
expanded and upgraded to reach their full performance and maximum availability.
Other laser beamlines are in commissioning and new cutting-edge laser sources are in
the design and development phase.

6.1 Allegra Laser for Acceleration (ALFA)

ALFA (Allegra Laser For Acceleration) is the first laser-plasma electron accel-
erator of its kind, being based on the unique capabilities of the high average power,
and high repetition rate (1 kHz) L1-Allegra laser[103]. ALFA enables to carry out of
laser-matter interaction experiments at relativistic intensity and, in addition, delivers
ultra-short electron beams (few fs) at a tuneable frequency (up to 1 kHz) and with
tuneable energy (< 50 MeV).

The beamline is open to scientific user community. The optical setup available
at ALFA enables users to carry out research in the field of laser-matter interaction
at relativistic intensities (∼ 5 × 1018 W/cm2) and very high repetition rate (1 kHz).
Such unique capability has already been demonstrated at ALFA for the optimization of
kHz laser wakefield plasma acceleration to deliver ultra-relativistic (< 50 MeV), ultra-
short (few fs) electron beams intrinsically synchronized with additional laser pulses.
These unique features call for applications in the fields of very high energy (VHEE)
radiotherapy and dosimetry, x-ray generation by Thomson scattering and betatron

66



Figure 6.1: Diagram of the ALFA gas supply system. The green line denotes the inlet
gas for the target. The purple line denotes the external compressed decontaminated air
(CDA) supply used to operate the safety valve. The black rectangle marks the walls
of the vacuum chamber.

radiation, ultra-fast radiobiology and radiochemistry, and radiation effect on electronics
research.

6.1.1 System description

ALFA is located in the laser hall L1 and is driven by the L1-Allegra laser. The
laser system is designed to generate < 20 fs pulses with energy exceeding 100 mJ per
pulse at a high repetition rate (1 kHz). The concept of the laser is based entirely
on the amplification of frequency chirped picosecond pulses in an optical parametric
chirped pulse amplification (OPCPA) chain consisting of a total of seven amplifiers.
The OPCPA amplifier stages are pumped by precisely synchronized picosecond pulses
generated by state-of-the-art thin-disk-based Yb:YAG laser systems. The summary of
design and actual (for the year 2023) parameters is noted in Table 6.1.

Feature Designed Actual (2023)
Output pulse energy 100 mJ 30 mJ
Pulse duration < 20 fs 15 fs
Repetition rate 1 kHz 1 kHz
Central wavelength 830-860 nm 750-920 nm

Table 6.1: Summary of the design and actual (2023) parameters of L1-Allegra laser
system.

This laser’s key features for LWFA are its multi-stage power scalable design (final
output expected up to 100 mJ), the absence of nanosecond contrast being pumped by
3 ps Yb:YAG thin-disk lasers and its power and pointing stability (few % level) over
many hours of continuous operation.

The L1-Allegra laser pulses are characterized (near field, time duration, and spec-
trum) before its injection into the ALFA accelerator vacuum chamber. The laser pulses
are focused by a 76.2 mm focal length off-axis parabola into in-house designed and
characterized gas jet targets - see Section 5.1.
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Figure 6.2: Top view of the ALFA vacuum chamber and the optical setup inside.

The gas target is supplied by a sophisticated gas system, as illustrated in Figure
6.1. The ALFA gas supply system is optimized to accommodate backing pressures
of up to 70 bar, and it offers the flexibility to use any inert gas or their mixtures.
The system comprises several components, including a gas bottle (up to 300 bar), a
manual reduction valve, a safety shut-off valve system, a particle filter with a pore size
of 0.5 µm, a remote pressure controller, two release ball valves, a vacuum-compatible
high-speed gas valve from Parker Hannifin Corp., and finally, the gas target itself.

Thanks to the ALFA vacuum chamber’s dedicated turbo-molecular vacuum pump,
which operates independently from the laser compressor chamber, and thanks to very
small nozzle throat (diameter of 100 µm), the system enables continuous flow operation
of the target over multiple seconds.

The accelerated electron beams are characterized by an electron spectrometer.
The system of the LANEX screen coupled to the camera has been calibrated on a
tunable medical linear electron accelerator and is designed to measure the electron
energies from 1 to 100 MeV. The laser diagnostics are FROG (time duration), near
field, and focal spot (offline and in-air at low power, with microscopic objective). The
laser energy and spectrum are measured on a shot-to-shot basis. The laser-plasma
diagnostics are ultra-short probe beam synchronized with a delay line (from mirror
leak), shadowgraph, interferometer, and multi-channel Thomson scattering. All the
ALFA setup is arranged inside 0.8× 0.8× 0.6 m vacuum chamber - see Figure 6.2.

6.1.2 Commissioning experiment 2022

During the 2022 commissioning experiment, the L1-Allegra laser was operated
with six amplification stages, resulting in a pulse energy of 26 mJ measured inside the
interaction chamber. The laser pulses were focused down to a measured focal spot size
(see Figure 6.3a)) with full width at half maximum (FWHM) values of 4.2 µm and 3.1
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Figure 6.3: Data from ALFA diagnostics. (a) Focal spot measurement. (b) Shadowgra-
phy side-view of the plasma channel (c) Side-view interferometry of the plasma density.

µm along the horizontal and vertical axes, respectively. The laser power delivered to
the target was Plaser = 1.7 TW, significantly exceeding the self-focusing threshold PSF =
0.52 TW, considering the optimal electron density for this experiment, ne = 5.7× 1019

cm−3. This facilitated self-guiding within the plasma, as evidenced by the side-view
shadowgraphy diagnostic (Figure 6.3b).

The laser pulse was focused in the first half of the 300 µm diameter flat-top gas jet
(refer to Section 5.1), positioned 150 µm above the nozzle exhaust (Figure 6.3c). The
gas target position was meticulously optimized in three dimensions with precision at the
level of the plasma wavelength λplasma = 4.5 µm, ensuring the optimal focusing position
within the plasma profile. The characteristics of the accelerated electron beams were
analyzed using a calibrated electron spectrometer, consisting of a 0.1 T permanent
magnetic dipole and a LANEX Fast Back scintillator screen.

A critical aspect of the alignment process involved synchronizing the arrival of
the laser pulse with the opening of the gas valve. Interferometric measurements and
computational fluid dynamics simulations revealed that the gas flow inside the micro
nozzle targets stabilizes after approximately 5 ms. Consequently, shots arriving be-
fore this time failed to achieve the desired plasma density profile necessary for stable
acceleration.

The gas pressure has been then tuned by an electronic valve to achieve simulta-
neously relativistic self-focusing and electron injection in the plasma wave. The laser
pulses have been delivered on target at a 1 kHz repetition rate for the whole duration
of the experiment, to reach thermal equilibrium in all the system components. The gas
jet opening time, synchronized with the arrival of the driving pulse by a trigger, was set
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as either pulsed or continuous, depending on the regime of operation. The possibility
of running continuous gas flow kept the laser-driven acceleration process throughout
several hours of continuous operation.

Figure 6.4: High-energy quasi-monoenergetic electrom beams produced with ALFA
beamline[104]. (a) Reference electron trace on Lanex without magnetic field for the
Nitrogen-Helium mixture target operating at a plasma density ne/ncr = 0.034. (b-d)
Selected spectra with magnetic field on, showing monoenergetic characteristics. In (d)
is shown the 50 MeV energy spectrum.

Feature High energy mode High power mode
Energy 32 ± 5 MeV 22 ± 2 MeV
Energy spread (FWHM) 8 MeV (25%) 15 MeV (68%)
Current 12 ± 6 pA 276 ± 28 pA
Divergence (FWHM) 2.1 ± 0.8 mrad 7.8 ± 1.2 mrad
Electron beam power output 0.4 mW 6 mW

Table 6.2: ALFA electron beam averaged parameters for the high energy and the high
power modes[104].

The most energetic and collimated electron beams have been obtained by shooting
the laser on a gas mixture of Helium (98%) and Nitrogen (2%), which allowed acceler-
ation at an electron plasma density as low as ne = 5.7× 1019 cm−3. This corresponds
to a fraction of the plasma critical density ne/ncritical = 0.034. In this configuration,
record-high energy electron beams have been obtained, as detailed in our work C. M.
Lazzarini et al., “50 MeV electron beams accelerated by a terawatt scalable kHz laser”,
arXiv:2302.11415, 2023 [104], with enery up to 50 MeV (Figure 6.4d). By averaging
over thousands of shots (a sample of which is shown in Figure 6.4b-d) we observed an
average energy of 32 ± 5 MeV (std), with an average energy spread of 8 MeV (25%,
FWHM), and a beam divergence of 2.1 ± 0.8 mrad (FWHM). The LWFA process in
this new space of parameters presents new challenges. In fact, despite obtaining very
stable electron beams in the optimal configuration, small changes in any parameter
can significantly affect the acceleration process.
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Given the reliance of medical applications on high-current electron beams at ener-
gies exceeding 20 MeV, we have fine-tuned our LWFA source to operate in two distinct
modes: the high-energy mode and the high-power mode. In the former, illustrated in
Figure 6.4a-d, we maximize beam energy and collimation by adjusting laser-plasma
interactions at the lowest achievable plasma density, considering the available laser
power. This configuration enables operation of the accelerator at a 1 kHz repetition
rate with a continuous flow target (i.e., gas valve open over many thousands of shots).

Conversely, in the high-power mode, we prioritize optimizing electron beam power
by operating at a slightly higher plasma density, albeit at the expense of average
peak energy and collimation. The key parameters characterizing these two modes of
operation are summarized in Table 6.2.

6.2 Electron Beamline for Fundamental Science (ELBA)

ELBA (Electron Beamline for Fundamental Science) is the first all-optical laser-
electron collider of its kind, being designed on the unique capabilities of the high average
power, high repetition rate L3-HAPLS laser (30 J, 30 fs, 10 Hz). These unique features
call for applications in the fields of laser wakefield acceleration, muon generation, laser-
electron collider experiments, and nonlinear QED experiments at high repetition rates
(∼100 000 shots per day).

6.2.1 System description

The ELBA beamline is driven by an L3-HAPLS laser, which is designed to deliver
PW pulses with energy of at least 30 J and duration < 30 fs, at a repetition rate of
10 Hz. This system was developed at the Lawrence Livermore National Laboratory,
with ELI-Beamlines cooperating on the development of the PW pulse compressor, the
short-pulse diagnostics, and the short-pulse part controls and timing. The laser pump
engine employs two Nd-doped glass amplifiers operating at 10 Hz, which are cooled by
helium gas. Each amplifier is pumped by high-power laser diode arrays. The beam
format is rectangular super-Gaussian with the size 214 × 214 mm. The summary of
the design and actual (for the year 2023) parameters is noted in Table 6.3.

Feature Designed Actual (2023)
Output pulse energy 30 J 13.3 J
Pulse duration < 30 fs 27.3 fs
Repetition rate 10 Hz 3.3 Hz
Peak power 1 PW 0.49 PW
Central wavelength 810 nm 810 nm

Table 6.3: Summary of the design and actual (2023) parameters of L3-HAPLS laser
system.

ELBA is located in the underground radiation-shielded experimental hall E5.
L3-HAPLS laser pulses propagate for 108 meters after the grating compressor before
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Figure 6.5: ELBA electron-photon collider full optical layout.

reaching the ELBA vacuum chamber. The ELBA optical layout is depicted in Figure
6.5. The first optical element is a 50 : 50 wavefront splitting mirror, which can be
inserted before the parabola to get a secondary synchronized laser beam. The laser
pulse is shaped by large-aperture dielectric mirrors. The beam is then focused by a
10-meter focal length off-axis parabola (OAP). The laser pulses are focused into in-
house designed and characterized gas targets (see Sections 5.2, 5.3 and 5.4), which are
mounted on a 5-axis target tower system and are supplied by gas chain setup. There
is also a space allocated for a counter-propagation line in the ELBA setup, which was
not built in the year 2023.

Large-aperture dielectric ultrafast mirrors

The ELBA optical setup implements 9 large-area dielectric ultrafast mirrors, from
which 3 mirrors belong to the electron acceleration setup and 6 mirrors belong to the
counter-propagation line. 7 of these mirrors are coated for a 45◦ incidence angle.

The mirror substrates are manufactured from UV Fused Silica material. The size
of the substrate is 440 × 290 × 75 mm. The reflective surface has a clear aperture 396 ×
261 mm with surface quality Scratch-Dig: 20-10 according to U.S. Military Performance
Specification MIL-PRF-13830B standard and surface Peak-to-Valley flatness ≤ 80 nm.

The ion beam sputtered dielectric coating applied to the 45◦ mirrors fulfills the
following requirements:

� Wavelength bandwidth 772-848 nm centered at 810 nm

� Angle of incidence 45± 1◦
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Figure 6.6: Results of the transmittance measurement of the dielectric ultrafast 45◦

mirrors coated at Laseroptik GmbH.

� Reflection for p-polarization Rp > 99.8% and s-polarization Rs > 99.9%

� Group delay dispersion GDD(Rp,s) < 50fs2 over full bandwidth

� Leakage transmission Tp > 0.01% average over full bandwidth

The result of the transmittance measurement performed by the coating supplier
is displayed in Figure 6.6. The laser-induced damage threshold (LIDT) of the mirrors
was tested with s-polarized light and has a measured multi-pulse damage threshold of
0.9 J/cm2 (42 fs, 1 kHz, 805 nm test laser, 100k shots) [105].

5-axis target tower

The ELBA setup is equipped with a 5-axis high-precision high-stiffness posi-
tioning system for gas target alignment (target tower). The target tower allows for
3 translation movements (TX-laser-axis, TY-lateral, and TZ-vertical) and 2 rotation
movements (RZ-around Z axis, RY-around Y axis). The stages were designed to achieve
1 µm resolution and great repeatability of the positions obtained by using a backlash
compensation strategy in the software (the movements always finish in the same direc-
tion). The functional parameters of each stage are summarized in Table 6.4.

Each movement is obtained thanks to stepper motor gear (VSS type from Phytron
Company). Motor gears are resistant to EMP radiation up to 102 J/kg. The 3 trans-
lations are obtained through a screw-nut system with a preload spring to avoid the
backlash. Guiding uses linear bearings without ball recirculation. The Z rotation is
obtained through a worm gear and the Y rotation is thanks to a dedicated goniome-
ter. These rotations also integrate a preload by spring to avoid backlash and improve
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Axis Range Speed Resolution Repeatability
TX 20 mm 0.23 mm/s < 1 µm < 3 µm
TY 10 mm 0.23 mm/s < 1 µm < 3 µm
TZ 20 mm 0.1 mm/s < 1 µm < 3 µm
RZ 340◦ 0.16◦/s < 0.001◦ < 0.003◦

RY 10◦ 0.18◦/s < 0.001◦ < 0.003◦

Table 6.4: Summary of the performance parameters of 5-axis ELBA target tower.

stability during laser shooting. The rotation axis around Y will be located 350 ±1 mm
(laser beam height above the optical table) above the target tower base while all stages
are in the central position. The Z-translation has 4 high-precision guides to reach a
high stiffness. The maximum payload is > 10 kg. Origins for each axis are obtained
thanks to NC limit switches. Vacuum-compatible mechanical switches are used to be
resistant to radiation. All the cables are also protected against EMP radiation by
overall polyimide jackets.

The important dimensions of the target tower are depicted in Figure 6.7. The
height of the top plate is only 220 mm above the optical table to reserve enough space
for the accommodation of complex gas target systems. All the systems are clean at
the ISO5-level according to ISO 14644-1 standard and are suitable for long-term high
vacuum operation (10−6 mbar).

Gas supply system

The ELBA gas delivery system, designed to supply gas targets, accommodates
all inert gases and their mixtures. A schematic illustration of the gas line and its
components is provided in Figure 6.8. Its crucial elements are the remote pressure
controller and the vacuum-compatible high-speed gas valve. The pressure controller
facilitates real-time monitoring and precise adjustment of the backing pressure within
the target during experiments, achieving precision up to 1 millibar. At the terminus of
the gas line (target position), the maximum allowed pressure is 60 bar. The high-speed
gas valve ensures rapid and precise gas delivery to the target, with millisecond-level
opening time precision. Depending on the specific requirements of the gas target, either
Smartshell Co. or Parker Hannifin Corp. gas valve technology is employed. Moreover,
the laboratory equipment allows for duplication of the gas delivery system, enabling
the simultaneous supply of gas targets with two independently controlled gas stages.

6.2.2 Commissioning experiment 2023

The commissioning experiment for the ELBA electron acceleration beamline took
place at the end of the year 2023. As of the finalization of the thesis in January 2024,
the dataset, which comprises approximately 50,000 shots that are equal to 1 terabyte
of data, had not been fully processed and characterized. Therefore only measured
parameters of individual shots are presented here without proper statistical analysis.

The L3-HAPLS laser was running pulses with energy 10 J on target. The pulse
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Figure 6.7: Image of ELBA 5-axis target tower 3D model and its significant dimen-
sions(bottom).
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Figure 6.8: Scheme of ELBA gas supply system

duration was measured at 27.3 fs (FWHM) in the laser room after the compressor.
The laser pulses were focused down by 10 m focal length off-axis parabola (OAP)
to a measured focal spot size (FWHM) 22 µm and 17.5 µm along the horizontal and
vertical axes, respectively. The laser power available on target was Plaser = 0.35 PW. To
maintain relativistic self-focusing the electron density in the target was set as ∼ 2×1018

1/cm3.
The experimental setup is displayed in Figure 6.9. During this experiment, the

hollow-mirror beam splitter was out of the beam path. The beam is propagating
through three flat mirrors and an off-axis parabolic mirror. The laser pulse was focused
on the edge of the 10 mm long slit nozzle target (see Section 5.2), approximately 1
mm above the nozzle exhaust. The gas target position has been optimized in three
dimensions with a high-accuracy target tower positioning system leading to the optimal
focusing position inside the plasma profile. The self-guiding phenomenon within the
plasma was monitored using a top-view diagnostic. The accelerated electron beams
were characterized by a calibrated electron spectrometer consisting of two motorized
magnetic dipoles and a LANEX Fast Back scintillator screen. There is a beam sampler
and focal spot diagnostic setup built before the target area. The remaining diverging
laser light after the target is stopped by an aluminum-foil beam dump.

Given that comprehensive electron beam statistics are not yet available, we
present a single representative electron beam shot is presented here. The top-view
of the accelerating channel, and side-view interferometry electron spectrometer images
are depicted in Figure 6.10. Evaluation of spectrometer data is presented in Figure
6.11. However, it’s important to note that the current evaluation process lacks the
suppression of low-energy-end noise, which requires further analysis and treatment.

Throughout the campaign, we encountered several challenges.
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Figure 6.9: ELBA 2023 commissioning experiment setup.

Figure 6.10: Raw data from ELBA diagnostics relevant to a single shot. (a) top-view
of the accelerating channel, (b) side-view interferometry, and (c) record on electron
spectrometer.
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Figure 6.11: ELBA electron accelerator spectrometer image processing. The data refers
to the same shot as Figure 6.10.

Plasma-generated electromagnetic pulses (EMPs) disrupting the function-
ality of systems

Plasma-generated electromagnetic pulses (EMPs) were causing disruptions to the
functionality of both the automatic pressure regulator (APR) and the high-speed gas
valve (HSGV) driver. During single-shot operation, the APR control system required
frequent restarts, approximately every second shot, while the HSGV driver needed
restarting after approximately every 100 shots.

The first measure taken was to apply ferrite beads to the cablings of both the
APR and HSGV. This intervention significantly improved the operation of the APR,
enabling approximately 100 shots to be carried out consecutively without the need for
device restarts.

The second measure involved manufacturing a nonconducting adapter to connect
the stainless steel nozzle with the HSGV. This adapter effectively disconnected the
gas target, which is the closest device to the plasma, from the rest of the system.
As a result, this additional measure completely resolved the problems, allowing for
continuous operation at 3.3 Hz over extended periods of time.

Imperfect laser intensity distribution at focal spot position damaging the
gas target outer shell

The natural imperfections of the laser beam and focusing optics led to a dispersion
of a portion of the laser intensity beyond the intended focal spot. Despite this being
only a small fraction of the laser’s overall intensity, the combination of the laser’s high
power and repetition rate resulted in significant damage to the target. This damage
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Figure 6.12: (a) Damage on the supersonic nozzle caused by second-order focal spot
after ∼ 20000 shots, (b) damage on the aluminum beam-dump caused by a residual
diverging laser beam after ∼ 20000 shots.

extended up to 5 mm below the focal spot position.
Figure 6.12(a) depicts the damage sustained by the nozzle after 20,000 shots. The

image reveals that the front surface of the target experienced elevated temperatures,
resulting in material removal of approximately 50 µm in depth. However, despite
the noticeable external damage, the functionality of the target, particularly gas flow,
remained unaffected throughout the entire 20,000-shot duration.

It is crucial to emphasize that a 3D printed plastic or resin nozzle would not
withstand such a high repetition rate operation, primarily due to its lower melting
point (approximately 200°C).

Residual diverging laser beam light ablating aluminum materials

Typically, a fraction of the laser pulse is not depleted during plasma interaction
and continues to propagate (divergently) beyond the target. This poses a potential
hazard for devices situated near the target, such as the magnets and the back wall of
the vacuum chamber in the ELBA setup. To safeguard these components, an aluminum
foil beam dump was installed on the front face of the first magnet, within the magnet
surfaces, and after the magnet to intercept the central portion of the beam.

Despite orienting the foil to intercept the laser at a large angle, significant heat-
ing occurred, leading to the ablation of aluminum nanoparticles from the beam dump.
These particles dispersed into the surrounding area of the aluminum components inside
the vacuum chamber, posing a high risk of damaging large optical elements. Fortu-
nately, since the major optics in the ELBA setup are housed within a separate vacuum
chamber, no damage was observed on them. Nevertheless, for future ELBA experi-
ments, it is imperative to develop a more robust beam dump to effectively mitigate the
risk of damage to critical optical components.
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Conclusion

At the beginning of the thesis, the principles of Laser Wakefield Electron Accel-
eration and injection schemes were presented. The gas target is the core part of the
accelerator since the whole injection and acceleration take place inside the target. The-
ory and particle-in-cell simulations introduce scaling laws, which postulate theoretical
demands on the targets. The role of the gas target technology development is to reach
these theoretical demands. Then, the current gas target technology used for self-guided
LWFA is presented. The problems and limits of each target type are addressed. The
main problems of the targets are gas flow stability, gas load into the vacuum chamber,
and scalability.

The development process of gas targets for LWFA consists of the following steps
(see Figure 6.13):

1. Proposition of the conceptual design (in case of new solution)

2. Calculation of the desired plasma density profile shape from the theoretical scal-
ing laws

3. Design of the target inner shape with the use of CFD simulations to achieve
desired flow properties

4. Modeling of the molecular-based effects, like rarefied gas flow, heavy gas enrich-
ment in expanding jets, or nanoparticle tracking by DSMC method

5. Performing technical particle-in-cell simulation for prediction of the accelerated
electron beam parameters

6. Building product design and prototyping

7. Experimental characterization of the neutral gas flow in prototype to validate
the predicted profile - the interferometry measurement method and tomographic
reconstruction algorithms are used

8. Performing in-situ test of the target in the accelerator setup with plasma and
electron beam diagnostics

We proved the ability of fully in-house development and implementation of gas targets
for LWFA experiments.
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Figure 6.13: Scheme of the full in-house gas target development process.

This work also consists of improvement of the gas target development process.
The DSMC rarefied gas dynamics simulation method has been successfully imple-
mented into the process for the first time. The novel 4-pass interferometry station
measurements are used to benchmark the gas target simulations. Five 3D tomographic
algorithms that are typically used for target density profile reconstruction were tested
and evaluated on their performance. Based on the testing, a new algorithm FARM for
reconstructions from a low number of projections has been introduced.

One laser-plasma interaction diagnostic method has been experimentally investi-
gated. We demonstrated a compact in-vacuum setup for down-collimation of a low peak
intensity probe laser pulse and compression of its duration using the CafCA approach
in the optimum regime from ∼ 50 fs down to 18 fs while keeping the pulse synchronized
in space and time with the driving laser pulse. Compression to the shortest pulses re-
duced the motion blur from 15 µm down to 5.4 µm, which already allows to study the
density micro-structures in relativistic plasma experiments. We also characterized the
shot-to-shot fluctuations. It has been proved that the down-compression allowed effi-
cient self-phase modulation and increased the probe-to-self-emission brightness ratio,
while not leading to probe image quality degradation.

Two LWFA beamlines have been assembled and commissioned in ELI Beamlines.
The ELBA beamline driven by PW-class L3-HAPLS laser has been equipped with
three large-aperture dielectric-coated mirrors, an ultra-stiff 5-axis target tower with
µm-positioning system, and a remotely controlled complex gas supply system. The
in-house developed fast slit supersonic nozzle optimized for low gas load supplied by
SmartShell Co. gas valve has been implemented into the beamline. The whole electron
acceleration beamline was successfully commissioned in 2023 with the electron beam
parameters: up to 1 GeV energy, X pC charge, and 3.3 Hz repetition rate.

Another four gas targets suitable for PW-class laser experiments were developed
(not only for future ELBA experiments):
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� Slit nozzle with a gas reservoir for improved flat-top density profile generation

� Long (> 50 mm) slit nozzle with multiple inlet gas valves for multi GeV electron
experiments

� Slit supersonic nozzle with injector section designed for improved electron injec-
tion into accelerating phase

� Dual-stage gas target for improved electron injection and reduced gas load into
the vacuum chamber at the same time

The compact ALFA beamline driven by kHz L1-Allegra laser has been built to
create an electron beam source suitable for biomedical applications. The ALFA setup
implements in-house designed supersonic micro-nozzles with conical shapes and 300 µm
opening. The nozzles were manufactured with electric discharge drilling technology
to achieve low inner-wall surface roughness. The ALFA beamline was successfully
commissioned in 2022 with the following electron beam parameters: up to 50 MeV
energy, 0.28 pC charge, and 1 kHz repetition rate.
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