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Instructions

The thesis aims to develop a personalized system that summarizes proposals related to 
decentralized autonomous organizations (DAO) governance, with the goal of increasing 
accessibility and participation in the decision-making process. The research will explore 
different summarization approaches, including abstractive and extractive 
summarization, and determine the most effective machine learning-based method for 
summarizing complex documents related to DAO governance. As a thesis byproduct, a 
dataset containing text summarization will be produced.
- Conduct a thorough review of the existing literature on DAO, their governance 
structures, and the decision-making processes involved.
- Identify the current challenges and limitations related to summarizing proposals 
related to DAO governance, and how they impact accessibility and participation in the 
decision-making process.
- Evaluate different summarization approaches, such as abstractive and extractive 
summarization, and determine their advantages and disadvantages in the context of 
DAO governance proposals.
- Determine the criteria for evaluating the effectiveness of a summarization system for 
DAO governance proposals, such as accuracy, comprehensibility, and relevance.
- Develop a customized system for summarizing DAO governance proposals that 
address the limitations of existing approaches and meet the identified criteria for 
effectiveness.

Electronically approved by Ing. Magda Friedjungová, Ph.D. on 21 February 2023 in Prague.



- Test the system on a sample of DAO governance proposals, and evaluate its 
effectiveness using the identified criteria.
- Compare the results of the customized machine learning-based system with existing 
approaches to summarize DAO governance proposals to demonstrate the improvements 
in accessibility and participation in the decision-making process.
- Draw conclusions from the research and recommend future research areas to improve 
DAO governance proposals' summarization further.
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Abstrakt

Decentralizované autonomńı organizace (DAO) se dostávaj́ı do popřed́ı jako
decentralizované subjekty funguj́ıćı na základě takzvaných smart contractu a
technologie blockchain. Složitost návrh̊u na ř́ızeńı v rámci DAO však představuje
výzvu pro dostupnost a účast na rozhodovaćıch procesech. Tato práce řeš́ı
problém omezené dostupnosti a účasti t́ım, že vyv́ıj́ı a vyhodnocuje persona-
lizovaný systém založený na strojovém učeńı pro shrnut́ı návrh̊u na správu
DAO. Mezi ćıle patř́ı prozkoumáńı současných struktur správy DAO a roz-
hodovaćıch proces̊u, identifikace problémů při sumarizaci návrh̊u, vyhodno-
ceńı r̊uzných př́ıstup̊u k sumarizaci a vývoj přizp̊usobeného sumarizačńıho
systému. Ćılem systému je zvýšit dostupnost a účast t́ım, že bude poskytovat
stručné a srozumitelné shrnut́ı návrh̊u na správu DAO. K posouzeńı účinnosti
systému se použ́ıvaj́ı hodnot́ıćı metriky, jako je přesnost, srozumitelnost a re-
levance. Výsledky ukazuj́ı zlepšeńı př́ıstupnosti, což zd̊urazňuje význam spe-
cializovaných shrnuj́ıćıch systémů pro zlepšeńı rozhodovaćıch proces̊u v rámci
DAO.

Kĺıčová slova DAO, shrnut́ı textu, strojové učeńı, návrhy na správu, NLP
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Abstract

Decentralized Autonomous Organizations (DAOs) are gaining prominence as
decentralized entities operating on smart contracts and blockchain technology.
However, the complexity of governance proposals within DAOs poses chal-
lenges to accessibility and participation in decision-making processes. Thesis
addresses the problem of limited accessibility and participation by developing
and evaluating a personalized machine learning-based system for summarizing
DAO governance proposals. The goals include exploring current DAO gov-
ernance structures and decision-making processes, identifying challenges in
summarizing proposals, evaluating different summarization approaches, and
developing a customized summarization system. The system aims to enhance
accessibility and participation by providing concise and understandable sum-
maries of DAO governance proposals. Evaluation metrics such as accuracy,
comprehensibility, and relevance are used to assess the system’s effectiveness.
Results indicate improvements in accessibility, highlighting the importance of
tailored summarization systems in enhancing decision-making processes within
DAOs.

Keywords DAO, text summarization, machine learning, governance pro-
posals, NLP
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Introduction

Motivation

Decentralized Autonomous Companies (DAOs) are becoming increasingly pop-
ular as a means of organizing and operating companies in a decentralized
manner. As a result, there is a growing need for effective text summariza-
tion techniques that can help individuals understand complex proposals re-
lated to DAO management. This project aims to develop an autonomous text
summarization model that can extract the key information from voluminous
documents related to DAO management and provide a concise summary to
increase the number of participants in voting for certain changes in the course
of the development of DAO.

Problem statement

The problem statement for this thesis is the lack of accessibility and participa-
tion in the decision-making process of decentralized autonomous organizations
(DAOs) due to the complexity of governance proposals. DAOs are decentral-
ized entities that operate based on smart contracts and blockchain technology,
and their decision-making process is based on a consensus mechanism where
stakeholders participate in decision-making by voting on proposals. However,
governance proposals related to DAOs can be complex and lengthy, which can
hinder stakeholders’ ability to access and participate in the decision-making
process.

The problem is further compounded by the limited availability of tools and
techniques for summarizing complex DAO governance proposals effectively.
Extracting key information and summarizing it concisely and understandably
can help increase accessibility and participation in the decision-making pro-
cess, but existing summarization approaches may not be suitable for DAO
governance proposals. Therefore, there is a need for a personalized system
that can effectively summarize DAO governance proposals, increasing acces-
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Introduction

sibility and participation in the decision-making process. This thesis aims
to address this problem by developing and evaluating a customized machine
learning-based system for summarizing DAO governance proposals.

Goals of thesis

The thesis aims to contribute to the field of DAO governance and decision-
making processes by developing a personalized system for summarizing pro-
posals that can increase accessibility and participation in the decision-making
process. The goals of the thesis are the following:

• Explore the current state of decentralized autonomous organizations
(DAOs), their governance structures, and the decision-making processes
involved.

• Identify the challenges and limitations related to summarizing propos-
als related to DAO governance and how they impact accessibility and
participation in the decision-making process.

• Evaluate different summarization approaches, such as abstractive and
extractive summarization, and determine their advantages and disad-
vantages in the context of DAO governance proposals.

• Determine the criteria for evaluating the effectiveness of a summarization
system for DAO governance proposals, such as accuracy, comprehensi-
bility, and relevance.

• Develop a customized system for summarizing DAO governance propos-
als that addresses the limitations of existing approaches and meets the
identified criteria for effectiveness.

• Test the system on a sample of DAO governance proposals and evaluate
its effectiveness using the identified criteria.

• Compare the results of the customized machine learning-based system
with existing approaches to summarize DAO governance proposals to
demonstrate the improvements in accessibility and participation in the
decision-making process.

• Draw conclusions from the research and recommend future research ar-
eas to improve DAO governance proposals’ summarization further.
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Chapter 1
DAOs analysis

1.1 Overview of DAOs

A Decentralized Autonomous Organization (DAO) is an organization that op-
erates autonomously using smart contracts on a blockchain network. DAOs are
decentralized, meaning they do not have a central authority or intermediary
to manage the organization. Instead, the organization’s rules and regulations
are encoded in smart contracts that run on a blockchain network, which is a
distributed ledger technology [3].

1.1.1 Definition and characteristics

DAOs operate through the consensus of their members, who are known as
token holders. Token holders have a say in the decision-making process of the
DAO by voting on proposals and allocating resources to various initiatives.
Additionally, DAOs use their native cryptocurrency as a means of payment
and to incentivize participation.

The following are the key characteristics of DAOs [4]:

Decentralized: DAOs are decentralized, meaning that they do not rely on
a central authority to govern their operations. Instead, decision-making
is distributed among token holders, who have a say in the organization’s
affairs.

Autonomous: DAOs operate autonomously, meaning that they execute the
rules and regulations encoded in their smart contracts automatically,
without requiring human intervention.

Transparent: DAOs operate on a public blockchain, which makes their op-
erations transparent and visible to anyone who wishes to view them.

3



1. DAOs analysis

Immutable: Transactions that occur on a blockchain network are immutable,
meaning that they cannot be altered or deleted. Therefore, once a deci-
sion is made in a DAO, it is final and cannot be changed.

Democratic: DAOs use a democratic decision-making process, where token
holders have a say in the organization’s affairs by voting on proposals
and allocating resources.

Incentivized: DAOs use their native cryptocurrency as a means of payment
and incentivize participation in the decision-making process.

1.1.2 Growth of DAOs

The popularity of DAO tends to grow as the market expands. During this
period of growth, new tools, more users, and structural changes within DAOs
will become absolutely necessary.

According to the search results, DAOs have seen significant growth in
recent years. Here are some key points about the growth of DAOs:

• The total value locked in DAOs increased from around $50 million in
early 2020 to more than $5 billion in early 2022 [5].

• Between 2019 and 2020, the number of DAOs grew by 660% [6]. The
number of DAOs has increased by 8.8 times, from 700 in May 2021 to
6,000 in June 2022 [7].

• The number of proposals has increased by 8.5 times, and the number of
total votes has increased by 8.3 times over the past 12 months [7].

• The number of DAO members increased by a factor of 130x in 2021,
reaching 1.6 million [8]. As of April 2023, the total number of DAO
governance token holders is 6.9 million, with 2.1 million active voters
and proposal makers [6]. The growth in the number of participants is
proportional to the increase in the number of decentralized autonomous
organizations (DAOs) and their participation rates [9].

• Six DAOs have a treasury of more than $1 billion: Optimism Collective,
Arbitrum One, BitDAO, Uniswap, Polygon, and Gnosis [6].

• The World Economic Forum’s January 2023 report on the decentral-
ized autonomous organization (DAO) landscape focuses on operational,
technical, governance, and legal challenges facing DAO deployment, in-
dicating the growing importance and complexity of these organizations
[8].

Overall, the growth of DAOs has been significant, with an increase in
the number of DAOs, proposals, and votes, as well as an increase in the total
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value locked in DAOs. DAOs have the potential to transform many industries,
including finance, healthcare, and supply chain management, and their growth
is expected to continue in the future.

1.1.3 Types of DAOs

There are different types of Decentralized Autonomous Organizations (DAOs),
each with its own purpose and approach to governance and decision-making
processes. The following will list the types of DAOs [5].

1.1.3.1 Investment DAOs

Investment DAOs are focused on investing in different projects, such as star-
tups, real estate, or cryptocurrency. Members of the DAO pool their funds to
make investments, and they share in the profits or losses. Investment DAOs
can benefit from AI-based solutions that can help them identify investment
opportunities and manage their portfolios [10]. Examples:

• MetaCartel Ventures (MCV): a community made up of people who want
to invest in new projects built on the Ethereum blockchain.

• LAO: a venture DAO that is a community of investors who collaborate
on the investment decision-making process and support the collection
of projects they invest in. The LAO differs from traditional venture
firms by opening themselves up to collaboration from a broader range
of people.

• Flamingo DAO: an investment DAO that is focused on investing in NFTs
and other digital assets. It is a community-driven DAO that is commit-
ted to supporting the growth of the NFT ecosystem.

1.1.3.2 Service DAOs

Service DAOs are focused on providing a specific service or product to the
community. For example, a service DAO could be focused on providing de-
centralized insurance, identity verification, or dispute resolution services. By
summarizing proposals, Service DAOs can quickly identify the key features
of the proposal and determine whether it aligns with their service offerings.
This can help Service DAOs to make informed decisions and provide better
services to their customers [11]. Examples:

• Gnosis Safe Multisig: provides a secure and easy-to-use platform for
managing digital assets. It is a decentralized platform that allows users
to manage their digital assets without the need for a centralized inter-
mediary.
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• DAOstack: provides a platform for decentralized collaboration and decision-
making. It is a modular platform that allows users to create and cus-
tomize their own DAOs.

• Aragon: a service DAO that provides a platform for creating and man-
aging decentralized organizations. It is a modular platform that allows
users to create and customize their own DAOs.

1.1.3.3 Social DAOs

Social DAOs are primarily concerned with creating social impact and fostering
community development. These organizations often allocate resources towards
projects that promote open-source software development, environmental sus-
tainability, or educational initiatives. To facilitate efficient decision-making
within social DAOs, the process of summarizing proposals can be employed
to extract key information regarding the initiative’s societal influence, fund-
ing needs, and anticipated results. By utilizing this approach, Social DAOs
can make well-informed choices while also assessing the effectiveness of their
endeavors. [11]. Examples:

• Gitcoin: focused on funding open-source software development. It is a
community-driven platform that allows developers to get paid for their
work and helps fund open-source projects.

• MolochDAO: focused on funding Ethereum infrastructure projects. It is
a community-driven platform that allows members to pool their funds
and make collective decisions on which projects to fund

• RadicalxChange: focused on promoting radical social change through
the use of blockchain technology. It is a community-driven platform that
allows members to collaborate on projects that promote social change.

1.1.3.4 Protocol DAOs

Protocol DAOs are focused on the development and maintenance of a spe-
cific blockchain protocol or platform. Members of the DAO are responsible
for making decisions related to the protocol’s development, upgrades, and
maintenance. Summarization can help Protocol DAOs to quickly identify the
key features of the proposal, such as the protocol’s development, upgrades,
and maintenance requirements. This can help Protocol DAOs to manage the
development of blockchain protocols [12]. Examples:

• MakerDAO: focused on creating a stablecoin called DAI. It is a de-
centralized platform that allows users to create and manage their own
stablecoins.
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• Uniswap: focused on creating a decentralized exchange for trading cryp-
tocurrencies. It is a community-driven platform that allows users to
trade cryptocurrencies without the need for a centralized intermediary.

• Yearn Finance: a suite of yield-optimizing decentralized finance proto-
cols that aims to maximize returns on cryptocurrency by arbitraging
different lending platforms in search of the best available yield.

1.1.3.5 Platform DAOs

Platform DAOs are focused on developing and maintaining a specific decen-
tralized platform or application. Members of the DAO make decisions related
to the platform’s development, upgrades, and maintenance. Decentralized
governance and artificial intelligence policy with blockchain-based voting can
be used to manage the development of decentralized platforms [13]. Examples:

• Compound: focused on creating a decentralized lending platform. It
is a community-driven platform that allows users to lend and borrow
cryptocurrencies without the need for a centralized intermediary.

• Aave: focused on creating a decentralized lending and borrowing plat-
form. It is a community-driven platform that allows users to lend and
borrow cryptocurrencies without the need for a centralized intermediary.

• Balancer: focused on creating a decentralized exchange for trading cryp-
tocurrencies. It is a community-driven platform that allows users to
trade cryptocurrencies without the need for a centralized intermediary.

1.1.3.6 Grant DAOs

Grant DAOs are focused on funding various initiatives or projects that align
with the DAO’s mission or vision. Members of the DAO vote on propos-
als submitted by individuals or organizations seeking funding. Grant DAOs
can use proposal summarization to improve voter turnout and engagement.
Proposal summarization can help Grant DAOs quickly identify the key fea-
tures of the proposal, such as the initiative or project seeking funding, funding
requirements, and expected outcomes [14]. Examples:

• DAOhaus: focused on funding projects that are building on the Ethereum
ecosystem. It is a community-driven platform that allows members to
vote on which projects to fund.

• BitDAO: the most substantial decentralized autonomous organization
(DAO)-managed fund aimed at fostering the expansion of open finance
and supporting the development of decentralized token-driven economies.
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• Global Coin Research: community-first research and investment DAO
that is focused on Web3. The DAO also invests in transformative
projects such as Lens Protocol, which aims to create a decentralized,
user-centric social media space.

1.1.3.7 In general

Overall, the different types of DAOs are characterized by their focus and ap-
proach to governance and decision-making. By understanding the different
types of DAOs, it is possible to appreciate their versatility and potential im-
pact in different domains.

1.2 Decision-making processes

Decision-making processes in DAOs are designed to ensure that decisions are
made in a transparent, democratic, and efficient manner. The following will
be considered some of the key aspects of decision-making processes in DAOs
[1].

1.2.1 Proposal submission

Any member of a DAO can submit a proposal for consideration. Proposals
can range from allocating funds to a new project to making changes to the
organization’s rules and regulations. Proposal submission is an important
aspect of DAO governance as it allows members to voice their opinions and
suggest changes to the organization.

1.2.2 Discussion

Once a proposal is submitted, members of the DAO can discuss the proposal
and provide feedback. This helps to ensure that all perspectives are heard
and that the proposal is thoroughly evaluated before a decision is made. The
discussion can take place on various platforms, such as forums, chat rooms, or
social media. The discussion should be respectful, constructive, and focused
on the proposal’s merits.

1.2.3 Voting

After a proposal has been discussed, it is put to a vote. Members of the DAO
can vote either in favor of or against the proposal, and the proposal is accepted
or rejected based on the outcome of the vote. The voting process should be
transparent, secure, and accessible to all members. The DAO should use a
reliable and decentralized voting system to ensure that the vote is fair and
accurate. DAO voting processes balance efficiency and effectiveness consid-
erations. They seek to avoid familiar problems in governance systems, such
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as rational apathy (where voters do not participate because it requires time
and effort, but each voter has a minimal impact on outcomes) and plutoc-
racy (a concentration of power deriving from wealth). Token-based quorum
voting is the simplest form of voting, used in many leading DAOs, including
Uniswap and Compound. For a proposal to be submitted and passed, a cer-
tain number or percentage of tokens must participate. Selecting the proper
quorum requirements can be challenging. DAOs have developed alternative
approaches to quorum thresholds. Some DAOs support the delegation of vot-
ing or proposal power to others through a representative system, while others
provide greater voting power to individuals who “lock up” or stake their to-
kens in an escrow smart contract for a fixed amount of time. While DAO
frameworks support a wide variety of voting processes, many DAOs opt to
implement complex voting practices off-chain through tools including Snap-
shot, Discourse, and Commonwealth [12][15].

1.2.3.1 Continuous approval voting

Continuous approval voting allows new proposals to be submitted at any time,
as long as they surpass the voting weight of the last successful proposal im-
plemented. The more votes there are on the system’s current state, the more
secure the system is from any “rogue” proposals. However, this can make it
harder for proposals to overcome the status quo [12].

1.2.3.2 Optimistic governance

Optimistic governance attempts to reduce voter fatigue by dramatically low-
ering the number of proposals upon which a token holder is expected to vote.
This model assumes that proposals pass unless there is a strong objection,
requiring a rejection threshold rather than an approval quorum. The rejec-
tion threshold is usually much lower than a typical approval quorum, meaning
more voices may be heard in this process. However, this model still relies on
active monitoring of proposals and adequate contestation periods to prevent
problematic proposals slipping through [12].

1.2.3.3 Delegation

Delegation allows token holders to outsource decision-making and/or direct
their proposing and/or voting rights to value-aligned people or groups they
trust. Delegation is similar to proxy votes in traditional finance. Delegates
can be individuals or other DAOs. Many DAOs elect councils or commit-
tees as trusted token-holder representatives. These representatives act as a
quasi-board of directors, often elected via a decentralized election process that
lacks authority to act without input and support from the broader community.
They may be elected on a regular basis or by fulfilling a delegation threshold
that runs on a rolling basis. Some representatives step in to vote on proposals
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only when token holders fail to reach a quorum. Since each council or com-
mittee member usually has only one vote, the tendency towards plutocratic
decision-making is also reduced. Representatives abusing their position may
be removed by token-holder vote [12].

1.2.3.4 NFT-based voting

Several protocols are moving towards NFT (non-fungible token [16]) based
voting that moves away from a one-token, one-vote paradigm towards a one-
person, one-vote model. NFT-based voting may mitigate the risk of plutoc-
racy common to token-weighted voting that has been well outlined by Vitalik
Buterin. DAOs experimenting with NFT-based voting include Optimism, El-
ement Finance, and Marinade Finance [12].

1.2.3.5 Quadratic voting

Quadratic voting is another method that attempts to reduce the tendency
towards plutocracy and is employed by Gitcoin DAO. Votes are counted ac-
cording to their square root, so 100 different token holders voting one token
for a proposal will have greater weight than one large holder casting 200 to-
kens. Quadratic voting systems must address the challenge of Sybil attacks,
whereby one actor simply splits their tokens between multiple wallets [12].

1.2.3.6 Token-based voting

In most DAOs, voting is based on the number of tokens that a member holds.
This means that members with more tokens have more voting power, which
can be a source of controversy in some DAOs. Token-based voting is designed
to ensure that members who have invested more in the DAO have more say in
the decision-making process. However, it can also lead to centralization and
inequality if a small group of members hold a significant number of tokens.

1.2.3.7 Quorum

DAOs require a quorum, which is a minimum number of members who must
participate in a vote for it to be valid. This ensures that decisions are made
with the participation of a sufficient number of members. The quorum should
be set at a reasonable level to ensure that decisions are not delayed or blocked
by a small number of members.

1.2.3.8 Voting thresholds

DAOs typically have a voting threshold that must be met before a proposal
is accepted or rejected. This threshold can be a certain percentage of the
total token supply or a specific number of votes. The voting threshold should
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be set at a level that ensures that decisions are made with the support of a
significant number of members. However, it should not be set too high, as
this can lead to a deadlock in the decision-making process.

1.2.3.9 Timed voting

DAOs use timed voting to prevent proposals from being held up indefinitely.
Each proposal is given a set amount of time for members to vote, and if the
proposal does not meet the required voting threshold within the specified time
frame, it is rejected. Timed voting ensures that decisions are made in a timely
and efficient manner, and that proposals are not delayed or blocked by a small
number of members.

1.2.4 Smart contracts

Smart contracts are used to execute proposals that the DAO has approved.
Once a proposal has been approved and the required conditions have been
met, the smart contract automatically executes the proposal.

The appeal of smart contracts lies in their ability to operate on a par with
external accounts, enabling them to autonomously generate other contracts
and send messages [1]. When multiple smart contracts are coordinated within
a network, they create a sophisticated autonomous system of functions. Ad-
ditionally, the Ethereum blockchain serves as the foundational technology for
recording transactions and establishing consensus-driven logic. These layers
are depicted in Figure 1.1.

1.2.5 In general

Given the challenges outlined above, an increasing number of protocols are
trending towards governance minimization or limiting the number of decisions
to be made by humans, often via automation at the technical layer. This re-
sults in a streamlined governance system, but the more automated governance
becomes, the less adaptive the protocol will be, and it is unclear how these
protocols will stand the test of time as parameters ossify.

Overall, the decision-making processes in DAOs are designed to promote
democratic decision-making, ensure member participation, and maintain the
autonomy of the organization. By using token-based voting, quorums, and
smart contracts, DAOs are able to make decisions in a transparent and efficient
manner, allowing them to operate autonomously and effectively.

1.3 DAO problems

One of the biggest problems in DAOs is information overload, inconsistent
information and highly specialized information that waterfalls on users. The
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Figure 1.1: Architectural layers for smart contracts (BlockchainHub, 2018) [1]

following is a list of problems that DAOs have:

• Information regarding updates gets lost in the shuffle.
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• Participation is extremely hard and time-consuming for newcomers. Vot-
ing participation remains low. 2% average of token holders vote (see
Figure 1.2).

• Too many sources of information lead to confusion.

• There are thousands of DAOs.

• Highly specialized information requires copious amounts of time to read
and understand.

• Every DAO has multiple social media sources.

• Motivation to participate is low and the benefits are unclear.

• People are uncertain of their influence within the DAO.

Figure 1.2: Voting participation, where * is total number of holders, according
to Erherscan

Despite the potential of DAOs to revolutionize decentralized decision-
making, the challenges outlined in the previous section illuminate the existing
hurdles that hinder widespread participation and comprehension. The infor-
mation overload, lack of clarity in benefits, and low motivation to participate
are persistent issues that contribute to the meager average of 2% token holder
voting participation. Additionally, the sheer number of DAOs, each with its
own specialized information spread across multiple sources, exacerbates the
confusion and time constraints faced by potential participants. These chal-
lenges underscore the need for effective solutions to enhance the accessibility
and engagement of individuals within DAOs, such as proposal text summa-
rizing.
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1.4 Summarizing challenges and limitations

Summarizing DAO governance proposals can be a challenging task due to the
complexity of the proposals and the decentralized nature of DAOs. Follow-
ing are some of the challenges and limitations related to summarizing DAO
governance proposals.

1.4.1 Complexity of proposals

DAO governance proposals often present a formidable challenge due to their
inherent complexity and technical nature [17]. These proposals frequently em-
ploy specialized language and concepts that may appear unfamiliar to certain
members of the DAO community. Effectively summarizing such proposals
demands a deep understanding of the subject matter and a judicious selec-
tion of the most crucial points and recommendations. The intricacy of these
proposals can complicate the process of capturing their nuanced details in a
summary, potentially resulting in misunderstandings or oversimplifications.

1.4.2 Complexity of governance process

Simultaneously, the governance process within DAOs introduces its own layer
of complexity. It commonly involves the submission of proposals followed by
collective voting, culminating in a substantial volume of information to digest
[18]. The ability to summarize these proposals accurately and succinctly is
paramount for fostering accessibility and promoting active participation. It
enables participants to swiftly grasp the salient points and make well-informed
decisions.

Moreover, the transparency and autonomy that characterize DAO gover-
nance bring forth additional challenges. While transparency is a desirable
feature of DAOs, it can inadvertently lead to information overload and the
difficult task of extracting the right information from all that flow. [19]. Ad-
ditionally, the self-governing nature of DAOs means that decision-making pro-
cesses may transpire without the involvement of centralized entities, thereby
posing difficulties in ensuring accountability and inclusivity within these pro-
cesses [19].

These challenges collectively impact the accessibility and participation lev-
els within the DAO decision-making framework. The intricate and voluminous
nature of the information can hinder participants from engaging effectively and
making informed choices [18]. Additionally, the transparency and autonomy
inherent to DAO governance may inadvertently create barriers for individuals
who lack familiarity with the underlying technology or the technical expertise
needed to navigate the system effectively [19].
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1.4.3 Lack of standardization

The lack of standardization in DAO governance proposals can make summa-
rization difficult because there is no consistent structure or format to follow.
This means that summarization tools must be flexible enough to handle a
wide variety of proposals, which can be a significant technical challenge [17].
Additionally, without a standardized format for proposals, it can be difficult
to compare and evaluate the effectiveness of different summarization methods.

1.4.4 Technical jargon

DAO governance proposals often contain technical jargon and specialized lan-
guage that may be difficult for non-experts to understand. Model may need to
have a deep understanding of the technical concepts and language used in the
proposal to be able to accurately summarize its content [17]. Furthermore,
the use of technical jargon can also make it challenging to convey the essential
points and recommendations of the proposal in a clear and concise manner.

1.4.5 Limited availability of data

There is a limited amount of data available on DAO governance proposals,
which can make it difficult to train machine learning models for summarization
[20]. Moreover, DAO governance is a relatively new field, and there is still
much to be learned about how it works. This can make it challenging to
develop effective summarization approaches [11].

1.4.6 Cultural and language Barriers

The cultural and linguistic diversity of DAOs can pose a challenge to summa-
rizing governance proposals. Some members may have limited proficiency in
English, which is the primary language used for many proposals. Additionally,
proposals may contain cultural references that are unfamiliar to some mem-
bers, which can make summarization more challenging. Overcoming these
barriers requires developing summarization tools that can accurately capture
the intended meaning of the proposals, while also being accessible to all mem-
bers.

1.4.7 Machine learning limitations

Machine learning-based summarization methods may have limitations in sum-
marizing DAO governance proposals. Moreover, the algorithms may be biased
towards certain types of proposals or languages, leading to a lack of diversity
in the summaries. This section delves into the constraints of machine learning-
based summarization approaches when summarizing DAO governance propos-
als.
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1.4.7.1 Contextual understanding

Machine learning-based summarization methods may struggle to understand
the context of the DAO governance proposals. The proposals may contain
technical terms, jargon, and references to other proposals or documents. With-
out a deep understanding of the context, the summarization algorithm may
produce inaccurate or incomplete summaries. To overcome this limitation,
the summarization algorithm should be trained on a large dataset of DAO
governance proposals to develop a contextual understanding of the subject
matter.

1.4.7.2 Tone and intent

Machine learning-based summarization methods may struggle to understand
the tone and intent of the DAO governance proposals. The proposals may
contain emotional language, sarcasm, or irony, which may be difficult for the
algorithm to detect. Moreover, the proposals may contain hidden agendas
or biases, which may be difficult for the algorithm to identify. To overcome
this limitation, the summarization algorithm should be trained on a diverse
dataset of DAO governance proposals to develop a nuanced understanding of
the tone and intent.

1.4.7.3 Lack of diversity

DAO governance proposals often lack standardization, presenting a signifi-
cant challenge for summarization systems. These proposals may adopt vary-
ing formats, structures, and criteria, making it difficult to establish a uniform
summarization approach. Furthermore, they may be subject to distinct reg-
ulatory frameworks depending on the jurisdiction, further complicating the
development of a universally applicable summarization method.

Additionally, machine learning-based summarization methods can intro-
duce bias, both towards certain proposal types and specific languages, poten-
tially resulting in a lack of diversity within the summaries. Biases can emerge
if the algorithm is trained on a dataset that does not adequately represent the
entire DAO ecosystem, skewing the summaries. Furthermore, such algorithms
might struggle when summarizing proposals written in languages other than
English.

1.4.7.4 Data privacy

Machine learning-based summarization methods may struggle with data pri-
vacy concerns. DAO governance proposals may contain sensitive information,
such as financial data or personal information, which may be difficult to sum-
marize without compromising data privacy. Moreover, the summarization
algorithm may be vulnerable to cyber-attacks or data breaches, leading to the
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exposure of sensitive information. To overcome this limitation, the summa-
rization algorithm should be designed with data privacy in mind, and the data
should be stored securely.

1.4.7.5 Human oversight

Machine learning-based summarization methods should not be relied upon
solely to summarize DAO governance proposals. Human oversight should
ensure that the summaries are accurate, complete, and unbiased. The sum-
marization algorithm may be used as a tool to assist humans in summarizing
the proposals, rather than replacing them. Moreover, the human summarizer
should have a deep understanding of the subject matter and the ability to
identify biases and inaccuracies in the summary.

1.4.7.6 In general

Machine learning-based summarization methods have limitations when it comes
to summarizing DAO governance proposals. Overcoming these limitations re-
quires a deep understanding of the subject matter, a diverse dataset of DAO
governance proposals, and a nuanced understanding of the tone and intent
of the proposals. Moreover, data privacy concerns should be addressed, and
human oversight should be used to ensure the accuracy and completeness of
the summaries.

1.5 Overcoming challenges suggestions

To navigate the challenges outlined earlier, several strategies can be employed
to enhance the effectiveness of summarizing DAO governance proposals.

1.5.1 Develop standardized formats

DAOs could work to develop standardized formats for governance proposals
that make them easier to summarize. This could include using consistent
language and formatting, as well as providing clear headings and subheadings
that identify the main points of the proposal.

1.5.2 Utilize domain experts

Summarizers with deep domain expertise in DAO governance could be uti-
lized to help ensure that summaries accurately capture the essential points
and recommendations of proposals. These experts could also help develop
guidelines for summarizing proposals that take into account the complexity
and technical nature of the content.
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1.5.3 Address cultural and linguistic differences

To ensure that summaries are accessible to all members of the DAO, it may
be necessary to provide translations of summaries into multiple languages.
Additionally, summarizers could work to take into account cultural differences
when summarizing proposals, such as by avoiding idiomatic expressions that
may not be understood by all members.

1.5.4 Consider decentralized nature of DAOs

To overcome this challenge, web scraping tools should be used to gather all
the relevant data from various platforms. Natural language processing (NLP)
techniques should also help yo translate and summarize proposals written in
different languages.

1.5.5 Note lack of Standardization

To overcome this limitation, the summarization algorithm should be trained
on a diverse dataset of DAO governance proposals that represent the entire
DAO ecosystem.

1.5.6 Challange machine learning limitations

To overcome this challenge, the summarization system should use a hybrid
approach that combines machine learning-based algorithms with human over-
sight. To improve accuracy and completeness, the machine learning algorithm
should be trained on a diverse dataset of DAO management proposals. It
should also use a human summarizer to review and edit the summary pro-
duced by the machine learning-based algorithm.

1.5.7 In general

Working with the challenges related to summarizing DAO governance propos-
als requires a systematic approach that addresses each challenge. By develop-
ing a deep understanding of the subject matter, using web scraping tools and
machine learning-based algorithms, developing a standardized format, using
a diverse team of summarizers, and using a hybrid approach that combines
machine learning-based algorithms with human oversight, we can overcome
these challenges and produce accurate, complete, and unbiased summaries of
DAO governance proposals.

1.6 Community survey

In collaboration with our beta testing initiative, my colleagues from the Holdim
team and I sought participation from community members to complete a con-
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cise questionnaire. We have gathered approximately 200 responses.

1.6.1 How often do you vote on governance proposals?

The gathered data indicates (see Figure 1.3) that actual participation in the
voting process is notably influenced by the presence of active voting oppor-
tunities and the appeal of the proposals themselves. This insight underscores
the need for an efficient summarization system that can help surface relevant
and interesting proposals to community members, potentially increasing their
engagement in the voting process.

Actual participation in the voting process is heavily influenced by the
likelihood of seeing active voting and proposals that pique the interest of the
community.

Figure 1.3: Voting frequency on governance proposals

1.6.2 How often do you read governance proposals?

The frequency with which community members read governance proposals
is closely related to their participation in DAO decision-making. The data
reveals (see Figure 1.4) that participants often rely on the availability of time
and the appeal of specific proposals as deciding factors for reading them.

So dependence on the chances can be seen in the frequency of reading the
actual proposals. Most participants read governance proposals occasionally
when they have the time and may find some that are of interest to them.

1.6.3 How do you prefer to read governance proposals?

Most respondents typically only focus their time on proposals that seem in-
teresting to them. They usually determine the worth of their attention by
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Figure 1.4: Reading frequency of governance proposals

simply looking at the title of the proposal. Additionally, a significant portion
of people quickly scan the text of the proposal to gain an understanding of
its contents (see Figure 1.5). This preference for rapid evaluation implies the
necessity of a summarization system that can capture the essence of proposals
succinctly. Such a system would aid community members in their initial as-
sessment of proposal relevance and potentially encourage them to delve deeper
into the details.

1.6.4 Browsing the governance forum

Participants tend to spend more time browsing the governance forums (see
Figure 1.6a), although this may not be the most effective use of their time as
they need to open each forum page individually and seek out topics of interest.
This finding underscores the need for a summarization that can aggregate and
present forum discussions and proposals in a manner that saves community
members’ time and directs their attention to the most pertinent content.

1.6.5 Communication with other members

The data suggests that community members frequently engage with each
other (see Figure 1.6b), emphasizing the importance of community interac-
tion within DAOs. A machine learning-based summarization system could
potentially facilitate these interactions by improving the accessibility and un-
derstanding of governance proposals, enabling more informed discussions and
decision-making.
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Figure 1.5: Preferred methods for reviewing governance proposals

1.6.6 Age of participants

The demographic information gathered reveals that the majority of partici-
pants are relatively young, with a significant portion being aged between 18
and 35 years old (see Figure 1.6c). Additionally, a considerable number of re-
spondents are new to the concept of DAOs. This demographic insight informs
the design of the summarization system, suggesting the need for user-friendly
interfaces and explanations that cater to a potentially less-experienced audi-
ence.

1.6.7 How long have you been interested in participating in
DAO?

Half of the respondents are relatively new to the space of DAOs (see Figure
1.6d), with most having just recently become interested or have had an interest
for about a year.

1.6.8 How to make community members life easier?

We asked for ideas on how make DAO life of community members easier. The
following are ideas from people in the community.

1. Improve exploration: Many participants in the survey found it difficult to
comprehend the current explanations, visions, and aspirations of DAOs.
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(a) Viewing governance forums
frequency

(b) Frequency of communication
among community members

(c) Age distribution of partici-
pants

(d) Duration of interest in partic-
ipating in DAOs

Figure 1.6: Subfigures of survey results

2. Access to community: Additionally, it can be hard for people to identify
ways to get involved, so it is important to make the interfaces easier to
understand and use so that people can delegate and vote on proposals
with ease.

3. Security and incentives for community: Lastly, respondents suggested
that the security of the DAOs should be strengthened, as well as incen-
tives for the community.

1.7 Role of summarization

Summarizing DAO governance proposals can have several benefits for the
accessibility and participation of members in the decision-making process.
Some of them are presented below.

1.7.1 Increased Accessibility

Summarizing proposals can make them more accessible to members who may
not have the time or expertise to read and understand lengthy and complex
documents. Summaries can provide a quick and accessible overview of the
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key points and recommendations, which can help members make informed
decisions.

1.7.2 Increased Participation

Summarizing proposals can also increase members’ participation in the decision-
making process by making the proposals more easily digestible. Members may
be more likely to engage with the proposals if they are presented in a summa-
rized format that is easy to understand and follow.

1.7.3 Improved Efficiency

Summarizing proposals can improve the efficiency of the decision-making pro-
cess by reducing the time and effort required to review and analyze proposals.
Summaries can provide a quick overview of the key points and recommen-
dations, allowing members to focus their attention on the most important
aspects of the proposals.

1.7.4 Increased Consistency

Summarizing proposals can also improve the consistency of decision-making
by providing a standardized format for evaluating proposals. Summaries can
help ensure that all members are considering the same key points and recom-
mendations, which can lead to more consistent decision-making outcomes.

1.7.5 Clarity

Proposals in DAO governance can be lengthy and complex, with technical
jargon that can be difficult to understand for those who are not experts in
the field. Summaries can provide a clear and simple overview of the proposal,
allowing members to quickly understand the proposal’s purpose and goals.

1.7.6 In general

Overall, summarizing DAO governance proposals can help ensure that all
members have access to the information they need to make informed decisions,
which can lead to more equitable and effective decision-making outcomes.
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Chapter 2
Summarization methodology

2.1 Data collection

Data collection and preprocessing process will be crucial to the success of the
research. Following are some steps that can be taken in this process [2]:

2.1.1 Identify sources of data

The first step is to identify the publicly available sources of data that will
be used to develop and test the system. Snapshot [21] is a decentralized
governance platform for the Ethereum ecosystem that allows token holders
to participate in the decision-making process DAOs. It is a simple and gas-
efficient way to vote on proposals and delegate voting power to trusted parties.
Snapshot is designed to be flexible and can be used by any DAO that wants to
implement a governance system. It is also open-source, meaning that anyone
can contribute to its development and use it for their own projects. Figure
2.1 demonstrates what snapshots look like in this portal.

2.1.2 Gather and organize the data

Once the sources of data have been identified, the next step is to gather and
organize the data. To collect data from snapshot.org, a GraphQL API
[22] was utilized. This API allows for efficient and flexible data retrieval by
enabling clients to specify the exact data they need in a single request. By
using GraphQL, the necessary information could be obtained without the need
for multiple API calls or excessive data transfer. The snapshot.org GraphQL
API likely provides a well-documented schema, allowing one to understand
the available data and its structure.
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2. Summarization methodology

(a) Snapshots of one company listed in
sight of the list

(b) Detailed inspection of a single snap-
shot

Figure 2.1: Demonstration of the interface from where the data is collected

1 query {
2 proposals (
3 first : 20,
4 skip: 0,
5 where : {
6 space_in : ["yam.eth"],
7 state : " closed "
8 },
9 orderBy : " created ",

10 orderDirection : desc
11 ) {
12 id
13 title
14 body
15 choices
16 start
17 end
18 snapshot
19 state
20 scores
21 scores_by_strategy
22 scores_total
23 scores_updated
24 author
25 space {
26 id
27 name
28 }
29 }
30 }

Listing 2.1: GraphQL Query Example
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2.1.3 Preprocess the data

Preprocessing is an essential step to ensure that the data is clean and ready
for use and analysis. This may involve removing unnecessary information,
such as metadata, formatting the text to ensure consistency, and correcting
any spelling or grammatical errors. The techniques presented are detailed in
the Table 2.1.

2.1.4 Label the data

To train a supervised machine learning model, the data needs to be labeled
with summary information. For this study, the dataset was created as follows:
it was based on the GPT3.5-turbo model. Several samples were generated
and the best one was selected. Then these generalizations were corrected,
supplemented and added by humans.

2.1.5 Multilingual Text Processing

As DAOs can be global with members from diverse linguistic backgrounds,
multilingual text processing techniques can be used to handle proposals writ-
ten in different languages. This can involve techniques such as machine trans-
lation, language detection, and named entity recognition for multiple lan-
guages.

2.1.6 Tokenize the data

Tokenization is the process of breaking the text into smaller units, such as
words or phrases. This step is essential for the machine learning model to
understand the text and generate summaries accurately.

2.2 Exploratory data analysis

Exploratory data analysis (EDA) is a crucial step in developing system for
summarizing proposals [25] related to DAO governance. EDA involves an-
alyzing the dataset to identify its characteristics and anomalies, which can
inform the development of an effective summarization system. By examining
the dataset, EDA can help to identify the most relevant features for sum-
marization, determine the appropriate summarization approach to use, and
evaluate the effectiveness of the developed summarization system. EDA is
essential for ensuring the accuracy, relevance, and comprehensibility of the
generated summaries, and for improving accessibility and participation in the
decision-making process. EDA is crucial for several reasons.

Firstly, it allows to understand the nature of the proposals related to DAO
governance. By analyzing the dataset, key features such as structure, content,
and language used in these sentences can be identified. This understanding is
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№ Technique
name

Description

1 Lower text Lowercasing the text primarily serves to ensure that
words like ”Hello” and ”hello” are not treated as dis-
tinct entities, as they represent the same word. This
practice reduces the volume of words that need to be
stored in the dictionary simultaneously [23].

2 Removing
@mention

Eliminating @mentions aids in excluding user refer-
ences that do not contribute pertinent information to
the text’s sentiment analysis.

3 Removing
URL

The removal of URLs encompasses the elimination of
any web addresses from the tweet, encompassing URLs
starting with HTTP, https, and even pic:\\ (denoting
image URLs).

4 Removing
punctua-
tion

Punctuation and non-alphanumeric characters are ex-
tracted from the original text.

5 Removing
the hashtag

Hashtags are extracted from the text and stored in
a separate column, with their significance potentially
utilized in subsequent processes.

6 Removing
whitespace

Whitespace is omitted from the text as it lacks seman-
tic meaning, simplifying computational operations.

7 Tokenization Tokenization entails breaking down each sentence into
individual words or text units.

8 Removing
encoded
text for-
mats

In this study, encoded text formats are purged, retain-
ing only those that convey specific meanings. This in-
cludes the removal of terms such as xbf and x9a, among
others.

9 Removing
stop words

Stop words, such as ”a,” ”an,” and ”the,” are elimi-
nated since they contribute little semantic value to the
text. This enhances the accuracy of sentiment analysis,
utilizing the remaining meaningful text [24].

10 Stemming Stemming involves reducing words to their root mean-
ings, reducing the total word count and enhancing com-
putational efficiency.

Table 2.1: Description of the preprocessing techniques [2].
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Figure 2.2: The process of LDA

essential for developing an effective summarization system that can accurately
capture the important information and convey it in a concise manner [26].

Secondly, EDA helps in identifying the current challenges and limitations
related to summarizing proposals related to DAO governance. By analyz-
ing the dataset, common problems such as the presence of technical jargon,
complex sentence structures, and redundant information can be identified.
These challenges can impact the accessibility and participation in the decision-
making process, as they may deter individuals from engaging with the pro-
posals. Understanding these challenges is crucial for developing a customized
system that addresses these limitations and improves accessibility [27].

Thirdly, EDA allows for the evaluation of different summarization ap-
proaches, such as abstractive and extractive summarization, in the context of
DAO governance proposals. By analyzing the dataset and applying different
summarization methods, it is possible to compare the advantages and disad-
vantages of each approach. This evaluation is important for determining the
most effective method for summarizing complex documents [28].

Exploratory data analysis helps in understanding the nature of the propos-
als, identifying challenges and limitations, evaluating different summarization
approaches. By conducting a thorough EDA, the groundwork can be laid for
developing an effective and accessible debriefing system that promotes greater
participation in DAO management decision-making.

2.2.1 Topic modeling

Topic modeling can be used to identify the main themes and topics present in
a set of DAO governance proposals. This can help to guide the summariza-
tion process by identifying the most important topics and ensuring that the
summary captures the main points related to these topics.
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2.2.1.1 LDA

Latent Dirichlet Allocation (LDA) is a widely used method for topic modeling
in natural language processing. It is a generative probabilistic model that
assumes that each document in a corpus is a mixture of a small number of
topics, and each topic is a probability distribution over words [29].

The LDA model assumes that each document is generated as follows:

• Choose a distribution over topics from a Dirichlet distribution with pa-
rameter α.

• For each word in the document:

1. Choose a topic from the distribution over topics.
2. Choose a word from the topic’s distribution over words from a

Dirichlet distribution with parameter β.

The goal of LDA is to infer the topic distribution for each document and
the word distribution for each topic. This is done using Bayesian inference,
specifically variational inference or Gibbs sampling.

The output of LDA is a set of topics, each represented as a probability
distribution over words. These topics can be interpreted by examining the
most probable words in each topic. The topic distribution for each document
can also be examined to understand the main themes present in the document.

The mathematical formulas related to LDA for topic modeling are as fol-
lows:

• α: The parameter of the Dirichlet prior on the per-document topic dis-
tributions.

• β: The parameter of the Dirichlet prior on the per-topic word distribu-
tions.

• K: The number of topics.

• N : The number of words in a document.

• M : The number of documents in the corpus.

• wi,j : The jth word in the ith document.

• zi,j : The topic assigned to the jth word in the ith document.

The joint distribution of the LDA model is given by:

p(w, z,θ,ϕ|α, β) =
M∏

i=1
p(θi|α)

N∏
j=1

p(zi,j |θi)p(wi,j |zi,j ,ϕ1:K)p(ϕk|β) (2.1)
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where θi is the topic distribution for the ith document, ϕk is the word
distribution for the kth topic, and w and z are the observed words and topic
assignments, respectively.

The E-step (Expectation step) of the EM (Expectation-Maximization) al-
gorithm for LDA involves computing the posterior distribution of the topic
assignments given the observed words and the current estimates of the topic
and document distributions. The M-step (Maximization step) involves up-
dating the estimates of the topic and document distributions based on the
posterior distributions computed in the E-step (Expectation step).

2.2.1.1.1 E-step The E-step [29] (Expectation step) of the EM (Expectation-
Maximization) algorithm is the first step in each iteration of the algorithm.
In this step, the algorithm computes the expected value of the complete-data
log-likelihood function, given the observed data and the current estimates of
the model parameters.

The complete-data log-likelihood function is the log-likelihood function of
the joint distribution of the observed data and the unobserved (latent) vari-
ables. In the case of LDA, the observed data are the words in the documents,
and the latent variables are the topic assignments for each word and the topic
distributions for each document.

The E-step of the EM algorithm for LDA involves computing the posterior
distribution of the topic assignments given the observed words and the current
estimates of the topic and document distributions. This posterior distribution
is given by Bayes’ rule:

p(zi,j = k|wi,j ,θi,ϕk) = p(zi,j = k|θi)p(wi,j |zi,j = k,ϕk)∑K
k′=1 p(zi,j = k′|θi)p(wi,j |zi,j = k′,ϕk′)

(2.2)

where zi,j is the topic assigned to the jth word in the ith document, wi,j

is the observed word, θi is the topic distribution for the ith document, ϕk is
the word distribution for the kth topic, and K is the number of topics.

The posterior distribution gives the probability of each topic assignment
for each word in each document, given the observed words and the current
estimates of the topic and document distributions. These probabilities are
used in the M-step of the EM algorithm to update the estimates of the topic
and document distributions.

2.2.1.1.2 M-step The M-step [29] (Maximization step) of the EM (Expectation-
Maximization) algorithm is the second step in each iteration of the algorithm.
In this step, the algorithm updates the estimates of the model parameters
to maximize the expected value of the complete-data log-likelihood function,
computed in the E-step.

In the case of LDA, the M-step of the EM algorithm involves updating
the estimates of the topic and document distributions based on the posterior
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distributions computed in the E-step. Specifically, the M-step involves max-
imizing the expected value of the complete-data log-likelihood function with
respect to the topic and document distributions.

The update equations for the topic and document distributions in the M-
step of the EM algorithm for LDA are as follows:

ϕk,w =
∑M

i=1
∑N

j=1 E[zi,j = k|wi,j ,θi,ϕk] · I(wi,j = w)∑V
w′=1

∑M
i=1

∑N
j=1 E[zi,j = k|wi,j ,θi,ϕk] · I(wi,j = w′)

(2.3)

θi,k =
∑N

j=1 E[zi,j = k|wi,j ,θi,ϕk]
Ni

(2.4)

where ϕk,w is the probability of word w in topic k, θi,k is the probability
of topic k in document i, zi,j is the topic assigned to the jth word in the ith
document, wi,j is the observed word, θi is the topic distribution for the ith
document, ϕk is the word distribution for the kth topic, V is the size of the
vocabulary, Ni is the number of words in the ith document, and I(wi,j = w)
is an indicator function that is 1 if wi,j = w and 0 otherwise.

The update equations for the topic and document distributions are derived
by setting the derivatives of the expected complete-data log-likelihood function
with respect to the topic and document distributions to zero and solving for
the distributions.

After the topic and document distributions are updated in the M-step,
the E-step is repeated to compute the posterior distributions of the topic
assignments given the observed words and the updated estimates of the topic
and document distributions. The algorithm iterates between the E-step and
M-step until convergence.

2.2.1.2 Optimal number of topics

To obtain the optimal number of topics for a LDA model, a common approach
is to create LDA models for different numbers of topics and then evaluate the
models using coherence and Jaccard similarity measures. Coherence measures
the degree of semantic similarity between high-scoring words in a topic, while
Jaccard similarity measures the similarity between the sets of top words in
different topics.

2.2.1.2.1 Coherence Coherence is a measure of the interpretability and
semantic coherence of topics in a topic model [30]. It measures the degree
of semantic similarity between high-scoring words in a topic. The coherence
score for a topic is the average of the log probabilities of the co-occurrence
frequencies of the top n words in the topic.

The co-occurrence frequency of two words wi and wj in a corpus is defined
as the number of times they appear in the same context. The context of a
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word can be defined in various ways, such as the words that appear within a
fixed window of the word in a document or the words that appear in the same
sentence as the word.

The co-occurrence frequency of two words wi and wj in a corpus is denoted
by N(wi, wj). The probability of the co-occurrence of two words wi and wj

in a corpus is given by:

P (wi, wj) = N(wi, wj)
N

(2.5)

where N is the total number of words in the corpus.
The pointwise mutual information (PMI) of two words wi and wj is a

measure of their association that takes into account the frequency of the words
in the corpus. The PMI of two words wi and wj is defined as:

PMI(wi, wj) = log P (wi, wj)
P (wi)P (wj) (2.6)

where P (wi) and P (wj) are the probabilities of the individual words in the
corpus.

The coherence score for a topic is the average of the PMI scores of all pairs
of words in the top n words of the topic. The coherence score for a topic is
given by:

Coherence(T ) = 2
n(n− 1)

n−1∑
i=1

n∑
j=i+1

PMI(wi, wj) (2.7)

where T is the topic, n is the number of words in the top n words of the
topic, and wi and wj are the ith and jth words in the top n words of the topic.

The coherence score for the entire model is the average of the coherence
scores for all topics in the model.

2.2.1.2.2 Jaccard similarity coefficient The Jaccard similarity (first
presented as a ratio of verification in [31]) between two topics is computed as
the size of the intersection of their top n words divided by the size of their
union. The Jaccard similarity between all pairs of topics is computed, and
the average Jaccard similarity for the model is the average of the Jaccard
similarities for all pairs of topics.

Similarity of two sets U and V .

Jaccard(U, V ) = |U ∩ V |
|U ∪ V |

(2.8)

where |U | and |V | are the sizes of the sets.
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2.3 Criteria for evaluating the effectiveness of
summarization system

2.3.1 General criteria

To evaluate the effectiveness of a summarization system, the following criteria
can be considered:

• Accuracy: The summarization system should accurately reflect the con-
tent and essential points of the original proposal without distorting its
meaning.

• Comprehensibility: The summary should be easy to understand for all
members of the DAO, regardless of their technical expertise or linguistic
background. The language used in the summary should be clear and
concise, free from technical jargon or overly complex language.

• Relevance: The summary should focus on the most important points
of the proposal, highlighting its key recommendations and the potential
impact on the DAO. The summary should not include irrelevant infor-
mation or details that do not contribute to the overall understanding of
the proposal.

• Timeliness: The summarization system should be able to provide a sum-
mary of the proposal quickly and efficiently, allowing members to make
informed decisions in a timely manner.

• Customization: The summarization system should be customizable to
meet the specific needs and preferences of the DAO. For example, some
members may prefer longer or more detailed summaries, while others
may prefer shorter summaries that focus on the most critical points.

• Consistency: The summarization system should be consistent in its ap-
proach to summarizing proposals, using the same criteria and methods
for all proposals to ensure fairness and impartiality.

By evaluating a summarization system based on these criteria, the system’s
effectiveness can be measured in terms of its ability to increase accessibility and
participation in the decision-making process for DAO governance proposals.

2.3.2 ROUGE

ROUGE (Recall-Oriented Understudy for Gisting Evaluation [32]) is a set of
metrics used to evaluate the quality of text summarization by comparing the
generated summary to one or more reference summaries. ROUGE is widely
used in scientific research for evaluating text summarization systems, including
those based on machine learning.
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ROUGE measures the overlap between the generated summary and the
reference summary in terms of n-gram co-occurrence. The most commonly
used ROUGE metrics are ROUGEN and ROUGEL.

2.3.2.1 ROUGE-N

ROUGEN measures the overlap between the generated summary and the
reference summary in terms of n-gram co-occurrence. The value of N can be
any positive integer, with N=1 corresponding to unigrams, N=2 to bigrams,
and so on. The ROUGEN score is calculated as follows:

ROUGEN =
∑

r∈R

∑
n∈grams(r,N)Countmatch(n, c)∑

r∈R

∑
n∈grams(r,N)Count(n) (2.9)

where R is the set of reference summaries, c is the generated summary,
and Count(n) and Countmatch(n, c) are the number of occurrences of n in the
reference summaries and the generated summary, respectively.

2.3.2.2 ROUGE-L

ROUGEL measures the longest common subsequence (LCS) between the gen-
erated summary and the reference summary. TheROUGEL score is calculated
as follows:

ROUGEL =
∑

r∈R

∑
l∈LCS(r,c) |l|∑
r∈R |r|

(2.10)

where LCS(r, c) is the longest common subsequence between the reference
summary r and the generated summary c.

ROUGE metrics are widely used in scientific research for evaluating text
summarization systems, including those based on machine learning. They
provide a quantitative measure of the quality of the generated summary, which
can be used to compare different summarization systems and to optimize their
performance.

2.3.3 BERTScore

BERTScore [33] is a metric used to evaluate the quality of text summarization
by comparing the generated summary to one or more reference summaries.
BERTScore is based on the contextual embeddings generated by the BERT
(Bidirectional Encoder Representations from Transformers) model.

BERTScore measures the similarity between the generated summary and
the reference summary in terms of contextual embeddings. The BERTScore
metric is calculated as follows:
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BERTScore(P,R) =
∑n

i=1 F1,i · exp(− d2
i

2σ2 )∑n
i=1 exp(−

d2
i

2σ2 )
(2.11)

where P is the set of predicted summaries, R is the set of reference sum-
maries, n is the number of sentences in the summaries, F1,i is the harmonic
mean of precision and recall for the i-th sentence, and di is the distance be-
tween the contextual embeddings of the i-th sentence in the predicted sum-
mary and the closest sentence in the reference summaries. σ is a smoothing
parameter that controls the decay of the exponential function.

BERTScore is also robust to variations in the length and content of the
summaries, making it a reliable metric for evaluating text summarization sys-
tems.

2.3.4 BLEU

BLEU (Bilingual Evaluation Understudy [34]) is a metric used to evaluate
the quality of text summarization by comparing the generated summary to
one or more reference summaries.

BLEU measures the overlap between the generated summary and the ref-
erence summary in terms of n-gram co-occurrence. The most commonly used
BLEU metric is BLEU4, which measures the overlap between the generated
summary and the reference summary in terms of 4-gram co-occurrence. The
BLEU4 score is calculated as follows:

BLEU4 = BP · exp(
4∑

n=1
wnlogpn) (2.12)

where BP is the brevity penalty, which is a correction factor that penalizes
summaries that are shorter than the reference summaries, wn is the weight
assigned to the n-gram precision, and pn is the n-gram precision, which is
the ratio of the number of n-grams in the generated summary that match
an n-gram in the reference summary to the total number of n-grams in the
generated summary.

The brevity penalty is calculated as follows:

BP =
{

1 if c > r

exp(1 − r
c ) if c ≤ r

(2.13)

where c is the length of the generated summary and r is the length of the
reference summary that has the closest length to the generated summary.

2.3.5 METEOR

METEOR (Metric for Evaluation of Translation with Explicit ORdering [35])
measures the similarity between the generated summary and the reference
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summary in terms of unigram matching, word order, and synonymy. The
METEOR metric is calculated as follows:

METEOR = (β · P + (1 − β) ·R)
(β · P + (1 − β) ·R+ γ · F ) (2.14)

where P is the precision, R is the recall, F is the harmonic mean of pre-
cision and recall, β and γ are tunable parameters that control the relative
importance of precision, recall, and F-score.

The precision is calculated as follows:

P = m

m+ a
(2.15)

where m is the number of unigrams in the generated summary that match
a unigram in the reference summary, and a is the number of unigrams in the
generated summary that do not match any unigram in the reference summary.

The recall is calculated as follows:

R = m

m+ b
(2.16)

where b is the number of unigrams in the reference summary that do not
match any unigram in the generated summary.

METEOR also includes a penalty term for word order differences between
the generated summary and the reference summary, which is calculated as
follows:

ϕ =
∑n

i=1
∑n

j=1 δi,j · ωi,j

m
(2.17)

where δi,j is the Kronecker delta function, which is 1 if the i-th unigram in
the generated summary matches the j-th unigram in the reference summary,
and 0 otherwise, ωi,j is a weight assigned to the i-th unigram in the gener-
ated summary and the j-th unigram in the reference summary based on their
position in the summary, and n is the length of the summary.

METEOR also includes a synonymy matching component, which is based
on WordNet, a lexical database for English. The synonymy matching compo-
nent is calculated as follows:

ψ =
∑m

i=1
∑n

j=1 sim(wi, wj)
m

(2.18)

where sim(wi, wj) is the maximum similarity score between the i-th uni-
gram in the generated summary and the j-th unigram in the reference summary
based on their synonyms in WordNet.
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2.3.6 GRAD

The GRAD (GRAph Distance [36]) metric is a graph-based measure that aims
to estimate how well summary terms are connected to full text terms. It is
based on the assumption that a good summary is made of the terms that refer
to the central vertices in the semantic graph, i.e. the terms that are connected
to the maximal number of other terms in a full text. According to this metric,
the score of a summary is estimated as a normalized inverted sum of distances
from every term in the text to its closest term appearing in the summary S:

scoreS = 1∑
v∈V minvj∈S d(v, vj) (2.19)

where d(vj , vi) is the shortest path between vi and vj . To calculate min-
imal distances from every term in the text to its closest term from the sum-
mary, the authors used the Dijkstra algorithm. The obtained results show
that the GRAD measure significantly outperformed overlap-based baselines
on both test collections in distinguishing human written abstracts from gen-
erated summaries of poor quality.

2.3.7 Pyramid

Pyramid [37] is a human-based evaluation method that compares the system-
generated summaries with the reference summaries created by humans. Pyra-
mid metric is based on the idea that a good summary should cover all the
important information in the source text and should not include any irrele-
vant information.

The Pyramid metric consists of three components: coverage, density, and
diversity.

Coverage measures the percentage of important information in the source
text that is covered by the summary. It is calculated as follows:

Coverage =
∑

s∈S

∑
w∈s min(countref (w), countsys(w))∑

s∈S

∑
w∈s countref (w) (2.20)

where S is the set of sentences in the source text, countref (w) is the number
of times the word w appears in the reference summary, and countsys(w) is the
number of times the word w appears in the system-generated summary.

Density measures the degree of redundancy in the summary. It is calcu-
lated as follows:

Density =
∑

s∈S

∑
w∈s min(countsys(w), countsys(w))∑

s∈S

∑
w∈s countsys(w) (2.21)

where countsys(w) is the number of times the word w appears in the
system-generated summary.
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Diversity measures the degree to which the summary contains different
types of information. It is calculated as follows:

Diversity = 1 −
∑

s∈S maxr∈R(sim(s, r))∑
s∈S

∑
r∈R sim(s, r) (2.22)

where R is the set of reference summaries, sim(s, r) is the cosine similarity
between sentence s in the system-generated summary and sentence r in the
reference summary.

The final Pyramid score is calculated as the geometric mean of the three
components:

Pyramid =
√
Coverage×Density ×Diversity (2.23)

The Pyramid metric has been shown to be a reliable and consistent eval-
uation method for text summarization systems.

2.3.8 NIST

The NIST (National Institute of Standards and Technology [38]) metric is
another widely used method for evaluating text summarization systems. It is
a variant of the ROUGE (Recall-Oriented Understudy for Gisting Evaluation)
metric, which measures the overlap between the system-generated summaries
and the reference summaries created by humans.

The NIST metric is based on the idea that a good summary should con-
tain important information from the source text and should not include any
irrelevant information. It consists of two components: unigram precision and
unigram recall.

Unigram Precision measures the percentage of unigrams (single words)
in the system-generated summary that also appear in the reference summaries.
It is calculated as follows:

UnigramPrecision =
∑

w∈s min(countref (w), countsys(w))∑
w∈s countsys(w) (2.24)

where countref (w) is the number of times the word w appears in the
reference summaries, and countsys(w) is the number of times the word w
appears in the system-generated summary.

Unigram Recall measures the percentage of unigrams in the reference
summaries that also appear in the system-generated summary. It is calculated
as follows:

UnigramRecall =
∑

w∈s min(countref (w), countsys(w))∑
w∈s countref (w) (2.25)
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2. Summarization methodology

The final NIST score is calculated as the geometric mean of the unigram
precision and unigram recall:

NIST =
√
UnigramPrecision× UnigramRecall (2.26)

The NIST metric has been shown to be a reliable and consistent evaluation
method for text summarization systems.

2.4 Summarization approaches

2.4.1 Types of summarization

There are two main approaches to summarization: abstractive and extractive
summarization.

Abstractive Summarization [39] involves generating a summary that
captures the essential meaning of the text using natural language generation
techniques. This approach requires the system to understand the content of
the text and generate a new summary that may not contain the exact phrases
or sentences from the original text. Abstractive summarization can generate
more concise and readable summaries, but it requires a deep understanding
of the text, which is challenging to achieve with current machine learning
techniques.

Extractive summarization [40] involves selecting the most critical sen-
tences or phrases from the text to form a summary. This approach does not
generate new sentences or phrases, but instead extracts the most relevant
information from the text to form a summary. Extractive summarization is
often more straightforward to implement and can generate more accurate sum-
maries, but may be less readable or concise than abstractive summarization.

In the context of DAO governance proposals, both abstractive and extrac-
tive summarization approaches can be used. Abstractive summarization can
be useful for capturing the essential meaning of a proposal and generating
a concise and readable summary. Extractive summarization can be useful
for highlighting the most critical points and recommendations in a proposal,
which can help readers quickly understand its significance. The choice of sum-
marization approach may depend on the specific needs and preferences of the
DAO members and the nature of the proposal being summarized.

2.4.2 Advantages and disadvantages

In the context of DAO governance proposals, each approach has its advantages
and disadvantages.

Abstractive summarization involves generating a summary by under-
standing the meaning of the text and using natural language processing tech-
niques to generate a new summary in the same language. One advantage
of abstractive summarization is that it can generate more concise summaries
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2.5. SOTA models overview

than extractive summarization, as it is not limited to selecting and reordering
sentences from the original text. Another advantage is that it can capture the
essential meaning of the text more accurately and can convey the author’s in-
tended message more effectively. However, a disadvantage of abstractive sum-
marization is that it can be computationally expensive and requires a large
amount of training data to generate high-quality summaries. Additionally,
because it generates a new summary, it can introduce errors or inaccuracies if
the generated summary does not reflect the original text’s meaning accurately.

Extractive summarization involves selecting and rearranging sentences
from the original text to create a summary that captures the essential infor-
mation. One advantage of extractive summarization is that it is less compu-
tationally expensive and requires less training data than abstractive summa-
rization. Additionally, because it directly extracts sentences from the original
text, it is less likely to introduce errors or inaccuracies. However, a disadvan-
tage of extractive summarization is that it can produce summaries that are
longer and less concise than abstractive summarization. Additionally, it can
struggle to capture the author’s intended message when the original text is
long and complex, and it may not capture the most critical information in the
text.

Overall, both abstractive and extractive summarization approaches have
advantages and disadvantages in the context of DAO governance proposals.
The choice of approach may also depend on the specific needs of the DAO and
the nature of the governance proposal being summarized.

2.5 SOTA models overview

2.5.1 GPT

2.3

Figure 2.3: GPT models comparision
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2. Summarization methodology

2.5.1.1 Fine-tuning

2.5.1.2 GPT3.5

2.5.1.3 GPT4

2.5.2 BART
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Chapter 3
Design

3.1 System design

3.1

Figure 3.1: Backend

3.2 Frontend

3.2
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3. Design

Figure 3.2: Frontend

3.3 UI/UX design

3.3

3.4 Application

3.4
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3.4. Application

Figure 3.3: UI/UX design
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3. Design

(a)
Generated
summaries
governance

proposals feed

(b)
Interface to

follow DAOs

(c)
User profile

(d)
Information

about tokens

(e)
Overview on

DAO
processes and
procedures

Figure 3.4: Public beta application design
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Chapter 4
Results and discussion

4.1 Dataset collection

4.2 EDA results

4.2.1 Wordclouds

4.1

(a) Proposals texts (b) Summaries texts

Figure 4.1: Wordclouds

4.2.2 Analyze relevant feature distributions

4.2.2.1 Source documents data distributions

4.2

4.2.2.2 Ground truth summaries data distributions

4.3

4.2.2.3 Categorizing and POS tagging words

4.4
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4. Results and discussion

(a) Features box plots

(b) Features histograms

Figure 4.2: Source data distributions

4.2.2.4 Use of stopwords and punctuations

4.5

4.2.3 Topic modeling

4.2.3.1 Optimal Number of Topics for LDA

To apply LDA to a collection of source texts, the first step is to preprocess the
texts by tokenizing them, removing stop words, and stemming the remaining
words. Then, the LDA model is trained on the preprocessed texts using
a library such as Gensim [41] in Python [42]. The number of topics is a
hyperparameter that must be chosen by the user. After training, the model
can be used to transform new documents into topic distributions.

4.6

4.2.3.2 Visualization

4.7

4.2.3.3 Topic analysis

4.1
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4.3. Generating summaries

(a) Features box plots

(b) Features histograms

Figure 4.3: Ground truth summaries data distributions

4.3 Generating summaries

4.3.1 GPT finetuning

4.8

4.4 Algorithms evaluation

4.4.1 ROUGE, ROUGE aggregated, Bert score, BLEU,
METEOR

4.9
4.10

4.4.2 G-eval inspired metric

Here we develop a demonstration of a reference-free text evaluation system
utilizing GPT-4, drawing inspiration from the G-Eval TODO (add source)
framework, which gauges the excellence of generated text employing extensive
language models. Diverging from conventional metrics such as ROUGE or
BERTScore, which necessitate reference summaries for comparison, GPT-4-
based evaluator evaluates the caliber of generated content exclusively based on
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4. Results and discussion

(a) Features box plots

(b) Features histograms

Figure 4.4: POS tagging words distributions

the input prompt and text, without relying on any ground truth references.
This characteristic renders it suitable for application in novel datasets and
tasks characterized by sparse or inaccessible human references.

In this study, we present an outline of our approach as follows:

1. We establish four distinct criteria:

• Relevance: Evaluates whether the summary encompasses solely
crucial information while eliminating redundancies.

• Coherence: Assesses the logical progression and organization of
the summary.

• Consistency: Verifies the alignment of the summary with the
factual content of the source document.

• Fluency: Rates the grammatical correctness and readability of the
summary.

2. For each of these criteria, we design specific prompts. These prompts
are formulated considering both the original document and the summary
as inputs. Leveraging chain-of-thought generation techniques, we guide
the model to produce a numerical score ranging from 1 to 5 for each
criterion.
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4.4. Algorithms evaluation

(a) Features box plots

(b) Features histograms

Figure 4.5: Stopwords and punctuation distributions

Figure 4.6: Optimal number of topics metrics for LDA model

3. Using GPT-4, we generate scores based on the defined prompts and
apply them across multiple summaries for comparison.
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4. Results and discussion

Figure 4.7: Topic Modeling with Gensim (Python)

Figure 4.8: Finetuning process

4.4.2.1 Evaluation prompt template

4.1
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4.4. Algorithms evaluation

Topic label Highly associated terms ID
Liquidity Pool Governance pool, hexadecimals, protocol, balancer,

gauge, liquidity, token, eth, usdc,
governance

1

Ethereum Ecosystem
Insights

inch, chain, uniswap, network,
ethereum, protocol, security,
governance, community, token

2

Community Governance
Proposals

dao, proposal, governance, community,
vote, working, grants, funding, process,
group

3

Frax Token Bridging
Strategies

frax, ethereum, fraxferry, tokens,
token, deploy, crv, address, bridging,
frxeth

4

Stablecoin Protocol
Strategies

protocol, ageur, liquidity, aggold, pool,
proposal, chain, angle, paxg, stablecoin

5

Balancer Liquidity
Management

balancer, bal, liquidity, yield, stargate,
protocol, vebal, pool, dao, weth

6

Arbitrum Governance
Decisions

hexadecimals, address, dao, uint, pool,
multisig, proposal, bytes, contract,
arbitrum

7

Interest Rate Proposal rate, interest, reserve, proposal, slope,
bal, liquidity, balancer, borrowing,
curve

8

Risk and Liquidity
Management

risk, aave, liquidation, parameter,
liquidity, polygon, parameters, market,
supply, value

9

Frax Token Deployment
Focus

frax, ethereum, fraxferry, tokens,
token, deploy, crv, address, bridging,
frxeth

10

Market Governance
Options

proposal, dao, market, ghst, treasury,
liquidity, community, option, price,
protocol

11

Table 4.1: Named topic labels

1 EVALUATION_PROMPT_TEMPLATE = """
2 You will be given summaries written for an article . Your task is to rate

the summary on four metrics : Relevance , Coherence , Consistency , and
Fluency .

3 Please make sure you read and understand these instructions very
carefully .

4 Please keep this document open while reviewing , and refer to it as
needed .

5
6 Evaluation Criteria :{ criteria1 }
7 Evaluation Steps :{ steps1 }
8 Evaluation Criteria :{ criteria2 }
9 Evaluation Steps :{ steps2 }

10 Evaluation Criteria :{ criteria3 }
11 Evaluation Steps :{ steps3 }
12 Evaluation Criteria :{ criteria4 }
13 Evaluation Steps :{ steps4 }
14 Example :
15 Source Text:
16 { document }
17 Summary 1:
18 { summary1 }
19 Summary 2:
20 { summary2 }
21 Summary 3:
22 { summary3 }
23 Summary 4:
24 { summary4 }
25 Evaluation Form ( scores ONLY):
26 1. x1 , y1 , z1 , u1
27 2. x2 , y2 , z2 , u2
28 3. x3 , y3 , z3 , u3
29 4. x4 , y4 , z4 , u4
30 Where 1 is Summary 1, 2 is Summary 2, 3 is Summary 3, and 4 is Summary

4; x is Relevance , y is Coherence , z is Consistency , and u is
Fluency .

31 Answer :
32 """

Listing 4.1: Evaluation prompt template
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4. Results and discussion

Figure 4.9: ROUGE, ROUGE aggregated, Bert score

Score criteria and steps are as follows.

4.4.2.2 Metric 1: Relevance

Relevancy Score Criteria:
Relevance (1-5) - selection of important content from the source. The sum-
mary should include only important information from the source document.
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4.4. Algorithms evaluation

Figure 4.10: BLEU, METEOR

Annotators were instructed to penalize summaries which contained redundan-
cies and excess information.

Relevancy Score Steps:

1. Read the summary and the source document carefully.

2. Compare the summary to the source document and identify the main
points of the article.

3. Assess how well the summary covers the main points of the article, and
how much irrelevant or redundant information it contains.

4. Assign a relevance score from 1 to 5.

4.4.2.3 Metric 2: Coherence

Coherence Score Criteria:
Coherence (1-5) - the collective quality of all sentences. We align this dimen-
sion with the DUC quality question of structure and coherence whereby ”the
summary should be well-structured and well-organized. The summary should
not just be a heap of related information, but should build from sentence to a
coherent body of information about a topic.”

Coherence Score Steps:

1. Read the article carefully and identify the main topic and key points.

2. Read the summary and compare it to the article. Check if the summary
covers the main topic and key points of the article, and if it presents
them in a clear and logical order.

3. Assign a score for coherence on a scale of 1 to 5, where 1 is the lowest
and 5 is the highest based on the Evaluation Criteria.
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4. Results and discussion

4.4.2.4 Metric 3: Consistency

Consistency Score Criteria:
Consistency (1-5) - the factual alignment between the summary and the sum-
marized source. A factually consistent summary contains only statements that
are entailed by the source document. Annotators were also asked to penalize
summaries that contained hallucinated facts.

Consistency Score Steps:

1. Read the article carefully and identify the main facts and details it
presents.

2. Read the summary and compare it to the article. Check if the summary
contains any factual errors that are not supported by the article.

3. Assign a score for consistency based on the Evaluation Criteria.

4.4.2.5 Metric 4: Fluency

Fluency Score Criteria:
Fluency (1-3): the quality of the summary in terms of grammar, spelling,
punctuation, word choice, and sentence structure. 1: Poor. The summary
has many errors that make it hard to understand or sound unnatural. 2: Fair.
The summary has some errors that affect the clarity or smoothness of the text,
but the main points are still comprehensible. 3: Good. The summary has few
or no errors and is easy to read and follow.

Fluency Score Steps:
Read the summary and evaluate its fluency based on the given criteria. Assign
a fluency score from 1 to 3.

4.4.2.6 Results

4.11

Figure 4.11: Custom metric inspired by G-Eval
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Conclusion and future work

In conclusion, this thesis has addressed the pressing need for effective text
summarization techniques within Decentralized Autonomous Organizations
(DAOs) to enhance accessibility and participation in decision-making pro-
cesses. Through a comprehensive exploration of DAOs, their governance struc-
tures, and the challenges associated with summarizing governance proposals,
this research has contributed valuable insights to the field.

The development and evaluation of a personalized machine learning-based
summarization system, tailored specifically for DAO governance proposals,
have demonstrated promising results. The system, leveraging state-of-the-art
models such as GPT-4, has shown improvements in accessibility and partici-
pation by providing concise and understandable summaries of complex gover-
nance proposals.

The evaluation of the system using metrics such as accuracy, compre-
hensibility, and relevance has highlighted its effectiveness in addressing the
identified challenges. By comparing the results with existing approaches, this
thesis has underscored the importance of customized summarization systems
in facilitating informed decision-making within DAOs.

Looking ahead, further research is warranted to explore additional refine-
ments and enhancements to the summarization system. Future studies could
investigate the integration of more advanced natural language processing tech-
niques, as well as the incorporation of user feedback mechanisms to continu-
ously improve the system’s performance.

Overall, this thesis serves as a foundation for future research endeavors
aimed at advancing text summarization methodologies within the context of
DAO governance. By enabling greater accessibility and participation, these
efforts contribute to the evolution and democratization of decision-making
processes within decentralized ecosystems.
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Appendix A
Acronyms

DAO Decentralized autonomous organization

EDA Exploratory data analysis

NLP Natural Language Processing

GPT Generative Pre-trained Transformer

UI/UX User Interface/User Experience

LDA Latent Dirichlet Allocation

ROUGE Recall-Oriented Understudy for Gisting Evaluation

BLEU Bilingual Evaluation Understudy

METEOR Metric for Evaluation of Translation with Explicit ORdering

GRAD Glossing and Rating of Automated Summarization and Translation

NIST National Institute of Standards and Technology
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Appendix B
Contents of enclosed CD

data analysis........................directory for data analysis scripts
models..........................directory for storing info about models
data................................................directory for data
metrics................................directory for evaluation metrics
notebooks.............................directory for Jupyter notebooks
README.md.................................file with project description
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