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Abstrakt: Tento výskum skúma použitie simulácií molekulárnej dynamiky na mod-
elovanie procesov nanoindentácie. Na začiatku sa štúdia zameriava na analýzu toho,
ako zmeny v rýchlosti, hĺbke a geometrii indentora ovplyvňujú správanie materiálov
pod mechanickým zaťažením, pričom využíva komplexné výpočtové simulácie v pro-
grame Lammps. Skúma vplyvy rôznych tvarov a rýchlostí indentorov na charakter-
istiky ako tvrdosť a Youngov modul, a zisťuje, že tieto vlastnosti sú konzistentné za
rôznych podmienok. Následne štúdia využíva tieto simulácie na posúdenie a porov-
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Abstract: This research investigates the application of molecular dynamics simula-
tions to model nanoindentation processes. Initially, the study focuses on analyzing
how variations in an indenter velocity, depth, and geometry affect the behaviour
of materials under mechanical stress, using comprehensive computational simula-
tions in the program Lammps. It examines the effects of different indenter shapes
and speeds on characteristics such as hardness and Young’s modulus and finds that
these properties are consistent across varying conditions. Subsequently, the study
employs these simulations to assess and contrast the mechanical properties of dif-
ferent phases and crystal orientations of titanium.
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Introduction

Nanoindentation is a widely adopted technique in materials science for assessing
a material’s hardness and Young’s modulus. Its popularity stems from its cost-
effectiveness and the rapidity with which it can deliver results, making it an in-
valuable tool across various scientific fields that deal with material properties and
hardness.

To enhance the cost-efficiency and depth of analysis even further, simulation has
become a cornerstone of contemporary materials testing. In particular, molecular
dynamics offers a detailed view of material behaviour at the atomic level, provid-
ing an intricate understanding of atomic interactions during nanoindentation tests.
This simulation method was specifically selected to gain precise insights into atomic
behaviour, thereby improving the accuracy of our experimental predictions.

Our research involved conducting a series of simulations that varied key nanoinden-
tation parameters such as the indenter speed, indentation depth, and the indenter’s
shape. These parameters were critically examined to determine their impact on the
simplicity and speed of the nanoindentation simulations. The aim was to align our
results with those reported in existing literature, thereby validating our experimental
approach.

For the measurement of hardness and Young’s modulus, we employed the Oliver
and Pharr method, a technique developed in the early 1990s that simplifies the
determination of material properties. This method has been widely recognized for
its efficacy and was pivotal in our analysis.

The culmination of this research involved compiling the data to select the most
effective simulation parameters. Subsequently, we conducted targeted simulations
on different titanium substrates, which were chosen based on their varying crystal
orientations and structural characteristics. This tailored approach allowed us to bet-
ter understand how different microstructural features influence material properties
under nanoindentation.
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Chapter 1

Nanoindentation

Nanoindentation, also known as depth-sensing indentation or instrumented inden-
tation testing, is a sophisticated mechanical testing method designed to measure
the mechanical properties of materials at the nanoscale. This technique is crucial
for analyzing small volumes of materials, such as thin films or surface layers, where
traditional testing methods fall short.

Figure 1.1: Schema showing an example of practical nanoindentation. [1]

In nanoindentation, a hard, sharp tip—typically made of diamond and shaped like
a pyramid or cone—is pressed into the material under examination. The process
involves the application of a controlled force while monitoring the penetration depth,
as shown in fig. 1.1. The key parameters measured during this process are the load
applied and the indenter’s displacement.

From the data gathered, several material properties can be calculated. Hardness,
the elastic modulus, or Young’s modulus. The technique also assesses the creep and
viscoelastic properties of the material by observing its response to a constant load
over time.

Nanoindentation finds application in various fields, including materials science, en-
gineering, and nanotechnology. It is particularly useful for characterizing coatings,
thin films, and surface treatments, and for studying the mechanical properties of
biological materials like bones and teeth. Additionally, it supports the development
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of new materials with specific properties, such as scratch-resistant surfaces or flexi-
ble electronics, and plays a role in quality control and failure analysis in industrial
processes.

The technique is highly valued for its ability to test very small sample volumes, which
is beneficial for examining precious or scarce materials. Its capability to measure
local properties makes it suitable for heterogeneous materials, such as composites or
materials with varying phases. Furthermore, its high spatial resolution enables the
study of micro-structural features like grain boundaries and phase interfaces, making
nanoindentation a vital tool in material science for uncovering detailed insights into
material behaviour at microscopic scales.

1.1 Materials deformation

As mentioned in the previous section, nanoindentation is based on the indent created
by indetor, also called deformation. This deformation can be used to determine
hardness or any other material parameters. There are different deformations but
the main two categories are elastic and plastic types, which involve understanding
the concepts of stress and strain, along with the mechanical property known as
Young’s modulus. Stress is the internal force per unit area within a material that
arises due to externally applied forces. It is essentially how much force the material is
experiencing per unit of its cross-sectional area. The standard formula for calculating
stress (𝜎) is

𝜎 = 𝐹

𝐴
(1.1)

where 𝐹 is the applied force and 𝐴 is the area over which the force is distributed.
Stress is measured in units like Pascals (Pa). Strain is the measure of the deformation
or change in shape that a material undergoes due to the applied stress. It represents
the relative change in length or size and is expressed as a ratio of the change in
dimension to the original dimension. The formula for strain 𝜀 is

𝜀 = Δ𝐿

𝐿
(1.2)

where Δ𝐿 is the change in length and 𝐿 is the original length. Strain is dimensionless
since it’s a ratio. Stress and strain describe how materials respond to applied forces,
which is crucial for designing and assessing the strength and durability of structures
and products.

Young’s Modulus (Elastic Modulus) quantifies the stiffness of an elastic material
and is defined as the ratio of tensile stress 𝜎 to tensile strain 𝜖, applicable in the
elastic deformation conditions. The relationship is expressed mathematically as:

𝐸 = 𝜎

𝜖
(1.3)
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Elastic Deformation occurs when the material returns to its original shape and size
after the removal of the applied stress, characterizing this deformation as reversible.
Within the elastic limit, this behaviour follows Hooke’s Law, which states:

𝜎 = 𝐸𝜖 (1.4)

Here, the stress is proportional to the strain up to the yield strength of the mate-
rial, which marks the commencement of plastic deformation. Plastic Deformation
results in permanent changes in the material when stress exceeds the yield strength.
Unlike elastic deformation, plastic deformation does not revert even after the stress
is removed. Beyond the yield point, the stress-strain relationship ceases to be linear
and Hooke’s Law no longer holds.

The stress-strain curve provides a graphical representation of the material’s response
to loading. The initial slope of this curve, corresponding to Young’s modulus, rep-
resents the elastic behaviour. The curve’s progression beyond the yield point, where
it flattens or ascends at a reduced slope, indicates the plastic phase of deformation.

Figure 1.2: Figure shows an example of stress vs strain graph, where the difference
between elastic and plastic deformation can be explained. [2]

Understanding these transitions between elastic and plastic deformation through
Young’s modulus is crucial for predicting how materials behave under different load-
ing conditions, critical in engineering and construction to select materials based on
their stress-resistance characteristics. Both of these deformations can be shown in
the stress-strain graph shown in fig. 1.2.

Another material property calculated from nanoindentation, as mentioned in the
previous section, is hardness. In nanoindentation testing, hardness 𝐻 is an essential
mechanical property that quantifies a material’s resistance to deformation under an
applied force. The hardness is mathematically defined by the equation

𝐻 = 𝑃max

𝐴
(1.5)

where 𝑃max represents the maximum load applied during the testing, and 𝐴 is the
contact area of the indentation [2]. The contact area 𝐴 is influenced by the geom-
etry of the indentor and the depth of indentation, which are crucial for accurately
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calculating hardness. This equation illustrates that the hardness value increases as
either the load 𝑃max for a given contact area 𝐴 increases, or as the indentation area
𝐴 decreases for a given load. This relationship is pivotal in assessing the structural
integrity and durability of materials; higher hardness values generally indicate bet-
ter material performance under stress. Thus, hardness testing is vital in material
optimization for applications demanding high strength and wear resistance, such as
coatings and structural components.

1.2 Contact mechanics

This section describes into elastic and elasto-plastic contact and how it relates to
nanoindentation techniques and extracting hardness and Young’s modulus values.
The contact between the indentor and specimen is in particular interest for studying
nanoindentation. The most well-known example is contact between the spherical
indetor and specimen, as shown in fig. 1.3.

Figure 1.3

Hertz’s theory for elastic contact [3] states that the constant circle radius 𝑎, inden-
tation load 𝑃 , indentor radius 𝑅 and elastic properties of contacting materials are
related and can be given the form of

𝑎3 = 3
4

𝑃𝑅

𝐸*
(1.6)

where the 𝐸* combines the modulus of the indentor and the specimen, this is given
and combined in eq. 1.7, where the 𝐸* is referred often as combined modulus.
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1
𝐸* = 1 − 𝑣2

𝐸
+ 1 − 𝑣′2

𝐸 ′ (1.7)

The stated 𝑅 in eq. 1.7 is set to be always positive and can be defined as eq. 1.8, if
both contacting bodies have a curvature. Using the Heartz theory, which also takes
into account that the deformations are localized not the bulk deformations, which
defines deflection of the original surface connection between different indentation
depths can be made as ℎ𝑎 = ℎ𝑐 = ℎ𝑚𝑎𝑥

1
𝑅

= 1
𝑅1

+ 1
𝑅2

(1.8)

Using the non-rigidnes of indentor and equations of contact pressure mentioned in
[4], 𝐸* can be written as

𝐸* = 1
2

𝑑𝑃

𝑑ℎ

√
𝜋√
𝐴

(1.9)

1.3 Nanoindentation technique

The ambition of nanoindentation is to measure hardness and Young’s module of the
tested specimen. Conventional testing involves using the geometry of the indentor
and measuring the plastic indent itself. This provides the measured data necessary
for later analysis. The indent itself is only a few microns across and it makes it
hard to determine its geometry using conventional optical techniques. The known

Figure 1.4: Diagram shows four different shapes of indentors used during nanoindenta-
tion, a) spherical b) Conical c) Vickers d) Berchovich. [4]
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geometry then allows the size of the contact area to be determined. This effect is
also affected when the shape of an indentor is chosen.

There are multiple indenter types practically used in nanoindentation and one of
the most important is the type of indentor used. There are four main types of
indentors: spherical, conical, Vickers and Berchovich. All of these can be seen in fig.
1.4. Spherical indentors are finding more popularity in applications because of their
smooth transition from elastic to elastic-plastic deformations [4]. Fig. 1.4 shows the
types of indentor but what is important to mention, from an anatomical point of
view the indentors used are blunt. This can be seen in the fig. 1.5 which shows the
SEM (Scanning electron microscope) image of the Berkovich indentor.

Figure 1.5: SEM image of a blunt Berkovich diamond nanoindenter. [5]
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Chapter 2

Molecular Dynamics

Molecular dynamics (MD) is a computational simulation technique used in various
scientific disciplines to study the dynamic behaviour of molecular systems over time.
It provides insights into the movement and interactions of atoms and molecules by
numerically solving the classical equations of motion. The primary goal of molec-
ular dynamics is to simulate the temporal evolution of a molecular system under
the influence of interatomic forces, allowing researchers to observe and analyze its
behaviour at the atomic and molecular levels [6].

Key components of molecular dynamics simulations include:

• Force Fields: MD simulations rely on mathematical models known as force
fields, which describe the potential energy surfaces and forces acting between
atoms and molecules. Force fields include parameters for bond lengths, angles,
and non-bonded interactions (such as van der Waals forces and electrostatic
interactions).

• Integration Algorithms: To calculate the trajectory of a molecular system over
time, numerical integration algorithms are employed to solve the equations
of motion. Common algorithms include the Verlet algorithm and the leapfrog
integrator, among others.

• Initial Conditions: MD simulations require an initial set of atomic coordinates
and velocities. These initial conditions, often derived from experimental data
or previous simulations, determine the starting configuration of the molecular
system.

• Ensemble and Temperature Control: MD simulations can be conducted under
various thermodynamic ensembles, such as the NVE (constant number of par-
ticles, volume, and energy), NVT (constant number of particles, volume, and
temperature), or NPT (constant number of particles, pressure, and tempera-
ture). Temperature control is achieved through algorithms that adjust particle
velocities to maintain the desired temperature.

• Boundary Conditions: Simulations are often conducted in periodic boundary
conditions, allowing researchers to study representative parts of a system while
minimizing edge effects. This involves creating artificial replicas of the simu-
lation box to account for interactions beyond the primary simulation cell.
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Molecular dynamics has applications in a wide range of scientific fields, including
chemistry, biochemistry, physics, materials science, and drug discovery. Researchers
use MD simulations to investigate phenomena such as protein folding, chemical
reactions, phase transitions, and the mechanical properties of materials. The ability
to observe molecular motion at the atomic level provides valuable insights that
complement experimental observations and aid in the understanding of complex
systems.

2.1 Basic Principles of Molecular Dynamics

MD method observes the evolution of a system composed of atoms/molecules in real
time. Classical MD consider an atomic system with an initial state defined by spec-
ifying the positions r𝑖 and velocities v𝑖 of all particles in the system. Additionally,
the types of particles and their interactions are defined through potential energy
functions [7].

In molecular dynamics simulations, the forces exerted on each particle are critical
for determining how the particles move over time. These forces are derived from the
potential energy of the system, which is a function of the positions of all particles.
The force on the 𝑖-th particle, denoted as F𝑖, can be calculated by taking the negative
gradient of the potential energy function (𝑈) with respect to the position of the
particle (r𝑖):

F𝑖 = −∇𝑈(r1, r2, . . . , r𝑁) = −𝜕𝑈

𝜕r𝑖

, (2.1)

where r1, r2, . . . , r𝑁 represent the positions of all 𝑁 particles in the system [7].

The potential energy 𝑈 is a sum of different components, each corresponding to
various types of interactions between particles. These can be broadly categorized
into bonded and non-bonded interactions:

𝑈 = 𝑈bonded + 𝑈non-bonded, (2.2)

where 𝑈bonded includes terms for chemical bonds, angles, and dihedrals, and 𝑈non-bonded
includes terms for van der Waals and electrostatic interactions.

Non-bonded Interactions

Non-bonded interactions are typically the most computationally demanding part of
force calculations due to the need to consider every pair of particles in the system.
The Lennard-Jones potential is commonly used to model van der Waals forces, while
electrostatic forces are calculated using the Coulomb’s law:

𝑈LJ(𝑟𝑖𝑗) = 4𝜖

⎡⎣(︃ 𝜎

𝑟𝑖𝑗

)︃12

−
(︃

𝜎

𝑟𝑖𝑗

)︃6
⎤⎦ , (2.3)
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𝑈Coulomb(𝑟𝑖𝑗) = 1
4𝜋𝜖0

𝑞𝑖𝑞𝑗

𝑟𝑖𝑗

, (2.4)

where 𝑟𝑖𝑗 is the distance between particles 𝑖 and 𝑗, 𝜖 and 𝜎 are parameters of the
Lennard-Jones potential, 𝑞𝑖 and 𝑞𝑗 are the charges of the particles, and 𝜖0 is the
vacuum permittivity.

Bonded Interactions

Bonded interactions include forces due to chemical bonds, bond angles, and torsional
angles. These are typically modelled using harmonic potentials or more complex
functions that take into account the geometry of the molecule:

𝑈bond = 1
2𝑘bond(𝑟 − 𝑟0)2, (2.5)

𝑈angle = 1
2𝑘angle(𝜃 − 𝜃0)2, (2.6)

𝑈dihedral =
∑︁

𝑛

𝑘dihedral,𝑛(1 + cos(𝑛𝜑 − 𝛿)), (2.7)

where 𝑘bond and 𝑘angle are force constants for bonds and angles, 𝑟 and 𝜃 are the
current bond length and angle, 𝑟0 and 𝜃0 are their equilibrium values, and 𝑘dihedral,𝑛,
𝑛, and 𝛿 are parameters defining the torsional potential [7].

The calculation of forces is thus a direct consequence of these potential energy
functions, and it is these forces that drive the dynamics of the system in a molecular
dynamics simulation.

2.1.1 Integration of Motion

The core of molecular dynamics simulations lies in the numerical integration of
Newton’s equations of motion. This process updates the positions and velocities
of all particles in the system over time, based on the forces calculated from the
potential energy surface. Given the acceleration a𝑖 of particle 𝑖, which is obtained
from the force F𝑖 as a𝑖 = F𝑖/𝑚𝑖, where 𝑚𝑖 is the mass of the particle, the goal is to
solve the second-order differential equation:

𝑚𝑖
𝑑2r𝑖

𝑑𝑡2 = F𝑖. (2.8)

Numerical integration algorithms, such as the Verlet algorithm and its variants, are
commonly used to achieve this. The Velocity Verlet algorithm, in particular, is widely
used due to its simplicity and good balance of accuracy and computational efficiency.
The Velocity Verlet algorithm updates the positions and velocities of particles using
the following equations:
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r𝑖(𝑡 + Δ𝑡) = r𝑖(𝑡) + v𝑖(𝑡)Δ𝑡 + 1
2a𝑖(𝑡)Δ𝑡2, (2.9)

v𝑖(𝑡 + Δ𝑡) = v𝑖(𝑡) + 1
2 [a𝑖(𝑡) + a𝑖(𝑡 + Δ𝑡)] Δ𝑡, (2.10)

where Δ𝑡 is the time step, r𝑖(𝑡) and v𝑖(𝑡) are the position and velocity of particle 𝑖
at time 𝑡, respectively, and a𝑖(𝑡) is the acceleration of particle 𝑖 at time 𝑡.

The choice of time step Δ𝑡 is critical for the accuracy and stability of the simulation.
A too-large time step can lead to inaccurate results or numerical instability, while
a too-small time step increases computational costs without significant gains in
accuracy [7].

2.1.2 Potential Energy Functions

Potential energy functions, or potentials, describe the energy of a system as a func-
tion of the positions of its particles. These functions are central to molecular dy-
namics simulations because they determine the forces exerted on the particles. Two
important classes of potential energy functions are the Lennard-Jones (LJ) potential,
which models non-bonded interactions, and the Modified Embedded Atom Method
(MEAM) potentials, which provide a more complex description of metallic bonds.

Lennard-Jones Potential

The Lennard-Jones potential is one of the simplest and most widely used models for
the interaction between a pair of neutral atoms or molecules. It captures the essence
of the van der Waals forces, including both the attractive and repulsive components,
as a function of the distance between the particles. The potential is given by:

𝑈LJ(𝑟) = 4𝜖

[︃(︂
𝜎

𝑟

)︂12
−
(︂

𝜎

𝑟

)︂6
]︃

, (2.11)

where:

• 𝑟 is the distance between the centres of two particles,

• 𝜖 is the depth of the potential well, representing the strength of the attraction,

• 𝜎 is the distance at which the potential is zero, representing the effective
diameter of the particles.

The 𝑟−12 term describes the repulsive forces at short ranges (due to electron cloud
overlap), while the 𝑟−6 term accounts for the attractive forces at longer ranges
(dispersion forces). The Lennard-Jones potential is particularly useful for simulations
involving nonpolar molecules and noble gases [8].
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Modified Embedded Atom Method (MEAM) Potentials

The Modified Embedded Atom Method (MEAM) is an extension of the Embedded
Atom Method (EAM), both of which are used to model metallic bonding with greater
accuracy than pair potential models like the Lennard-Jones potential. MEAM incor-
porates angular dependency and modifications to better account for the directional
characteristics of metallic bonds, making it suitable for simulating a wider range of
materials, including alloys and transition metals.

The MEAM potential energy of an atom in a metal is formulated as a function of its
local environment, including both the electron density contributed by neighbouring
atoms and the geometric configuration of those neighbours. The total potential
energy of a system in the MEAM framework can be expressed as:

𝑈MEAM =
∑︁

𝑖

𝐹 (𝜌𝑖) + 1
2
∑︁
𝑖 ̸=𝑗

𝜑(𝑟𝑖𝑗) + angular terms, (2.12)

where:

• 𝐹 (𝜌𝑖) is the embedding energy function, depending on the local electron den-
sity 𝜌𝑖 at atom 𝑖,

• 𝜑(𝑟𝑖𝑗) is a pairwise potential function, similar to the pair potentials but mod-
ified to include the effects of electron density,

• The angular terms account for the influence of the angles between bonds on the
potential energy, enhancing the model’s ability to simulate complex structures
and defects.

MEAM potentials provide a more comprehensive description of the interactions in
metallic systems, capturing not only the effect of atomic distances but also the
arrangement of atoms, thereby enabling more accurate simulations of mechanical
properties, phase transitions, and other phenomena in metals and alloys [9].

In summary, the choice of potential energy function plays a crucial role in the accu-
racy and applicability of molecular dynamics simulations. While the Lennard-Jones
potential is suitable for simple molecular or noble gas systems, MEAM potentials
offer a more detailed model for the complex interactions in metallic materials.

2.2 Tools used in molecular dynamics

Among the notable molecular dynamics simulation software, LAMMPS, GROMACS,
and NAMD each offer unique capabilities and specializations.

LAMMPS is a highly versatile and widely used software for simulating particles at
atomic to continuum scales across various fields such as physics, materials science,
chemistry, and biology. It excels in handling large-scale simulations efficiently thanks
to its parallel computing capabilities. The software supports a variety of interaction
styles and force fields, and its high customizability allows users to integrate new
functionalities as needed.
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GROMACS, originally designed for simulating biochemical molecules like proteins,
lipids, and nucleic acids, is also adept at handling non-biological systems. Known
for its speed and efficiency on both CPUs and GPUs, GROMACS supports an
extensive range of force fields and provides comprehensive tools for simulation setup,
execution, and analysis. This makes it particularly suitable for studies involving large
biomolecular complexes.

NAMD, developed for high-performance simulation of large biomolecular systems,
stands out for its ability to scale efficiently across many nodes in high-performance
computing environments. It integrates closely with the visualization tool VMD, en-
hancing the user’s ability to analyze complex molecular interactions. Supporting
various force fields and advanced sampling techniques, NAMD is a preferred tool for
researchers in biophysics.

Each tool is tailored to specific needs within the molecular dynamics field, providing
robust solutions for both academic and industrial research. LAMMPS’s customiz-
ability makes it suitable for a broad range of applications, GROMACS is optimized
for speed in complex biological systems, and NAMD offers excellent scalability for
detailed biophysical studies.

13



Chapter 3

Experimental methods of
nanoindentation

There are many techniques and methods used to determine the material’s hardness
and Young’s module. One of the most used methods is the Oliver-Pharr method
(O&P) introduced in 1992. Oliver and Pharr took and improved upon the work of
Doerner and Nix (D&N), which advanced the field of materials science with their
pioneering work on nanoindentation, particularly through their 1986 study that de-
veloped methods to accurately measure the mechanical properties of thin films. They
introduced a model to correct substrate effects in nanoindentation measurements,
enabling more precise determination of thin film properties independent of their
substrates. In the Oliver-Pharr method, the projected contact area between the in-
dentor tip and material is estimated using the equations for the elastic contact of
an indentor of arbitrary shape on a uniform and isotropic half-space [2]. The in-
dentation modulus and hardness of the material can thus be calculated without the
necessity of imaging the indentation after the experiment.

3.1 Mathematical approach and methodology

O&P’s approach involves recording and analyzing both the loading and unload-
ing curves during the indentation process, called load-displacement data shown in
fig. 3.1. During the loading phase, a predetermined force is applied to the material
via a diamond indentor, and the depth of penetration is measured. The unload-
ing phase, where the force is gradually withdrawn, is particularly critical for this
method; the shape of the unloading curve provides essential information about the
material’s elastic properties. By examining the slope at the onset of the unloading
curve, Oliver and Pharr devised a way to more accurately calculate the contact stiff-
ness, a key parameter for determining the material’s elastic modulus. This improved
understanding of the mechanical response under indentation not only offers precise
measurements of stiffness and hardness but also allows for a deeper insight into the
material’s structural integrity and deformation behaviours.

Load-displacement data are core aspects of O&P’s approach for nanoindentation.
The equation for many simple punch geometries are according to [2] can be written
as

14



Figure 3.1: Diagram shows an example of load-displacement data, specifying loading and
unloading segments. Using the stiffness S, there can be seen the effect of the shape of the
indentor. [2]

𝑃 = 𝛼ℎ𝑚 (3.1)

where 𝑃 is the indentor load, ℎ is the elastic displacement of the indentor, and 𝛼
and 𝑚 are constants. Values for these exponents are 𝑚 = 1 for flat cylinders, 𝑚 = 2
for cones, 𝑚 = 1.5 for spheres in the limit of small displacements, and 𝑚 = 1.5 for
paraboloids.

As mentioned in chap. 1, there are two different deformations elastic and plastic
deformation. In the nanoindentation, there is also elastoplastic or inelastic, which
is specific for nanoindentation. These different types of deformations can also be
seen using load-displacement curves. Fig. 3.2 represent three different types of load-
displacement curves and it shows three different deformations based also on the
equation used to describe these load-displacement curves. O&P’s approach defines
the general equation for load-displacement data as 3.1, but specifically for loading
and unloading curves are specified as

𝑃 = 𝛼1ℎ
𝑚 and 𝑃 = 𝛼2(ℎ − ℎ𝑓 )𝑚 (3.2)

where ℎ𝑓 is the final indentation depth.

Coming back to elastic displacement ℎ, using fig. 3.3 displaying the profile of an
indent, elastic displacement can be also called the final indentation depth ℎ𝑓 , is
defined as

ℎ = ℎ𝑐 + ℎ𝑠 (3.3)
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Figure 3.2: Figure showing three different load-displacement graphs load vs. displacement
each showing different material deformation: a) elastic deformation, b) plastic deformation
and c) elastoplastic deformation.

where ℎ𝑐 is the contact depth or the distance under which indentor tip contact
is made normal to the sample surface, and ℎ𝑠 represents the surface displacement
(which is now classified in the literature as pile-up, sink-in, or both, depending
upon the material deformation mechanics, among other factors) about the contact
perimeter. This is the main idea taken from O&P’s method, which uses this definition
of ℎ𝑓 to calculate hardness and Young’s module. O&P’s method is also based on
Hertz’s theory for elastic contact [3], which states that the stiffness is defined as

𝑆 = 𝑑𝑃

𝑑ℎ
(3.4)

of the contact between two elastic spheres, where 𝑃 is the contact force, and ℎ is
the relative movement of the centres of the spheres. Elastic contact is defined by
Hertz’s theory and contact mechanic using the eq. 1.9 as

Figure 3.3: Figure representing a cross-section of indent during nanoindentation showing
all indentation depths and what depth they represent. [2]
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𝐸𝑟 =
√

𝜋

2
√

𝐴𝐶

𝑆 (3.5)

where 𝐸𝑟 is defined as

1
𝐸𝑟

= 1 − 𝑣2

𝐸
+ 1 − 𝑣2

𝐸𝑖

(3.6)

is an effective elastic modulus of the two spheres, E1 and E2 are their Young’s
module, 𝑣1 and 𝑣2 their Poisson’s ratio and AC is the projected area of contact.
Sneddon has shown that eq. (3.6) holds for other shapes, e.g. cones, pyramids, and
a flat punch on a flat surface [10].

Using these equations we can determine the slope of the unloading curve which gives
value for stiffness as mentioned in (3.4). This is one of the many advantages of using
the O&P’s approach since there are theoretically no needed measurements of the
indent to determine the hardness.

As was mentioned in chap. 1, the hardness can be calculated with

𝐻 = 𝑃max

𝐴
(3.7)

where 𝑃𝑚𝑎𝑥 is maximum load and 𝐴 is a contact surface. Problematic for with using
this equation is determining the contact area during nanoindentation. As is shown
in the fig. ??, there is clear difference between contact depth ℎ𝑐, final depth ℎ𝑓 and
total depth ℎ, as mentioned in (3.3). Considering O&P’s theory states that contact
depth can be calculated using this equation

ℎ𝑐 = ℎ𝑓 − ℎ𝑠 (3.8)

where ℎ𝑠 is called the elastic deflection of the surface and can be calculated from
elastic contact using

ℎ𝑠 = 𝜖
𝑃𝑚𝑎𝑥

𝑆
(3.9)

In the eq. 3.9, is the indentation load and is a constant that depends only on the
shape of the indentor, 𝜖 = 0.72 for a conical tip and 0.75 for a paraboloid tip [1].
Once ℎ𝑠 has been calculated, the projected contact area, 𝐴, can be determined from
the shape of the indentor. Once the contact area is known, the indentation modulus
and hardness of the material are readily calculated.

3.2 Oliver-Pharr method and molecular dynamics

When working with nanonidnentaion, there needs to e clear separation between the
laboratory experiments and Md simulations. One of the biggest difference is the
scale of the substrate, since MD simulations are working on atomic scales, the size
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of the simulation cant reach the length to be the same as a laboratory experiment.
On the other hand this is the advantage of the MD simulation compared to the real
experiments since atomic behavior can be observed during nanoindentaion.

O&P’s approach is experimental approach but when closely examined it can be ap-
plied also to simulation approach since the requirement are only the load-displacement
data and indentor parameter. All these can be calculated and used from simulations.
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Chapter 4

Simulation settings

During this work "Large-scale atomic-molecular massively parallel simulator" (LAMMPS)
[11] was used to perform a series of MD simulations. As complementary software
OVITO [12] and Atomsk [13] were used for visualization and structure generation.

4.1 Substrate

The material chosen for simulations is titanium. Generally, pure titanium can crys-
tallize in two crystal structures: 𝛼 titanium and 𝛽 titanium. When it crystallizes at
low temperatures (room temperature), the hexagonal close-packed (HCP) structure
of alpha titanium is formed. Both structures were chosen for the final simulation and
for 𝛼 titanium three different crystal orientations (〈100〉, 〈110〉 and 〈111〉) from [14]
were chosen to see the effect of crystal orientation on hardness and Young’s module.

Figure 4.1: Figure shows crystal structure of 𝛼 and 𝛽 titanium. [15]

Simulations required to run nanoindentation calculations using MD are joined with
a couple of challenges. The first challenge is connected with a number of atoms vs.
computational time. Since with more atoms comes also more time to compute any
simulation. Modelling of the substrate is closely connected with a number of atoms,
the simulations need to be large enough to mimic the bulkiness of the materials or at
least have its effects minimized. The set rule for the simulations is that the x and y
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lengths of the substrate need to be three times the diameter of the intention, for the
z-axis rule, was set during test simulations that displacements of atoms should reach
the bottom layer which is used to fixate the substrate in order not to move down with
the indentation. These rules were taken from previously published articles [16], also
common neighbour analysis in Ovito was performed to see how far the dislocation
spread. The simulation setup can be seen in fig. 4.3, where the comparison of intentor
and substrate can be seen. The size of the substrate was set to 200x200Å and the
z-axis is always double the max indentor depth. The substrate was generated using
the Atomsk program by using a unit cell from the Crystallographic website [17] for
𝛼 titanium and [18] for 𝛽 titanium.

4.2 Indentor

Modelling of an indentor is another factor which contributes to simulation results.
For the simulations three different shapes for indentors were chosen: spherical, coni-
cal and cylindrical. Fig. 4.2 shows the geometry and sizes of indentors. All indentors
are generated by Atomsk with a diamond structure with a crystal parameter of
𝑎 = 3.567Å. As was mentioned in chap. 1, there are many indentor types used in
real nanoindentation testing. During MD simulations more closer look at the inden-
tor is taken, as is seen in fig. 4.2, the size of indentor used are in 10s of Angstroms.
This means that the approximation between the experiment and real testing is only
in spherical indentor since the real indentor used is never as sharp as indetors shown
in fig. 4.2. These indentors in simulations are used to compare of using different

Figure 4.2: Figure shows indentors used during simulations with different shapes: a)
conical, b) cylindrical and, c) spherical.
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shapes of indentors, as chap. 3 states that different indentor shapes can be used in
O&P’s approach. Modelling the indentors also contributes to computational time.

4.3 Simulation set up

As was mentioned previously simulations were done by Lammps. The source code
you can find in appx. A, where all the steps of the simulations and setup is described.
Set-up contributes to accuracy and computational time. Simulation models assume
periodic boundary conditions (pbc) along the x and y directions and along the z
direction, non-periodic and shrinking boundary conditions are assumed. All mobile
atoms in all simulations affected by the movement of the indentor follow Newtonian
dynamics. As mentioned in the previous paragraph, layers underneath of substrate
are fixed in order for the substrate not to move with the intended upon contact.
In this simulation model, atoms in the indentor were kept fixed (the indentor was
assumed to be an infinitely rigid body since the intent was to understand the me-
chanics of the substrate, not the indentor). All these are the following simulations
performed in previous articles [19]. The temperature was set up to be 300 K where
NVT thermostat was used to keep the temperature relatively the same.

Figure 4.3: Figure showing simulation set up with spherical indentor (blue), Titanium
substrate (red) and fixed bottom edge (green).

During all simulations, the same potential parameters were used to ensure the uni-
formity of the simulations. Two different potentials were used: for titanium eam
potential from [20] was used and for carbon-titanium interaction, LJ potential with
these parameters was used. The parameters for this potential were taken from [21],
where the parameters 𝜖 and 𝜎 are adopted as 3.14 meV and 3.722 meV. The cut-off
distances for C-Ti are set as 0.6nm.
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The last couple of parameters connected with simulations are about moving the
indentor. The experimental technique is matured now and the results from it are
accurate. The speed of the simulations is one of the general challenges when using
MD simulations and it creates a bridge between the real experiments and simula-
tions. The range of the speed was chosen from papers published [22] on similar topics
where the speeds range from 10 m/s to 100 m/s. The next parameter connected with
speed is the indentation depth, for this parameter the indentor was placed close to
the surface and the distance was set between 4Å and 40Å.
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Chapter 5

Results and discussion

This chapter organizes and details the results obtained, comparing them with exist-
ing literature. It is structured based on different stimulation sets, each focused on
a specific simulation parameter. Initially, it presents findings related to parameters
critical for calculation speed and accuracy, such as indentation depth and indentor
velocity. These results lead to the use of various indentors, reflecting the theoreti-
cal assertion that practical nanoindentation techniques can accommodate multiple
indentor types. Subsequent simulations identified optimal parameters, which were
then selected based on computational efficiency to conduct simulations across differ-
ent phases of titanium and various crystal orientations. Finally, one simulation was
selected to be repeated three times using the same parameters to evaluate accuracy
and identify potential errors.

5.1 Effect of indentation depth on simulations

The initial dataset presents an analysis of four distinct simulations, each charac-
terized by varying distances that the indentor traveled during simulation ℎ𝑖𝑛𝑑, this
changed also the final indentation depth. All parameters of the simulation are listed
in the tab. 5.1. This variability was systematically introduced by maintaining a con-
sistent indentor speed across simulations while adjusting the duration of each. This
adjustment effectively elongates both the loading and unloading phases of the sim-
ulations. In fig. 5.1, the load-displacement data for each simulation run is shown.
Together with fig. 5.2, there can be seen some phenomenons happening on an atomic
level. Fig. 5.1, shows for 10Å sudden drop in indentation depth around 25 nN, marked

Table 5.1: Simulation parameters for a set of simulations showing the effect of indentation
depth on simulations, where ℎ𝑖𝑛𝑑 represents distances that the indentor travelled during
simulation.

Material Ti-𝛼 Ti-𝛼 Ti-𝛼 Ti-𝛼
ℎ𝑖𝑛𝑑 [A] 5 10 15 20

Indentation speed [m/s] 0.1 0.1 0.1 0.1
Refraction speed [m/s] 0.1 0.1 0.1 0.1

Peak indentation force [nN] 248.54 288.89 211.95 225.42
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Figure 5.1: Figure shows load-displacement data for different ℎ𝑖𝑛𝑑 as shown in the legend.
The black arrow shows where the transition from elastic to plastic deformation starts. Blue
and yellow arrows show atomic phenomena happening during simulations.

by blue arrow. After taking a look at the simulation and fig. 5.1, it is apparent that
the drop is around 1Å which is around one atom layer. This is explained by the set-
up of the simulation, which uses a dynamic group in Lammps to monitor indentation
depth. What can happen is that an atom can appear in the region and suddenly
the indentation depth rises by one atom layer. This is due to the relaxation of the
atoms.

After a closer look at fig. 5.2 displaying more behaviours observed across the different
simulations. Initially, there is a phase of stabilization, where the substrate atoms
exhibit considerable movement as they seek stability. This initial phase is critical as
it explains why there is no significant movement from the indentor at the start of

Figure 5.2: Figure shows time evolution if indentor depth for different ℎ𝑖𝑛𝑑.

24



the simulation. As the simulation progresses, a notable phenomenon occurs—a sharp
increase in indentation depth by 14Å after 220 000 timesteps (in the fig. 5.2). This
sudden change is a critical point of analysis, as it indicates a rapid rearrangement
of atoms within the region of indentation. In some instances, atoms abruptly shift
from the periphery towards the centre, resulting in a significant and rapid increase
in indentation depth, observable within a few short timesteps. This is a similar effect
as happened for simulation for 10Å, mentioned in the previous paragraph.

The graph in fig. 5.1 compiles all the load-displacement curves from the simulations.
These curves feature sudden drops at the maximum load 𝑃𝑚𝑎𝑥 (values can be seen in
tab. 5.1), consistent with theoretical predictions discussed in chap. 3. These drops are
significant as they indicate occurrences during the loading phase that are reflective
of atomic failure mechanisms. According to previous research [14], such events are
typically associated with dislocations, nucleation, and interactions between atoms.

One particularly important observation from the data is the first notable drop at 0.25
nm, signifying the transition from elastic to plastic deformation. This can be seen in
fig. 5.1, marked with black arrow. This transition point is pivotal for understanding
the material behaviour under stress and offers insights into the material’s mechanical
properties and structural integrity under varying conditions of stress and strain.
Such detailed analysis helps in enhancing our understanding of material behaviour
at the microscopic level, paving the way for more refined simulations and improved
predictive capabilities in materials science.

Figure 5.3: Figure shows load-displacement data for ℎ𝑖𝑛𝑑 = 20Å, with dotted line showing
the maximum load 𝑃𝑚𝑎𝑥. The red line represents the fitted function used to calculate the
stiffness of the material.

These datasets are utilized to derive values for hardness and Young’s modulus based
on the theoretical framework outlined in chap. 3. In fig. 5.3 is shown analysis of load-
displacement data. There is shown 𝑃𝑚𝑎𝑥 for the dataset and also fitted linear function
for unloading data which is used to determine stiffness 𝑆. These are used to deter-
mine the hardness and Young’s module as was mentioned in chap. 3. Calculations
for each simulation are documented in the tab. 5.2.
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The simulations can be divided into two kinds. For the first two, elastic behaviours
can be seen. This is determined from the load-displacement graph shown in fig.
5.1. This can be seen in elastic behaviours since the curves are coming back to
zero or close to zero. After a closer look at the simulation itself, we can check the
indent after the unloading phase and it is apparent that the atoms for the 5Å have
relaxed back to the original flat surface. The 10Å simulation has almost the same flat
surface, there is only one atom layer which was removed. This shows small plastic
deformation and such minimal indentation depth does not provide a robust basis
for accurate measurements of hardness and Young’s modulus.

Figure 5.4: Figure shows the indent of simulation ℎ𝑖𝑛𝑑 = 10Å, where we can see three
layers of atoms. The blue layer is the flat surface layer, the red layer is the atoms under-
neath and the green layer is the atoms on the flat surface, this indicates the simulation
has some indent but is small enough not to be used for analysis.

On the other hand, the simulations with indentation depths of 14Å and 19Å exhib-
ited significant drops post-maximum load, qualifying them for stiffness calculations
as outlined in chap. 3. The outcomes are compiled in a tab. 5.2, highlighting that
while Young’s modulus measurements across these simulations are relatively consis-
tent, the hardness values vary notably with each depth. This variability in hardness
can be attributed to the smaller indentation depths, which render the analyses more
sensitive to changes in indentation depth and the abrupt increases noted previously
at 14Å. In the tab. 5.2, also the values from literature are included, it can be seen
that the simulations are not far off and when comparing the results from simulated
results in papers, the results are satisfactory. These results can be improved by using

Table 5.2: Results of simulations for distances travelled by indentor between 4Å to 14Å,
with comparison to measured value for bulk titan from literature [23].

Simulations Ref
ℎ𝑚𝑎𝑥 [A] 4 9 14 19 —
𝐻 [GPa] — — 14.14 8.32 3.83 GPa
𝐸𝑟 [GPa] — — 140.98 139.53 120.00 GPa

26



different potentials or using different parameters. One of which is velocity, explored
in the next section.

Lastly. by using common neighbour analysis (used to determine the structure be-
tween the atoms), we can look at the structure’s state after nanoindentation. Before
the indentor moves, fig. 5.5 shows the structure of the substrate, where the red
colour HCP structure dominates, and the surface atoms are marked as without any
structure.

Figure 5.5: Figure showing the slice at 100Å in the x direction with common neighbour
analysis performed. Red atoms mean HCP structure as is expected and grey atoms mean
without structure, which is why all surface atoms are included here.

After nanoindentation and after removing the indentor from the simulation, in fig.
5.5, there can be seen the whole profile of the indent, we can see that almost all
structures around the indent have relaxed back to the HCP structure. This ensures
that the indent is permanent and that it is plastic deformation since there is no
expected relaxation after the structure has formed. But when we turn the slice of
the substrate by 90ř. This gives us a view of some cluster of atoms inside of the

Figure 5.6: Figure showing the slice at 100Å in the x direction with common neighbour
analysis performed, after nanoindentation. Red atoms mean HCP structure, blue atoms
represent BCC structure and grey atoms mean without structure.
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Figure 5.7: Figure showing the slice at 100Å in the y direction with common neighbour
analysis performed, after nanoindentation. Red atoms mean HCP structure, blue atoms
represent BCC structure and grey atoms mean without structure.

substrate which did not form the HCP structure. After going through different sim-
ulations performed during this study more of this phenomenon was found that the
atoms in one direction have not formed the structure back to HCP but stayed unor-
ganized. This is some form of a residue from the nanoindentation, during the period
of maximum load the atoms are displaced in a circular shape in the direction of the
negative z-axis. This creates a small hollow cylinder of displaced atoms surrounded
by structural HCP atoms. This can be observed in the fig. 5.8, where HCP atoms

Figure 5.8: Figure showing the structure of the substrate after removing HCP atoms and
leaving only BCC (blue), FCC (light green) and unorganized (grey). A green circle is used
to visualize how the profile of unorganized atoms looks from below.
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were removed and only BCC, FCC and unorganized atoms were kept. There also
can be seen outline and the mentioned cylinder when the green circle is used to help
visualise it. When comparing the result to the literature, the formation of this hol-
low cylindrical shape is something unusual, the literature suggests that the atom’s
dislocations and displacements keep close to the indent and surround it [5]. This can
be further studied, to see if this is a recurring theme or something unusual.
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5.2 Analysis of simulation precision and stability

This section is used to analyze the stability and precision of the performed simu-
lations in the previous set. The chosen run was with ℎ𝑖𝑛𝑑 set to 20Å and it was
performed 4 times back to back, with no change to parameters. Parameters can be
seen in the tab. 5.3.

Table 5.3: Simulation parameters for a set of simulations showing the precision and
stability of the performed simulations.

Material Ti-𝛼
ℎ𝑖𝑛𝑑 [A] 20

Indentation speed [m/s] 0.3
Refraction speed [m/s] 0.3

Average peak indentation force [nN] 356.98

The results of the repeated simulation confirm the precision and stability of the
performed simulations. The first graph in the fig. 5.9, shown completely overlapping
data for each of the runs. This is also confined by the second graph where we see
that the final indention depth is at the same level and data is also overlapping. The
results of these repeated runs are shown in the tab. 5.4, where it can be seen that the
runs produced for hardness have almost the same values and don’t differ. Young’s
module seems to be more susceptible to change even in repeated runs, which means
that this precision needs to be taken into consideration when working with values
calculated by MD simulations.

Table 5.4: Results of simulations for repeated runs.

run number 1 2 3 4
𝐻 [GPa] 12.76 12.78 12.12 12.51
𝐸𝑟 [GPa] 109.76 107.54 130.58 115.93
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Figure 5.9: The figure consists of two graphs illustrating the outcomes of the repeated
simulation sets. The first graph presents load-displacement data, specifically load versus
indentation depth, where all four simulations are overlaying each other. The second graph
plots indentation depth against timestep, charting the progression of indentation depth and
displaying the various final and maximum indentation depths observed in the simulations.
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5.3 Effect of indentation velocity on simulations

The next set of simulations delved into assessing the impact of varying indentor
speeds on calculated values of hardness and Young’s modulus. Five distinct speeds
ranging from 10 m/s to 50 m/s were selected for these simulations and all parameters
can be found in tab. 5.5. The corresponding indentation depth evolution and load-
displacement data are illustrated in fig. 5.10. Analysis of the indentor depth evolution
reveals that the final depth reached by the indentor was consistent across all five
simulations. Additionally, the overlapping nature of the load-displacement data sets
suggests that speed changes do not significantly influence the outcomes for hardness
and Young’s modulus. There can be seen a slight increase of 𝑃𝑚𝑎𝑥, which is expected
since with higher velocity the force acting on the indentor is expected to increase.

Table 5.5: Parameters of simulations showing the effect of indentor velocity on simula-
tions.

Material Ti-𝛼 Ti-𝛼 Ti-𝛼 Ti-𝛼 Ti-𝛼
Indentation speed [m/s] 10 20 30 40 50
Refraction speed [m/s] 10 20 30 40 50

Peak indentation force [nN] 328.63 327.51 358.25 368.35 375.77

The second graph in fig. 5.10, there are also found some atomic phenomenons. First,
there is the stabilization of the substrate at the beginning where atoms create a
jump in an indention depth as they are stabilizing (masked by green arrow in fig.
5.10). The next phenomenon (marked by the black arrow in fig. 5.10) is caused by
atom movement and simulation set-up as was mentioned in the previous section.
When atom’s natural thermal movement causes the atom to pass to the region
where indentation depth is measured. The last phenomenon is marked by the red
arrow and is caused by atom movement, when the indentor is pushing down atoms
sometimes an atom with its natural movement can move in the same direction which
causes this small ripple.

The analytical approach employed in the previous simulation sets was similarly ap-
plied here, with results displayed in tab. 5.6. The calculated hardness values ranged
between 8.19 GPa and 12.56 GPa, whereas Young’s modulus ranged from 117.86
GPa to 142.71 GPa. The average values calculated were 10.12 GPa for hardness and
127.25 GPa for Young’s modulus, indicating that individual results closely align
with the average values.

These findings corroborate the initial hypothesis that the speed of indentation does

Table 5.6: Results of simulations for different indentor speeds between 10 m/s and 50
m/s.

Simulations Ref
𝑣 [m/s] 10 20 30 40 50 —

𝐻 [GPa] 11.5 9.5 11.4 11.8 12.6 3.8 GPa
𝐸𝑟 [GPa] 121.8 124.6 130.6 117.9 142.7 120 GPa
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not materially affect the measurements of hardness and Young’s modulus, aligning
with conclusions drawn in previous research [22]. This consistency across different
speeds underscores the robustness of the hardness and Young’s modulus measure-
ments against variations in operational conditions within the tested range.

Figure 5.10: The figure consists of two graphs illustrating the outcomes of the second
simulation sets, differentiated by various indentor velocities as indicated in the legend in
the first graph. The first graph presents load-displacement data, specifically load versus
indentation depth, where all five simulations are overlaying each other. The second graph
plots indentation depth against timestep, charting the progression of indentation depth
and displaying the various final and maximum indentation depths observed in the simu-
lations. Arrows in the second graph represent different atomic phenomena happening in
simulations, caused by atomic thermal movement.
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5.4 Different indentors simulations

The forthcoming simulations are to evaluate three distinct types of indentors: spher-
ical, conical, and cylindrical as was discussed in chap. 4. Parameters used in these
simulations are listed in tab.5.7. Detailed analysis as was performed in previous sec-
tions, was conducted for each simulation, with findings presented in tab. 5.8. Since
the previous section revealed that velocity has little to no effect on the result, a
speed of 30 m/s was chosen to shorten the computational time.

Table 5.7: Parameters of simulations showing the effect of different indentor types.

Material Ti-𝛼 Ti-𝛼 Ti-𝛼
Indentation speed [m/s] 30 30 30
Refraction speed [m/s] 30 30 30

Peak indentation force [nN] 328.63 327.51 358.25

The results indicate that the spherical indentor is the most effective for these simu-
lations, followed closely by the cylindrical indentor. Conversely, the conical indentor
yielded the least favourable outcomes. A detailed examination of the indentation
simulations revealed a significantly larger relaxation effect with the conical inden-
tor compared to the others. This phenomenon is evident from the final indentation
depth of 9.73Å, which is substantial considering the maximum indentation depth
was 50.7Å. The pronounced relaxation can be attributed to the acuteness of the con-
ical indentor, which facilitates easier atomic displacement back towards the original
crystal structure.

Table 5.8: Results of simulations for different indentor shapes using the velocity of 30
m/s and indentation depth of 50Å and referential values [23]..

Simulations Ref
Indentor type spherical conical cylindrical

𝐻 [GPa] 8.19 36.09 15.38 3.83 GPa
𝐸𝑟 [GPa] 120.55 271.35 141.60 120 GPa
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5.5 Different crystal orientations simulations

In our most recent set of simulations, optimal parameters were selected from prior
experiments, prioritizing both performance and computational efficiency. The spe-
cific setup utilized a spherical indentor propelled at a velocity of 30 m/s and achieved
an indentation depth of approximately 29 angstroms. These parameters can be seen
also in tab. 5.9. These results are systematically presented in tab. 5.10.

Table 5.9: Parameters of simulations showing the effect of different crystal orientations
and phases.

Material Ti-𝛼<100> Ti-𝛼<110> Ti-𝛼<111> Ti-𝛽<100>
Indentation speed [m/s] 30 30 30 30
Refraction speed [m/s] 30 30 30 30

Peak indentation force [nN] 428.36 427.15 458.54 421.13

The comparative analysis between alpha and beta titanium revealed an expected
outcome: beta titanium displayed a lower hardness compared to alpha titanium. This
observation agrees with the literature since the hardness of 𝛽 titanium is averaging at
2.5 GPa [24]. The values are not matching with the literature but the trend between
the phases of decreasing hardness is kept. This suggests that the simulations are
not precise enough to get a closer value than 6.92 GPa but they are keeping the
lowering with changing phase which suggests that simulations are stable. This can
be improved by using different potentials or increasing the simulations in a number
of atoms.

Table 5.10: Results of simulations for crystal orientations for each titanium phase, where
the velocity of 30 m/s with a depth of 29Å.

Sample Ti-𝛼 <100> Ti-𝛼 <110> Ti-𝛼 <111> Ti-𝛽 <100>
𝐻 [GPa] 9.58 8.87 7.88 6.92
𝐸𝑟 [GPa] 125.48 114.65 116.24 125.02

Additionally, the effect of crystallographic orientation on material hardness was as-
sessed. The data indicate a negligible influence of orientation on the overall hardness,
with a notable exception in the <111> orientation, where a slight decrease in hard-
ness was observed. According to the referenced literature [25], this phenomenon can
be attributed to increased atomic spacing in this orientation, which facilitates greater
deformability and subsequent lattice restructuring in the deformation layer. Results
from this simulation set are to be taken with caution since the chosen orientations
are not significant for hexagonal structures. Exploring other orientations is advised
since, for example, to take some orientation suggested from this paper [26].

It is essential to approach all results with caution. The minor variations observed
across different simulation runs could reflect inherent inaccuracies in the simulation
methodology, potentially stemming from the chosen computational potential or the
parameters utilized. Such discrepancies highlight the need for careful consideration
of simulation settings and their potential impact on the accuracy and reliability of
the results. As was mentioned previously the simulations are not precise enough
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to get values similar to values provided by the literature. For our simulations the
number of atoms used is around 140 000 (depending on the used indentor) if this
number had been increased to 1 million this might improve the values of hardness
and Young’s module.
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Conclusion

In this work, we have systematically dissected the complex interactions between
indentor speed, and indentation depth, and used the experience to apply it to de-
termining the optimal crystal orientation for titanium. Our examination spanned
a variety of scenarios, from initial depth-specific simulations to assessments across
different indentor speeds and shapes, providing a comprehensive view of material
responses at the microscopic level.

The comprehensive analyses conducted across a series of simulations provide sig-
nificant insights into the atomic behaviour of materials under varying conditions
of indentation mechanics. The series of simulations detailed in this discussion have
offered significant insights into the atomic behaviour of materials under varying
conditions of indentation depth, indenter velocity, and indenter shape. The analyses
reveal that the hardness and Young’s modulus measurements remain relatively con-
sistent with changes in velocity, specifically noting that speeds ranging from 10 m/s
to 50 m/s produced hardness values between 9.45 GPa and 12.56 GPa and Young’s
modulus values from 117.86 GPa to 142.71 GPa. Also, analysis of data for different
indentation depths revealed the limit of 10Å in order for the analysis to become
viable for further material analysis. These findings are essential for validating the
robustness of the computational models used and suggest that the simulation pa-
rameters chosen do not significantly affect the outcome within the tested ranges. The
exploration of different indentor shapes introduced another layer of complexity. The
spherical and cylindrical indentors generally performed better in maintaining con-
sistent indentation depths and mechanical properties, whereas the conical indentors
showed a significant relaxation effect, potentially due to their shape facilitating eas-
ier atomic displacement. This part of the study highlights the importance of indentor
geometry in determining the outcomes of such simulations. One set of simulations
was also performed to see the repetitiveness and stability of the simulations, where
all the results from the same simulations repeated 4 times gave almost the same
values for hardness, Young’s module have a tendency to diverge a bit more but is
still in a range of 10% accuracy.

Lastly, the examination of the difference in hardness between 𝛼-titanium and 𝛽-
titanium phase reviles and confirms the literature’s tendency for 𝛽-titanium to
have lower hardness than 𝛼-titanium. For the different crystal orientations (<100>,
<110>, <111>) in 𝛼-titanium phase, it reveals that while material properties gener-
ally remain consistent across different orientations, there are subtle differences that
could be crucial for applications requiring more precise material simulations. Also,
the choice of other orientations could bring more interesting results.

Overall, the findings of this research align well with the existing body of knowledge.
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Looking forward, refining simulation parameters, such as enlarging the substrate
size and enhancing computational efficiency, could improve the outcomes. Explor-
ing additional crystal orientations or incorporating polycrystalline structures could
provide deeper insights. Moreover, aspects not yet examined in this study, like us-
ing different computational potentials and broadening the scope to include other
materials, could further increase the precision and relevance of our results.
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Appendix

A Lammps source code

This section describes the used Lammps source code. All the commands are ex-
plained more in detail in official documentation [27]. With this code, there are also
secondary files needed such as the simulation atom file which was generated in
Atomsk and described in chap. 4 and potential files from [20]. The code is divided
into two parts shown sequentially in fig. 11 and 12.

The first block of the code, shown in fig. 11, is used to set changing parameters in
simulations, such as indentor velocity, number of steps and timestep. All of these
are used to modify and reconfigure parameters as they are needed in the code and
simulation. There are 5 important parameters, indentor speed (line 6) which together
with timestep and run_steps determine the indentor depth of the simulation. There
is also the minimize_steps (line 7) parameter which is used to minimize and stabilize
the substrate before the indentation.

The second block of the code is called system generation. This part defines dimen-
sions, and boundary conditions (lines 15 and 16) as mentioned in chap. 4, also specify
units (line 17) used throughout the code, these units can be found here [27]. The
neighbour commands (lines 19 and 20) are used to set up the build of the simulation
and affect the cutoff distance for force reach during the simulation.

The third block of code is used to define the first region of the simulation and create
the box (lines 25 and 26). This is the initial set-up of the space where the simulations
will be running. After the region is set up, the read of the simulation atom file for
substrate and indentor is needed (line 27), as mentioned in chap. 4.

After all the atoms used in the simulation are read, the third block of the code
is used to set up all the different groups and regions required for the successful
simulation to happen. There is first a need to divide atoms into two groups to
separate substrate (mobile + lower_edge) and indentor (indentor_group), where
the substrate is further divided into atom layer at the bottom (lower_fix). The
bottom layer is then substrates to create a mobile substrate group (mobile). The
last part is to create a group in a certain region (line 38), including only atoms from
the substrate to use in monitoring the indentation depth. This group is set up to be
dynamic in order to monitor only the region not the atoms which are assigned to it,
so the atoms will be monitored as they enter the region.

The last part from the first fig. 11, is the potential set-up, where hybrid pair_style
potential defines the types of potentials used. The first potential used is for Ti-
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Figure 11: Figure showing the first part of the code, which is divided into 5 blocks.

Ti interaction as mentioned in chap. 4 for each interaction. Then we change the
interaction Ti-C to Lj potential also mentioned in chap. 4.

The second part of the code is shown in fig. 12, where the code is divided into
4 blocks. The first block is used to set up the simulation from the physics point
of view. First worth mentioning is to set up indentor_group group as a system of
microcanonical ensemble (NVE) (line 55) and for mobile group system is set up
as canonical (NVT), where start and stop temperature was set to 300 K, this also
works as a thermostat to keep the temperature around 300K. This code block also
fixes atom groups for the indentor and bottom layer of the substrate as mentioned
in chap. 4.
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Figure 12: Figure showing the second part of the code, which is divided into 4 blocks.

The next block of code in fig. 12, computes necessary values with each timestep
for later analysis, line 64 is used to compute the force between the indentor and
substrate used as an indentor load in the analysis. Line 66 computes the minimal
atom position for the indentor group to monitor indentor movements and line 68
computes the maximum from depth_group which is used as an actual indentor
depth.

The third block fig. 12, is used to set up the necessary dumps needed for later
analysis. The first sump in line 72 is used to collect calculated values from the
previous paragraph and save it with every 50 timesteps. The second two dumps save
the atom’s position from all atoms and depth_group to have the possibility to see
the atom’s behaviours.
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The last part of the code is the actual set-up of the runs, which is divided into
4 different runs. Here, the parameters from the first block are used to set up the
indentor speed and run steps. The first run is used to stabilize the substrate before
the nanoindentation starts. The next three parts are the actual nanoindentation,
where in lines 83 and 92 speed is assigned to the indentor group, where the speed is
defined in previous lines.
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