
CZECH TECHNICAL UNIVERSITY IN PRAGUE
Faculty of Nuclear Sciences and Physical Engineering

HABILITATION THESIS

MULTIVARIATE FOURIER–WEYL TRANSFORMS
AND THEIR APPLICATIONS
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Abstract

The thesis summarizes publications that contain the author’s contribution to the field of

multivariate Fourier transforms and their applications within mathematical physics. The

corresponding research was conducted following the award of the doctoral degree (Ph.D.).

The Fourier–Weyl transforms comprise discrete transforms constructed on finite fragments

of the Weyl group invariant lattices. Ten types of Weyl orbit functions, restricted to the

fundamental domain of the affine Weyl groups and their even subgroups, induce the forward

and backward discrete transforms. The related 2D and 3D interpolation problems and

cubature formulas are developed. The transforms are linked to the Kac–Walton formulas

and Kac–Peterson matrices in conformal field theory and applied to vibration models in

solid state physics. The entire author’s published body of work in this field comprises

16 articles in impacted journals and several conference proceedings. The presented nine

articles, published in impacted journals, are chosen to represent the entire collection of

the author’s publications in the field and contain key notions and original concepts of the

author’s contribution.
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Introduction

Continuous and discrete symmetries of physical systems are fundamental for construction

and mathematization of the related physical theories and models. Group theory forms a

central part of mathematical description and analysis of the inherent symmetries. The

classical theory of Lie groups and Lie algebras [29, 49] establishes an essential connection

between group theory and modern physics. Multivariate exponential functions associated

to crystallographic root systems of complex simple Lie algebras and their corresponding

affine Weyl groups constitute a standard segment of Lie theory and its application in

mathematical physics [4,5,48,53,88]. Character functions of irreducible representations are

determined for any dominant integral form via the Weyl character formula as ratios of two

antisymmetric multivariate exponential functions [29]. The character functions are directly

related to elements of finite order in the corresponding Lie group [25]. General continuous

harmonic analysis on symmetric spaces of the related generalized hypergeometric functions

of the crystallographic root systems contains Weyl orbit polynomials as special, explicitly

constructed cases [36]. The Weyl orbit functions are embedded in conformal field theory [26]

and appear implicitly in solid state physics [96].

Linked to the crystallographic root systems and their induced finite reflection groups,

the Weyl orbit functions represent multivariate generalizations of the classical trigonomet-

ric functions [5, 53, 88]. Symmetric sums of exponential functions, directly connected to

multivariate versions of Chebyshev polynomials [5], are named C−functions in [56] and

serve as generalizations of the cosine function. Antisymmetric S−functions from the Weyl

character formula lead to generalizations of the sine function [57] and E−functions, related

to even subgroups of the Weyl groups [60], produce specific versions of the exponential

function. Symmetry and antisymmetry properties of the C− and S−functions with re-

spect to their inherent Weyl groups together with the translation invariance by shifts from

the dual root lattice permit restrictions of these functions to the fundamental domains of

their affine Weyl groups [48,53]. The fundamental domains in the form of the Weyl alcoves

constitute generalizations of the one-dimensional interval as domain for the classical cosine

and sine functions [48, 53]. The fundamental domains of the affine Weyl group necessitate

extension by their reflected images to form domains for the E−functions [A3]. The set of

multivariate generalization of the cosine, sine and exponential functions is further enriched

by the concept of sign homomorphisms [78].

The sign homomorphisms of the crystallographic root systems with two lengths of roots

induce two transitional types of multidimensional generalizations of cosine and sine func-

tions [44, 78]. Hybrids of C−functions and S−functions, named Ss− and Sl−functions,
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INTRODUCTION

acquire both symmetry and antisymmetry behavior on the boundaries of the fundamen-

tal domain. The sign homomorphisms also produce two additional even subgroups of

the Weyl groups and five novel related types of E−functions, named Es±−, El±− and

Ee−−functions [34]. The resulting ten types of the multivariate functions retain similar

properties as their one-dimensional precursors and permit formulation of continuous multi-

variate generalizations of Fourier–Weyl transforms [34,56,57,60]. Formation of the discrete

Fourier–Weyl transforms requires a detailed description of the sets of points of the trans-

forms jointly with the finite sets of labels of the corresponding Weyl orbit functions [40].

The first implicit attempts to develop the discrete Fourier–Weyl transforms are taken in

the review articles [56, 57, 60, 84]. The paper [80] formulates the discrete orthogonality of

the C−, S− and E−functions on the refinement of the dual weight lattice using group

theoretical arguments.

The dual root system and the dual affine Weyl group first appear in the description of

the labels of the C− and S−functions and the corresponding fully explicit form of the dual

weight–lattice Fourier–Weyl transforms [A1]. The precise description of the fundamental

domains of E−functions and their dual versions lead to the explicit discrete even Fourier–

Weyl transforms of E−functions [A3]. The boundary behavior of the hybrid orbit functions

with respect to both point and label domains results in the corresponding hybrid Fourier–

Weyl transforms in [44]. Shifting weight and dual weight lattices by admissible shifts

together with the related compact description of the point and label sets further enriched

the collection of Fourier–Weyl transforms on the shifted refinement of the dual weight lattice

in [A2]. Taking into account direct products of the Weyl groups opens novel possibilities for

the types of E−functions and the related discrete transforms [A4]. Challenging description

of the discrete transforms for the remaining five types of E−functions is attempted for

bivariate cases in [34]. Fully general characterization of the point and label sets of all six

types of even Fourier–Weyl transforms is achieved recently in [40].

The multivariate antisymmetric and symmetric cosine, sine and exponential functions

and their alternating versions are introduced in [58, 59, 61, 62] as determinants and per-

manents [77] of matrices with entries comprising univariate cosine, sine and exponential

functions, respectively. The symmetric generalizations of cosine and sine functions are re-

lated in [42] to the Weyl orbit functions associated to the root systems of types Bn and Cn.

The lower-dimensional bivariate cases are detailed in [43,A5], the trivariate alternating ex-

ponentials are analyzed in [46]. The discrete orthogonality relations of these functions are

a consequence of ubiquitous univariate discrete cosine and sine transforms and their Carte-

sian direct product multidimensional generalizations. The eight underlying distinct types

of discrete cosine and sine transforms obey miscellaneous boundary conditions [7,103]. The

first four transforms I–IV are generalized to the multidimensional symmetric trigonomet-

ric functions in [59], the four symmetric cosine transforms of types V–VIII are developed

in [A6]. Utilization of the symmetric cosine and sine transforms to 2D and 3D interpo-

lation methods [8, 21] is demonstrated in [43, A5, A6]. The antisymmetric and symmetric

cosine functions also permit construction of the multivariate Chebyshev polynomial analy-

sis [2, 36,47,73,74,85].
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INTRODUCTION

The classical Chebyshev polynomials are extensively exploited orthogonal polynomials

interlaced with efficient methods of numerical integration and approximation [30,95]. Both

classes of antisymmetric and symmetric cosine functions are based on the one-dimensional

cosine functions and admit a multidimensional generalization of the Chebyshev polynomials

of the first and third kinds [A6]. For the two-dimensional case, the resulting polynomials

become special cases of bivariate analogues of Jacobi polynomials [63–65]. The multivariate

symmetric cosine Chebyshev polynomials inherit crucial properties from the symmetric

cosine functions and this link provides tools to generalize powerful numerical integration

formulas of the classical Chebyshev polynomials. The main objective of cubature formulas is

replacing integration by finite summing over the set of the generalized Chebyshev nodes [15].

The exact equality of the finite sum over the nodes and the approximated integral holds

for polynomials up to a specific degree, which depends on the number of nodes. Gaussian

cubature formulas require the lowest bound of the number of nodes and achieve the maximal

degree of precision [28, 69–71, 98]. Among sixteen types of the symmetric cosine cubature

formulas in [A6] four types are Gaussian.

Besides the ubiquitous dual weight–lattice discretization, the dual root–lattice dis-

cretization and the corresponding dual root Fourier–Weyl transforms are recently devel-

oped in [41]. Existence of the dual root Fourier–Weyl transforms permits construction

of the transforms for point sets, which are constructed by subtracting the point sets of

the dual root–lattice transform from the point sets of the dual weight–lattice transform.

Among these subtractively constructed point sets stands out a triangular honeycomb lat-

tice fragment with armchair boundaries. The concept of extended Weyl orbit functions and

the induced honeycomb Fourier–Weyl transforms are developed in [A9]. The real–valued

Hartley orbit functions [40,41,A9] and the corresponding discrete Hartley–Weyl transforms

constitute generalizations of the discrete version of the univariate Hartley transform [6,93].

The discrete Hartley–Weyl transforms are developed on the dual weight lattice [40], dual

root lattice [41] and honeycomb lattice [A9]. Modifications of the results in [A1], which pro-

duce the weight–lattice discretization and the corresponding Fourier–Weyl transforms, are

achieved in [A8]. The dual weight and weight–lattice Fourier–Weyl transforms are closely

linked to conformal field theory.

Conformal field theories with the Lie group symmetry regularly utilize the antisymmet-

ric Weyl orbit functions and their discrete Fourier–Weyl transforms [26,111]. A correspon-

dence between the dual weight discretization of Weyl orbit functions and affine modular

data associated with the Wess–Zumino–Novikov–Witten conformal field theories is devel-

oped in [A7]. Products of the discretized orbit functions are analogous with truncations of

tensor products which determine interactions in the conformal field models. A significant

tool for description of the tensor products, which leads to an efficient algorithm for cal-

culation of the fusion coefficients, is the Kac–Walton formula [26]. The generalization of

the Kac–Walton formula for the dual weight lattice Fourier–Weyl transforms from [A1] and

the related Galois symmetries are developed in [A7]. The Wess–Zumino–Novikov–Witten

conformal models depend on the weight–lattice discretization of Weyl orbit functions rather

than the dual weight–lattice discretization from [A1]. Three additional generalizations of
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the Kac–Peterson unitary and symmetric S−matrices resulting from the symmetric and

hybrid Weyl orbit functions are constructed in [A8]. Apart from conformal field theory,

the Fourier–Weyl and Hartley–Weyl transforms found also direct applications to eigenvi-

brations of mechanical models in solid state physics.

The 2D and 3D mechanical vibration models based on the Fourier–Weyl transforms

retain Weyl group symmetries and determine vibrations of the Weyl group invariant lat-

tices. General cases of the mechanical vibration models in solid state physics constitute

fundamental stepping stones for their quantum field versions [27]. Dispersion relations of

these models are systematically derived in solid state physics assuming solutions in expo-

nential form while imposing periodic Born–von Kármán boundary conditions [50]. The

Hartley orbit functions represent multidimensional generalizations of the cosine and sine

standing waves solutions of the one-dimensional beaded string subjected to von Neumann

and Dirichlet conditions, respectively. The Hartley orbit functions form Weyl group invari-

ant solutions with significantly expanded selection of boundary conditions. The spectral

analysis of initial conditions provided by the Fourier–Weyl transforms enables calculation

of time evolving exact solutions of the mechanical models. A special case of such mechan-

ical models, the mechanical graphene model [17], is currently intensively investigated [54]

in connection with the relevant graphene material [11,27]. Characteristics of the triangular

graphene dots, which form the point sets of the honeycomb Fourier–Weyl and Hartley–

Weyl transforms, are extensively theoretically and experimentally studied [96]. Transversal

eigenvibrations of the equilateral triangular sheets of the mechanical graphene and the

wave functions of the quantum particle on the same triangular honeycomb point set [96]

are determined by the honeycomb Hartley orbit functions from [A9].

The contribution of the author of the thesis to the original results, contained in the

included articles [A1–A9], ranges from theoretical research to calculation of model exam-

ples [A1–A3, A5, A7, A8], preparation of figures [A1–A5, A7–A9] and execution of sym-

bolic [A1–A3, A7–A9] and numerical computations [A5]. The most significant theoretical

results, which were obtained with the essential contribution of the author, encompass

• Theorem 3.3, Propositions 5.3 and 5.4 in [A1],

• Theorems 3.3, 3.4 and 4.1 in [A2],

• Propositions 2.1 and 2.3, Theorem 3.2, Proposition 5.1 in [A3],

• Sections 3.1.2 and 3.2.2 in [A4],

• Propositions 3.1 and 3.2 in [A5],

• Sections 3.2 and 3.4 in [A6],

• Theorems 4.1 and 4.5 in [A8],

• Sections V and VI in [A9].
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INTRODUCTION

The thesis is organized as follows. In Chapter 1, the notation is established and relevant

notions from the theory of root systems of Lie algebras, Weyl groups and affine Weyl

groups are summarized. In Chapter 2, the four types of discrete Fourier–Weyl transforms

are detailed and the even transforms and semisimple even transforms are compiled. In

Chapter 3, the symmetric exponential and cosine transforms are outlined, the related 2D

and 3D interpolation problems presented and the developed cosine cubature formulas listed.

In Chapter 4, the modified multiplication of orbit functions and generalized Kac–Walton

formulas are summarized, the weight lattice discretization and the inherent Kac–Peterson

matrices presented. Application of the Fourier–Weyl transforms to the transversal vibration

models of Weyl group invariant lattices is developed. In the Conclusion, the conclusions and

follow up problems are presented. In the section Included Publications, the nine included

articles [A1–A9] are listed.
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Chapter 1

Affine Weyl groups

The purpose of the chapter is to establish notation of the thesis and recall pertinent notions

from the theory of Lie groups, Lie algebras and their related Weyl groups and affine Weyl

groups [49, 108]. The classical material is extended where necessary by definitions and

properties from [A1,A2,A7]. The starting point is the classification of the compact, simple,

connected and simply connected Lie groups and their corresponding complex simple Lie

algebras [49, 108] which consists of four infinite series An (n ≥ 1), Bn (n ≥ 3), Cn (n ≥ 2),

Dn (n ≥ 4) and five exceptional cases E6, E7, E8, F4, G2.

1.1 Root systems and Weyl groups

To each complex simple Lie algebra from the four infinite series and the five exceptional

cases corresponds the set of vectors

∆ = {α1, . . . , αn} ⊂ Rn,

that are called simple roots [5, 49, 108]. Each set of simple roots ∆ constitutes a non-

orthogonal basis of the Euclidean space Rn with the standard scalar product denoted as

〈·, ·〉. There are two types of the sets of simple roots ∆. The first type of ∆, referred to

also as simply-laced, consists of the roots of one length only and comprises the series

An (n ≥ 1), Dn (n ≥ 4) and three special cases E6, E7, E8. The second type contains roots

with two different lengths and is represented by the series Bn (n ≥ 3), Cn (n ≥ 2) and two

exceptional cases F4, G2. For the cases of ∆ with two different root-lengths, the set ∆ is

disjointly decomposed into a set ∆s of short simple roots and a set ∆l of long simple

roots,

∆ = ∆s ∪∆l. (1.1)

Every simple root αi ∈ ∆ induces a reflection ri given by the standard formula for any

a ∈ Rn,

ria = a− 2 〈a, αi〉
〈αi, αi〉

αi.

The set of reflections ri, i ∈ {1, . . . , n} generates a finite Weyl group W of orthogonal

operators. Action of the Weyl group W on the set ∆ generates the root system Π,

Π = W∆.

9



1.1. ROOT SYSTEMS AND WEYL GROUPS

The current notion of the root system coincides with a more general notion of root systems

from the theory of Coxeter groups [4], the root systems corresponding to the complex simple

Lie algebras are called irreducible and crystallographic in [48].

The set of simple roots ∆ determines a specific partial ordering ≤∆ on Rn defined for

any λ, ν ∈ Rn as ν ≤∆ λ if and only if

λ− ν = k1α1 + · · ·+ knαn, ki ∈ Z≥0, i ∈ {1, . . . , n}.

There exists a unique root ξ ∈ Π that is maximal with respect to the ordering ≤∆ restricted

to the root system Π, this highest root ξ ∈ Π is expressed as a linear combination of the

simple roots

ξ = m1α1 + · · ·+mnαn,

with non-negative integer coefficents m1, . . . ,mn ∈ N. The numbers m1, . . . ,mn are called

the marks and are listed in Table 1 in [A1]. The numbers q1, . . . , qn ∈ N associated to the

marks via relation

qi =
mi 〈αi, αi〉

2
, i ∈ {1, . . . , n}, (1.2)

are called the comarks. The comarks are tabulated in Table I in [A8].

A circle inversion of simple roots αi ∈ ∆,

α∨i =
2αi
〈αi, αi〉

,

leads to a set of the vectors ∆∨ = {α∨1 , . . . , α∨n} that is also a set of simple roots of some

complex simple Lie algebra. The set ∆∨ generates the entire dual root system via action

of the Weyl group,

Π∨ = W∆∨,

that contains the highest dual root η ∈ Π∨ with respect to the ordering ≤∆∨ of the form

η = m∨1α
∨
1 + · · ·+m∨nα

∨
n .

The expansion coefficients of the highest dual root m∨1 , . . . ,m
∨
n , named the dual marks

are listed in Table 1 in [A1].

Setting additionally the zero mark and dual mark m0 = m∨0 = 1, the Coxeter number

m is a common value of the sum of the marks and the dual marks,

m =
n∑
i=0

mi =
n∑
i=0

m∨i . (1.3)

Setting also the zero comark q0 = 1, the dual Coxeter number g is the sum of the

comarks,

g =
n∑
i=0

qi. (1.4)

Explicit form of the the sets of simple roots and their relation to their highest root is

encoded in extended Coxeter-Dynkin diagrams in Figure 1 in [A1].

10



CHAPTER 1. AFFINE WEYL GROUPS

There are four significant Weyl group invariant lattices: the root lattice, the dual weight

lattice, the dual root lattice and the weight lattice. The root lattice Q is the integer span

of the set of simple roots ∆,

Q = Zα1 + · · ·+ Zαn.

The dual weight lattice P∨ is Z−dual to the root lattice Q,

P∨ = {ω∨ ∈ Rn | 〈ω∨, αi〉 ∈ Z, ∀αi ∈ ∆} = Zω∨1 + · · ·+ Zω∨n ,

where the vectors ω∨i are called the dual fundamental weights and are determined by

the duality formula,

〈ω∨i , αj〉 = δij.

The dual root lattice Q∨ is the integer span of the set of dual simple roots ∆∨,

Q∨ = Zα∨1 + · · ·+ Zα∨n .

The weight lattice P is Z−dual to the dual root lattice Q∨,

P = {ω ∈ Rn | 〈ω, α∨i 〉 ∈ Z, ∀α∨i ∈ ∆∨} = Zω1 + · · ·+ Zωn, (1.5)

where the vectors ωi are called the fundamental weights and are determined by the

duality formula,

〈ωi, α∨j 〉 = δij.

The cone of the dominant weights is given as

P+ = Z≥0ω1 + · · ·+ Z≥0ωn, (1.6)

and the cone of the strictly dominant weights is determined by

P++ = Nω1 + · · ·+ Nωn. (1.7)

Any vector %∨ ∈ Rn is an admissible shift if the shifted dual weight lattice %∨ + P∨

remains W−invariant,

W (%∨ + P∨) = %∨ + P∨. (1.8)

Any vector % ∈ Rn is a dual admissible shift if the shifted weight lattice %+ P remains

W−invariant,

W (%+ P ) = %+ P. (1.9)

Any admissible shifts %∨ ∈ P∨ that preserve the dual weight lattice %∨+P∨ = P∨ and any

dual admissible shifts % ∈ P that preserve the weight lattice %+ P = P are called trivial.

Any two admissible shifts which differ by a corresponding trivial shift are equivalent. The

non-trivial admissible shifts and dual admissible shifts are classified up to the equivalence

in Table 1 in [A2].

The Cartan matrix C is determined by its entries Cij via relation

Cij =
〈
αi, α

∨
j

〉
. (1.10)
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1.2. FUNDAMENTAL DOMAINS AND HOMOMORPHISMS

The determinant c of the Cartan matrix C determines the index of connection of the

root system Π and the orders of the quotient groups P/Q and P∨/Q∨,

c = detC = |P/Q| = |P∨/Q∨| . (1.11)

The Gram determinant of the α∨-basis d determines the order of the quotient group

P/Q∨,

d = det〈α∨i , α∨j 〉 = |P/Q∨| = 2

〈α1, α1〉
· · · 2

〈αn, αn〉
detC, (1.12)

and coincides with the number c for the simply-laced systems. The numbers d are for the

systems with two root-lengths summarized in Table I in [A8].

The affine reflection r0 and the reflection rξ with respect to the highest root ξ ∈ Π

are defined for any a ∈ Rn as

r0a = rξa+
2ξ

〈ξ, ξ〉
, rξa = a− 2〈a, ξ〉

〈ξ, ξ〉
ξ. (1.13)

The set of generators R, comprising reflections r1, . . . , rn and the affine reflection r0,

R = {r0, r1, . . . , rn}, (1.14)

generates the affine Weyl group W aff . The group of shifts Q∨ by the elements of the

dual root lattice forms a normal subgroup of W aff and the affine Weyl group is of the

following semidirect product form,

W aff = Q∨ oW. (1.15)

The dual affine reflection r∨0 and the reflection rη with respect to the dual highest

root η ∈ Π∨ are defined for any a ∈ Rn as

r∨0 a = rηa+
2η

〈η, η〉
, rηa = a− 2〈a, η〉

〈η, η〉
η. (1.16)

The set of generators R∨, comprising reflections r∨1 ≡ r1, . . . , r
∨
n ≡ rn and the dual affine

reflection r∨0 ,

R∨ = {r∨0 , r∨1 , . . . , r∨n},

generates the dual affine Weyl group Ŵ aff . The group of shifts Q by the elements of

the root lattice forms a normal subgroup of Ŵ aff and the dual affine Weyl group is of the

following semidirect product form,

Ŵ aff = QoW. (1.17)

1.2 Fundamental Domains and Homomorphisms

For any waff ∈ W aff , a unique Weyl group element w ∈ W and a unique shift T (q∨) ∈ W aff

by q∨ ∈ Q∨ exist such that it holds

waffa = T (q∨)wa = wa+ q∨.

12



CHAPTER 1. AFFINE WEYL GROUPS

The retraction homomorphism ψ : W aff → W of the semidirect product (1.15) and the

mapping τ : W aff → Q∨ are given for any waff = T (q∨)w ∈ W aff by

ψ(waff) = w, (1.18)

τ(waff) = q∨. (1.19)

For any waff ∈ Ŵ aff , a unique Weyl group element w ∈ W and a unique shift T (q) ∈ Ŵ aff

by q ∈ Q exist such that

waffa = T (q)wa = wa+ q.

The dual retraction homomorphism ψ̂ : Ŵ aff → W of the semidirect product (1.17)

and the mapping τ̂ : Ŵ aff → Q are given for any T (q)w ∈ Ŵ aff by

ψ̂(waff) = w, (1.20)

τ̂(waff) = q. (1.21)

The augmented dual affine Weyl group Ŵ aff
M is defined for any scaling factor M ∈ N

by relation

Ŵ aff
M = MQ o W. (1.22)

Each admissible shift %∨ generates a shift homomorphism from the dual affine Weyl

group θ̂%∨ : Ŵ aff → {±1} defined in [A2] for any waff ∈ Ŵ aff via the mapping (1.21) as

θ̂%∨(waff) = e2πi〈τ̂(waff), %∨〉. (1.23)

To trivial admissible shifts corresponds the trivial shift homomorphism θ̂%∨(waff) = 1. The

dual shift homomorphism θ% : W aff → {±1} is defined in [A2] for any dual admissible

shift % and for any waff ∈ W aff via the mapping (1.19) as

θ%(w
aff) = e2πi〈τ(waff), %〉. (1.24)

Any homomorphism σ : W 7→ {±1} is called a sign homomorphism [44]. There exist

exactly two sign homomorphisms for the simply-laced roots systems and four for the systems

with two root-lengths. The identity 1 and the determinant σe sign homomorphisms,

which exist for all Weyl groups W, are given on the generating reflections ri, αi ∈ ∆ as

1(ri) =1,

σe(ri)=− 1.

For the root systems with two lengths of roots, the short and long sign homomorphisms

σs and σl are defined via decomposition (1.1) as

σs(ri) =

{
−1, αi ∈ ∆s,
1, αi ∈ ∆l,

σl(ri) =

{
−1, αi ∈ ∆l,
1, αi ∈ ∆s.
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1.2. FUNDAMENTAL DOMAINS AND HOMOMORPHISMS

Defining the composition · of the sign homomorphisms pointwise [40], the resulting two-

element and four-element abelian groups are isomorphic to Z2 and the Klein four-group,

respectively.

Composing the retraction homomorphism (1.18), the dual shift homomorphism (1.24)

and up to four sign homomorphisms yields the γσ%−homomorphism as a mapping

γσ% : W aff → {±1},

defined for any waff ∈ W aff as

γσ% (waff) = θ%(w
aff) · [σ ◦ ψ(waff)]. (1.25)

The values of the γσ%−homomorphism on the generators from the generator set R are for

trivial and non-trivial admissible shifts summarized in Table II in [A2]. The dual retraction

homomorphism (1.20), the shift homomorphism (1.23) and up to four sign homomorphisms

lead to the homomorphism γ̂σ%∨ : Ŵ aff → {±1} given for any waff ∈ Ŵ aff as

γ̂σ%∨(waff) = θ̂%∨(waff) · [σ ◦ ψ̂(waff)]. (1.26)

The values of the γ̂σ%−homomorphism on the generators from the generator set R∨ are listed

in Table III in [A2].

The fundamental domain F of the affine Weyl group W aff consists of exactly one

point of each W aff−orbit. The fundamental domain F is chosen as the convex hull of the

nodes
{

0,
ω∨1
m1
, . . . , ω

∨
n

mn

}
,

F =

{
n∑
i=1

yiω
∨
i

∣∣∣∣ n∑
i=0

yimi = 1, y0, . . . , yn ≥ 0

}
. (1.27)

The order of the isotropy subgroup StabW aff (a) of any point a ∈ Rn,

StabW aff (a) =

{
waff ∈ W aff

∣∣∣∣waffa = a

}
,

defines for any M ∈ N a function hM : Rn → N and a function ε : Rn → N by

hM(a) =
∣∣∣StabW aff

( a
M

)∣∣∣ , ε(a) =
|W |
h1(a)

. (1.28)

The dual fundamental domain F∨ of the dual affine Weyl group Ŵ aff is the convex

hull of nodes
{

0, ω1

m∨1
, . . . , ωn

m∨n

}
,

F∨ =

{
n∑
i=1

ziωi

∣∣∣∣ n∑
i=0

zim
∨
i = 1, z0, . . . , zn ≥ 0

}
. (1.29)

The order of the isotropy subgroup StabŴ aff (b) of a point b ∈ Rn defines for any M ∈ N a

function h∨M : Rn → N by the relation

h∨M(b) =

∣∣∣∣StabŴ aff

(
b

M

)∣∣∣∣ . (1.30)
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CHAPTER 1. AFFINE WEYL GROUPS

For any sign homomorphism σ and any admissible dual shift % the generalized fun-

damental domain F σ(%) ⊂ F is given as

F σ(%) =
{
a ∈ F

∣∣ γσ% (StabW aff (a)) = {1}
}

and the subset Rσ(%) ⊂ R of generators of W aff is given as

Rσ(%) =
{
r ∈ R

∣∣ γσ% (r) = −1
}
. (1.31)

Subsets Hσ(%) of the boundaries of F are defined as

Hσ(%) = {a ∈ F | (∃r ∈ Rσ(%))(ra = a)} (1.32)

and Proposition 2.7 in [A2] asserts that

F σ(%) = F \Hσ(%).

Each subset Rσ(0) of the set of generators R determines the decomposition of the sum of

marks and comarks

mσ =
∑

ri∈Rσ(0)

mi, (1.33)

qσ =
∑

ri∈Rσ(0)

qi. (1.34)

For any sign homomorphism σ and any admissible shift %∨ the generalized dual

fundamental domain F σ∨(%∨) ⊂ F∨ is given as

F σ∨(%∨) =
{
a ∈ F∨

∣∣ γ̂σ%∨ (StabŴ aff (a)
)

= {1}
}

(1.35)

and the subset Rσ∨(%∨) ⊂ R∨ of generators of Ŵ aff is given as

Rσ∨(%∨) =
{
r ∈ R∨

∣∣ γ̂σ%∨ (r) = −1
}
. (1.36)

Subsets Hσ∨(%∨) of the boundaries of F∨ are defined as

Hσ∨(%∨) = {a ∈ F∨ | (∃r ∈ Rσ∨(%∨))(ra = a)} (1.37)

and Proposition 2.8 in [A2] asserts that

F σ∨(%∨) = F∨ \Hσ∨(%∨).

1.3 Even Weyl Groups and Fundamental Domains

The sign homomorphism σe is explicitly determined as the determinant of the Weyl group

element w ∈ W,
σe(w) = detw.

15



1.3. EVEN WEYL GROUPS AND FUNDAMENTAL DOMAINS

The kernel of the determinant homomorphism σe forms a normal subgroup W e ⊂ W,

W e = {w ∈ W | detw = 1} .

The even Weyl group W e exists for all root systems and comprises exactly a half of the

elements of W,

|W | = 2 |W e| .

The infinite even affine Weyl group W aff
e ⊂ W aff is the semidirect product of the

dual root lattice translation group Q∨ and of the even Weyl group W e,

W aff
e = Q∨ oW e. (1.38)

The infinite dual even affine Weyl group Ŵ aff
e ⊂ Ŵ aff is the semidirect product of the

root lattice translation group Q and of the even Weyl group W e,

Ŵ aff
e = QoW e. (1.39)

The even fundamental domain F e of the even affine Weyl group W aff
e consists of

exactly one point of each W aff
e −orbit. The fundamental domain F e is chosen in [A3] as the

fundamental domain F extended by a reflected open interior of the form rj int(F ), with

some fixed j ∈ {1, . . . , n},
F e = F ∪ rj int(F ). (1.40)

The order of the even isotropy subgroup StabW aff
e

(a) of any point a ∈ Rn, defines for any

M ∈ N an even function heM : Rn → N and an even function εe : Rn → N by

heM(a) =
∣∣∣StabW aff

e

( a
M

)∣∣∣ , εe(a) =
|W e|
he1(a)

. (1.41)

The dual even fundamental domain F e∨ of the dual affine Weyl group Ŵ aff
e is the

dual fundamental domain extended by its reflected open interior [A3],

F e∨ = F∨ ∪ rj int(F∨). (1.42)

The order of the isotropy subgroup StabŴ aff
e

(b) of a point b ∈ Rn defines for any M ∈ N an

even function he∨M : Rn → N by the relation

he∨M (b) =

∣∣∣∣StabŴ aff
e

(
b

M

)∣∣∣∣ . (1.43)
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Chapter 2

Fourier–Weyl Transforms

The chapter collects the results concerning the development of the discrete orbit function

transforms. The first major contribution of the author to this field is presented in pa-

per [A1], where the two standard cases of discrete Fourier–Weyl transforms of the orbit

C−functions and S−functions are developed. The two basic transforms are generalized

and exemplified in papers [35, 44]. The paper [A2] further generalizes the four types of

transforms for the shifted lattices. Another direction in generalizing the transforms lies in

taking even subgroups of the Weyl groups as the symmetrizing tool. The essential discrete

E−transform is achieved in the author’s publication [A3]. The E−transform is additionally

generalized and exemplified in papers [34, 40]. Two fundamental possibilites of extending

the E−transforms to reducible root systems are achieved in [A4]. In the following sections,

the crucial notions from the representative papers [A1–A4] are concisely summarized.

2.1 (Anti)symmetric and Hybrid Transforms

Two families of complex orbit functions ϕσb : Rn → C for any root system together with

two additional families for the systems with two root-lengths are labeled by the labels b ∈ Rn

and determined by the sign homomorphisms σ via signed symmetrization of exponential

functions over the Weyl group W,

ϕσb (a) =
∑
w∈W

σ(w) e2πi〈wb, a〉, a ∈ Rn. (2.1)

Using the Hartley kernel functions

cas a = cos a+ sin a,

the real-valued Hartley orbit functions, introduced in [40,41,A9], are given by

ζσb (a) =
∑
w∈W

σ(w) cas 2π〈wb, a〉, a ∈ Rn. (2.2)

In [A1], the two families ϕ1
b and ϕσ

e

b are called the C−functions and S−functions,

respectively, and the following notation is used,

Φb = ϕ1
b, ϕb = ϕσ

e

b . (2.3)
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2.1. (ANTI)SYMMETRIC AND HYBRID TRANSFORMS

For % an admissible dual shift and b ∈ % + P , for any waff ∈ W aff and a ∈ Rn the

argument symmetry, containing the γσ%−homomorphism (1.25), is of the form

ϕσb (waffa) = γσ% (waff) · ϕσb (a). (2.4)

The orbit functions ϕσb have common zero points on the boundary Hσ(%),

ϕσb (a′) = 0, a′ ∈ Hσ(%). (2.5)

For %∨ an admissible shift and a point a ∈ 1
M

(%∨ + P∨), M ∈ N together with any

waff ∈ Ŵ aff and b ∈ Rn, the label symmetry of orbit functions is determined by the

dual γ̂σ%−homomorphism (1.26),

ϕσ
Mwaff( b

M )(a) = γ̂σ%∨(waff)ϕσb (a). (2.6)

The orbit functions ϕσb are zero on the magnified boundary MHσ∨(%∨),

ϕσb (a) = 0, b ∈MHσ∨(%∨). (2.7)

Discrete values of both points a ∈ 1
M

(%∨+P∨) and labels b ∈ %+P of the orbit functions

ϕσb (a) are due to the argument symmetries restricted to the set of points F σ
M(%, %∨),

F σ
M(%, %∨) =

[
1

M
(%∨ + P∨)

]
∩ F σ(%), (2.8)

and due to the label symmetries restricted to the set of labels Λσ
M(%, %∨),

Λσ
M(%, %∨) = (%+ P ) ∩MF σ∨(%∨). (2.9)

Different notations are used for special cases of the sets F σ
M(%, %∨); for F 1

M(0, 0) and

F σe

M (0, 0), the symbols FM and F̃M are used in [A1,A7],

FM = F 1
M(0, 0),

F̃M = F σe

M (0, 0).
(2.10)

Different notations are also used for special cases of the sets Λσ
M(%, %∨); for Λ1

M(0, 0) and

Λσe

M (0, 0), the symbols ΛM and Λ̃M are used in [A1] and the symbols PM
+ and PM

++ in [A7],

ΛM = PM
+ = Λ1

M(0, 0),

Λ̃M = PM
++ = Λσe

M (0, 0).
(2.11)

Theorem 3.4 in [A2] states that the cardinalities of the sets of labels and the sets of points

coincide for each case,

|Λσ
M(%, %∨)| = |F σ

M(%, %∨)|.

The explicit form of the point and label sets, crucial for theoretical implications as well

applications, is for each case of admissible shifts %∨ = %∨1ω
∨
1 + · · · + %∨nω

∨
n and admissible

dual shifts % = %1ω1 + · · ·+ %nωn determined via the symbols

uσ,%i ∈

{
N, ri ∈ Rσ(%),

Z≥0, ri ∈ R \Rσ(%),
(2.12)
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CHAPTER 2. FOURIER–WEYL TRANSFORMS

and the symbols

tσ,%
∨

i ∈

{
N, ri ∈ Rσ∨(%∨),

Z≥0, ri ∈ R∨ \Rσ∨(%∨).

The set of points F σ
M(%, %∨) is calculated explicitly as

F σ
M(%, %∨) =

{
n∑
i=1

uσ,%i + %∨i
M

ω∨i

∣∣∣∣ n∑
i=0

uσ,%i mi = M

}
, (2.13)

and the set of labels Λσ
M(%, %∨) as

Λσ
M(%, %∨) =

{
n∑
i=1

(tσ,%
∨

i + %i)ωi

∣∣∣∣ n∑
i=0

tσ,%
∨

i m∨i = M

}
.

Explicit counting formulas for cardinalities of the sets F 1
M(0, 0) and F σe

M (0, 0), denoted as

FM and F̃M , are derived in Theorem 3.3 and Proposition 3.5 in [A1]. Explicit counting

formulas for cardinalities of the sets F σs

M (0, 0) and F σl

M (0, 0), denoted as F s
M and F l

M , are

contained in Theorem 5.2 in [44]. The remaining cases related to non-trivial shifts are

derived in Theorem 3.3 in [A2].

The vector space FσM(%, %∨) of complex functions f : F σ
M(%, %∨) → C is equipped with

a scalar product containing the weight function (1.28). This weighted scalar product is

of the following form for any f, g ∈ FσM(%, %∨),

〈f, g〉FσM (%,%∨) =
∑

a∈FσM (%,%∨)

ε(a)f(a)g(a). (2.14)

The orthogonality relations of orbit functions in the Hilbert space FσM(%, %∨) are summa-

rized in Theorem 4.1 in [A2]. Using the numbers (1.11) and functions (1.30), the orthogo-

nality relations are for any labels b, b′ ∈ Λσ
M(%, %∨) of the form

〈ϕσb , ϕσb′〉FσM (%,%∨) = c |W |Mnh∨M(b) δb,b′ . (2.15)

The forward Fourier–Weyl transform calculates for any f ∈ FσM(%, %∨) its spectral

transform f̂ : Λσ
M(%, %∨)→ C by prescribing for any b ∈ Λσ

M(%, %∨) the value

f̂(b) =
〈f, ϕσb 〉FσM (%,%∨)

〈ϕσb , ϕσb 〉FσM (%,%∨)

= (c |W |Mnh∨M(b))−1
∑

a∈FσM (%,%∨)

ε(a)f(a)ϕσb (a). (2.16)

Due to the orthogonality relations, the backward Fourier–Weyl transform returns

the original function f ∈ FσM(%, %∨),

f(a) =
∑

b∈ΛσM (%,%∨)

f̂(b)ϕσb (a), a ∈ F σ
M(%, %∨). (2.17)

The corresponding Plancherel formula is of the form∑
a∈FσM (%,%∨)

ε(a) |f(a)|2 =c |W |Mn
∑

b∈ΛσM (%,%∨)

h∨M(b)|f̂(b)|2.
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2.2. EVEN TRANSFORMS

2.2 Even Transforms

A family of complex even orbit functions Ξb : Rn → C for any root system, labeled by

the labels b ∈ Rn, is determined via symmetrization of exponential functions over the even

Weyl group W e,

Ξb(a) =
∑
w∈W e

e2πi〈wb, a〉. (2.18)

The argument symmetry of the even orbit function with respect to the even affine Weyl

group W aff
e for waff ∈ W aff

e , b ∈ P and a ∈ Rn is of the form

Ξb(w
affa) = Ξb(a). (2.19)

For a point a ∈ 1
M
P∨, M ∈ N together with any waff ∈ Ŵ aff

e and b ∈ Rn, the label symmetry

of even orbit functions is of the form

ΞMwaff( b
M

)(a) = Ξb(a). (2.20)

Discrete values of both points a ∈ 1
M
P∨ and labels b ∈ P of the even orbit functions

Ξb(a) are due to the argument symmetries restricted to the even set of points F e
M ,

F e
M =

1

M
P∨ ∩ F e, (2.21)

and due to the label symmetries restricted to the even set of labels Λe
M ,

Λe
M = P ∩MF e∨. (2.22)

The cardinalities of the even sets of labels and the even sets of points coincide for each

case [A3],

|Λe
M | = |F e

M |.

The explicit form of the even point and label sets, determined by relation (31) in [A3],

is reformulated in current notation as

F e
M = [F 1

M(0, 0)] ∪ [rjF
σe

M (0, 0)],

with F 1
M(0, 0) given explicitly by (2.13) and

rjF
σe

M (0, 0) =


n∑
i=1
i 6=j

s′i
M
ω∨i +

s′j
M

(ω∨j − α∨j )

∣∣∣∣ s′0, . . . , s′n ∈ N,
n∑
i=0

s′imi = M

 . (2.23)

Explicit counting formulas for cardinalities of the sets F e
M are derived in Theorem 3.2

in [A3].

The vector space F eM of complex functions f : F e
M → C is equipped with a scalar

product containing the even weight function (1.41). This even weighted scalar product

is of the following form for any f, g ∈ F eM ,

〈f, g〉F eM =
∑
a∈F eM

εe(a)f(a)g(a). (2.24)
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The orthogonality relations of even orbit functions in the Hilbert space F eM are summa-

rized in Proposition 5.1 in [A3]. Using the numbers (1.11) and even functions (1.43), the

orthogonality relations are for any labels b, b′ ∈ Λe
M of the form

〈Ξb, Ξb′〉F eM = c |W e|Mnhe∨M (b) δb,b′ . (2.25)

The forward even Fourier–Weyl transform calculates for any f ∈ F eM its even

spectral transform f̂ : Λe
M → C by prescribing for any b ∈ Λe

M the value

f̂(b) =
〈f, Ξb〉F eM
〈Ξb, Ξb〉F eM

= (c |W e|Mnhe∨M (b))−1
∑
a∈F eM

εe(a)f(a)Ξb(a). (2.26)

Due to the orthogonality relations (2.25), the backward even Fourier–Weyl trans-

form returns the original function f ∈ F eM ,

f(a) =
∑
b∈ΛeM

f̂(b)Ξb(a), a ∈ F e
M . (2.27)

The corresponding even Plancherel formula is of the form∑
a∈F eM

εe(a) |f(a)|2 =c |W e|Mn
∑
b∈ΛeM

he∨M (b)|f̂(b)|2.

2.3 Semisimple Even Transforms

For two compact simply connected, connected simple Lie groups G1, G2 of rank n1 and

n2 with irreducible root systems ∆1 and ∆2, their corresponding Weyl groups are denoted

by W1 and W2, their Cartan matrices by C1 and C2, their weight lattices by P1 and P2,

their dual weight lattices by P∨1 and P∨2 , their root lattices by Q1 and Q2, their dual root

lattices by Q∨1 and Q∨2 . The corresponding affine Weyl groups and their dual versions are

for i = 1, 2 denoted by

W aff
i = Q∨i oWi,

Ŵ aff
i = Qi oWi,

and their fundamental domains by F1, F2 and F∨1 , F∨2 , respectively.

For the semisimple Lie group G = G1 × G2 of rank n1 + n2, the corresponding Weyl

group and root system are W = W1 × W2 and ∆ = ∆1 × ∆2, the Cartan matrix is

C =
(
C1 0
0 C2

)
, the weight lattice P = P1 × P2, the dual weight lattice P∨ = P∨1 × P∨2 , the

root lattice Q = Q1 × Q2, the dual root lattice Q∨ = Q∨1 × Q∨2 . The affine Weyl group

W aff = W aff
1 ×W aff

2 = Q∨oW has the fundamental domain of the form F = F1×F2. Two

possibilities to define even Weyl subgroup of W = W1×W2 exist [A4]. The first defines the

direct product even Weyl group W ee ⊂ W as a direct product of the corresponding

even Weyl groups W e
1 ⊂ W1 and W e

2 ⊂ W2,

W ee = W e
1 ×W e

2 . (2.28)
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The direct product even Weyl group comprises one-fourth of elements of the entire Weyl

group W ,

|W ee| = 1
4
|W1||W2|.

The direct product even affine group W aff
ee and the direct product dual even

affine group Ŵ aff
ee are given by

W aff
ee = Q∨ oW ee,

Ŵ aff
ee = QoW ee,

and their fundamental domains are the products of the corresponding even fundamental

domains,

F ee = F e
1 × F e

2 ,

F ee∨ = F e∨
1 × F e∨

2 .

The direct product even orbit functions Ξee
b corresponding to W ee are for any

b = (b1, b2) ∈ Rn1+n2 and a = (a1, a2) ∈ Rn1+n2 , with a1, b1 ∈ Rn1 and a2, b2 ∈ Rn2 , of the

form

Ξee
b (a) =

∑
w∈W ee

e2πi〈wa,b 〉 = Ξb1(a1)Ξb2(a2),

where the functions Ξb1 and Ξb2 are even orbit functions defined byW e
1 andW e

2 , respectively.

The contour plots of several lowest Ξee−functions of A1×A1 are depicted in Figure 1 in [A4].

For two arbitrary M1,M2 ∈ N, discrete values of both points a ∈ 1
M1
P∨1 × 1

M2
P∨2 and labels

b ∈ P of the even orbit functions Ξee
b (a) are due to the argument symmetries restricted to

the direct product even set of points F ee
M1M2

,

F ee
M1M2

=

(
1

M1

P∨1 ×
1

M2

P∨2

)
∩ F ee,

and due to the label symmetries restricted to the direct product even set of labels

Λee
M1M2

,

Λee
M1M2

= P ∩ (M1F
∨e
1 ×M2F

∨e
2 ).

For any b = (b1, b2) ∈ Rn1+n2 and a = (a1, a2) ∈ Rn1+n2 , with a1, b1 ∈ Rn1 and a2, b2 ∈
Rn2 , the direct product even functions εee, hee∨M1M2

(b) : Rn1+n2 → C are defined via

relations

εee(a) = εe(a1)εe(a2),

hee∨M1M2
(b) = he∨M1

(b1)he∨M2
(b2).

The vector space F eeM1M2
of complex functions f : F ee

M1M2
→ C is equipped with the direct

product even weighted scalar product of the following form for any f, g ∈ F eeM1M2
,

〈f, g〉F eeM1M2
=

∑
a∈F eeM1M2

εee(a)f(a)g(a). (2.29)
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CHAPTER 2. FOURIER–WEYL TRANSFORMS

The discrete orthogonality relations of direct product even orbit functions hold for any

b, b′ ∈ Λee
M1M2

,

〈Ξee
b , Ξee

b′ 〉F eeM1M2
= detC |W ee|Mn1

1 Mn2
2 hee∨M1M2

(b) δb,b′ . (2.30)

The forward direct product even Fourier–Weyl transform calculates for any f ∈
F eeM1M2

its spectral transform f̂ : Λee
M1M2

→ C by prescribing for any b ∈ Λee
M1M2

the value

f̂(b) =(detC |W ee|Mn1
1 Mn2

2 hee∨M1M2
(b))−1

∑
a∈F eeM1M2

εee(a)f(a)Ξee
b (a). (2.31)

Due to the orthogonality relations (2.30), the backward direct product even Fourier–

Weyl transform returns the original function f ∈ F eeM1M2
,

f(a) =
∑

b∈ΛeeM1M2

f̂(b)Ξee
b (a), a ∈ F ee

M1M2
. (2.32)

The second possibility uses the full even Weyl group W e ⊂ W as

W e = {w ∈ W1 ×W2 | detw = 1}. (2.33)

The full even Weyl group comprises one-half of elements of the entire Weyl group W ,

|W e| = 1
2
|W1||W2|.

The full even affine group W aff
e and the full dual even affine group Ŵ aff

e are given by

W aff
e = Q∨ oW e,

Ŵ aff
e = QoW e,

and their fundamental domains are given by taking any fixed generating reflection r1 of the

group W1,

F e = F1 × F2 ∪ int(r1F1 × F2),

F e∨ = F∨1 × F∨2 ∪ int(r1F
∨
1 × F∨2 ).

The full even orbit functions Ξe
b corresponding toW e are for any b = (b1, b2) ∈ Rn1+n2

and a = (a1, a2) ∈ Rn1+n2 , with a1, b1 ∈ Rn1 and a2, b2 ∈ Rn2 , of the form

Ξe
b(a) =

∑
w∈W e

e2πi〈wa,b 〉 = Ξb1(a1)Ξb2(a2) + Ξr1b1(a1)Ξr2b2(a2),

where r2 is some generating reflection of the group W2 and the functions Ξb1 and Ξb2 are

even orbit functions defined by W e
1 and W e

2 , respectively. The contour plots of several

lowest Ξe−functions of A1 × A1 are depicted in Figure 2 in [A4]. For arbitrary M ∈ N,

discrete values of both points a ∈ 1
M
P∨ and labels b ∈ P of the full even orbit functions

Ξe
b(a) are due to the argument symmetries restricted to the full even set of points F e

M ,

F e
M =

1

M
P∨ ∩ F e,
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2.3. SEMISIMPLE EVEN TRANSFORMS

and due to the label symmetries restricted to the full even set of labels Λe
M ,

Λe
M = P ∩MF∨e.

The full even functions εe, he∨M (b) : Rn1+n2 → C and the full even weighted scalar

product are defined allowing W e to be of the form (2.28) in defining relations (1.41), (1.43)

and (2.24).

The vector space F eM of complex functions f : F e
M → C is equipped with the full even

weighted scalar product and the orthogonality relations of full even orbit functions in the

Hilbert space F eM are for b, b′ ∈ Λe
M of the form

〈Ξe
b, Ξe

b′〉F eM = detC |W e|Mn1+n2he∨M (b) δb,b′ . (2.34)

The forward full even Fourier–Weyl transform calculates for any f ∈ F eM its even

spectral transform f̂ : Λe
M → C by prescribing for any b ∈ Λe

M the value

f̂(b) =(detC |W e|Mn1+n2he∨M (b))−1
∑
a∈F eM

εe(a)f(a)Ξe
b(a). (2.35)

Due to the orthogonality relations (2.34), the backward full even Fourier–Weyl trans-

form returns the original function f ∈ F eM ,

f(a) =
∑
b∈ΛeM

f̂(b)Ξe
b(a), a ∈ F e

M . (2.36)
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Chapter 3

(Anti)symmetric Trigonometric
Transforms

The chapter collects the results concerning the development of the multivariate symmetric

and antisymmetric trigonometric transforms. The first contribution of the author to this

field is achieved in paper [A5], where the two-dimensional exponential and cosine transforms

and related interpolation problems are presented. The two-dimensional sine transforms

are further generalized and exemplified in paper [43]. The paper [46] investigated three-

dimensional multivariate exponential analogues of the E−functions. Four novel types of

multivariate symmetric and antisymmetric discrete cosine transforms and the correspond-

ing interpolation and cubature formulas are developed in [A6]. The cubature formulas in

context of the Weyl orbit functions and their corresponding discrete transforms are de-

veloped in [33, 45]. In the following sections, the crucial notions from the representative

papers [A5,A6] are concisely summarized.

3.1 (Anti)symmetric Exponential Transforms

For any point a ∈ Rn with coordinates (a1, . . . , an) in a basis e1, . . . , en, that is orthonormal

with respect to the scalar product 〈 , 〉, the action of the permutation group Sn on Rn

is given for s ∈ Sn as

s(a1, . . . , an) = (as(1), . . . , as(1)).

The cardinality of the stabilizer StabSn(a) of the permutation action is denoted by

Ha = |StabSn(a)|. (3.1)

The cubic lattice Tn is the integer span of the set of the basis e1, . . . , en,

Tn = Ze1 + · · ·+ Zen.

The affine symmetric group Saff
n is defined as a semidirect product of group of

translations Tn by cubic lattice vectors and the permutation group Sn,

Saff
n = Tn o Sn.
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Defining the affine domain F (Saff
n ) by

F (Saff
n ) = {a ∈ Rn | 1 > a1 > · · · > an > 0} ,

its closure F (S̃aff
n ),

F (S̃aff
n ) = {a ∈ Rn | 1 ≥ a1 ≥ · · · ≥ an ≥ 0} ,

contains exactly one point from each Saff
n −orbit.

The antisymmetric exponential function, introduced in [58], is defined for any

label b ∈ Rn with coordinates (b1, . . . , bn) and a point a ∈ Rn via signed symmetrization of

exponential functions over the permutation group Sn,

E−b (a) =
∑
s∈Sn

sgn(s) e2πi〈sb, a〉,

and the symmetric exponential function is defined via symmetrization of exponential

functions,

E+
b (a) =

∑
s∈Sn

e2πi〈sb, a〉.

For discretized labels b ∈ Tn, the periodicity and symmetries of the antisymmetric and

symmetric exponential functions are for s ∈ Sn and r ∈ Tn of the form

E+
b (sa+ r) = E+

b (a), E−b (sa+ r) = sgn(s)E−b (a).

The periodicity and symmetries of the (anti)symmetric exponential and trigonometric func-

tions allow to restrict these functions to the closure of the fundamental domain F (Saff
n ).

The set of points F̂ n
N for the antisymmetric exponential functions is of the form

F̂ n
N =

{ a
N
∈ Rn

∣∣ a1 > · · · > an, a1, . . . , an ∈ {1, 2, . . . , N}
}

and the set of labels D̂n
N is of the form

D̂n
N =

{
b ∈ Rn

∣∣ b1 > · · · > bn, b1, . . . , bn ∈ {1, 2, . . . , N}
}
.

The vector space F̂nN of complex functions f : F̂ n
N → C is equipped with a scalar product

of the following form for any f, g ∈ F̂nN ,

〈f, g〉F̂nN =
∑
a∈F̂nN

f(a)g(a). (3.2)

The orthogonality relations of the antisymmetric exponential functions in the Hilbert space

F̂nN are summarized in Proposition 1 in [58]. The orthogonality relations are for any labels

b, b′ ∈ D̂n
N of the form

〈E−b , E
−
b′ 〉F̂nN = Nn δb,b′ .

The forward antisymmetric exponential Fourier transform calculates for any

f ∈ F̂nN its spectral transform f̂ : D̂n
N → C by prescribing for any b ∈ D̂n

N the value

f̂(b) =N−n
∑
a∈F̂nN

f(a)E−b (a). (3.3)
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Due to the orthogonality relations, the backward antisymmetric exponential Fourier

transform returns the original function f ∈ F̂nN ,

f(a) =
∑
b∈D̂nN

f̂(b)E−b (a), a ∈ F̂ n
N . (3.4)

The corresponding Plancherel formula is of the form∑
a∈F̂nN

|f(a)|2 =Nn
∑
b∈D̂nN

|f̂(b)|2.

The set of points F̆ n
N for the symmetric exponential functions is of the form

F̆ n
N =

{ a
N
∈ Rn

∣∣ a1 ≥ · · · ≥ an, a1, . . . , an ∈ {1, 2, . . . , N}
}

and the set of labels D̆n
N is of the form

D̆n
N =

{
b ∈ Rn

∣∣ b1 ≥ · · · ≥ bn, b1, . . . , bn ∈ {1, 2, . . . , N}
}
.

The vector space F̆nN of complex functions f : F̆ n
N → C is equipped with a scalar product

of the following form for any f, g ∈ F̆nN ,

〈f, g〉F̆nN =
∑
a∈F̆nN

H−1
a f(a)g(a). (3.5)

The orthogonality relations of the symmetric exponential functions in the Hilbert space

F̆nN are summarized in Proposition 2 in [58]. The orthogonality relations are for any labels

b, b′ ∈ D̆n
N of the form

〈E+
b , E

+
b′ 〉F̆nN = NnHb δb,b′ .

The forward symmetric exponential Fourier transform calculates for any f ∈ F̆nN
its spectral transform f̂ : D̆n

N → C by prescribing for any b ∈ D̆n
N the value

f̂(b) =N−nH−1
b

∑
a∈F̆nN

H−1
a f(a)E+

b (a). (3.6)

Due to the orthogonality relations, the backward symmetric exponential Fourier

transform returns the original function f ∈ F̆nN ,

f(a) =
∑
b∈D̆nN

f̂(b)E+
b (a), a ∈ F̆ n

N . (3.7)

The corresponding Plancherel formula is of the form∑
a∈F̆nN

H−1
a |f(a)|2 =NnHb

∑
b∈D̆nN

|f̂(b)|2.

27



3.2. (ANTI)SYMMETRIC COSINE TRANSFORMS

3.2 (Anti)symmetric Cosine Transforms

The antisymmetric cosine function and antisymmetric sine function, introduced

in [59], are defined for any label b ∈ Rn and a point a ∈ Rn via signed symmetrization of

products of cosine and sine functions over the permutation group Sn, respectively,

cos−b (a) =
∑
s∈Sn

sgn(s)
n∏
i=1

cos(πbs(i)ai), sin−b (a) =
∑
s∈Sn

sgn(s)
n∏
i=1

sin(πbs(i)ai),

and the symmetric cosine function and symmetric sine function is defined via sym-

metrization,

cos+
b (a) =

∑
s∈Sn

n∏
i=1

cos(πbs(i)ai), sin+
b (a) =

∑
s∈Sn

n∏
i=1

sin(πbs(i)ai).

For discretized labels b ∈ Tn, the periodicity and symmetries of the antisymmetric and

symmetric trigonometric functions are for s ∈ Sn and r ∈ Tn of the form

cos+
b (sa+ r) = cos+

b (a), cos−b (sa+ r) = sgn(s) cos−b (a),

sin+
b (sa+ r) = sin+

b (a), sin−b (sa+ r) = sgn(s) sin−b (a).

The periodicity and symmetries of the (anti)symmetric trigonometric functions allow to

restrict these functions to the closure of the fundamental domain F (Saff
n ) and the discrete

calculus is thus performed on set of points inside the closure of the fundamental domain

F (Saff
n ).

The symmetric and antisymmetric discrete cosine transforms of types I–IV are deduced

in [59]. The four novel types V–VIII of (anti)symmetric discrete cosine transforms and

the corresponding interpolation problem are developed in [A6]. The set of labels D+
N ,

corresponding to the symmetric cosine functions, is defined as

D+
N =

{
b ∈ Rn

∣∣ b1 ≥ · · · ≥ bn, b1, . . . , bn ∈ {0, 1, . . . , N − 1}
}
.

The sets of points FV,+
N and FVII,+

N are given as

FV,+
N = FVII,+

N =

{(
2r1

2N − 1
, . . . ,

2rn
2N − 1

)
| (r1, . . . , rn) ∈ D+

N

}
,

and the sets of points FVI,+
N and FVIII,+

N are defined as

FVI,+
N =

{(
2
(
r1 + 1

2

)
2N − 1

, . . . ,
2
(
rn + 1

2

)
2N − 1

)
| (r1, . . . , rn) ∈ D+

N

}
,

FVIII,+
N =

{(
2
(
r1 + 1

2

)
2N + 1

, . . . ,
2
(
rn + 1

2

)
2N + 1

)
| (r1, . . . , rn) ∈ D+

N

}
.

To any point (b1, . . . , bn) ∈ D+
N , the following two values are assigned

db = cb1 . . . cbn , (3.8)

d̃b = cb1+1 . . . cbn+1, (3.9)
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with the symbols cbi determined by

cb =

{
1
2

if b = 0 or b = N,

1 otherwise.
(3.10)

To any point a ∈ FV,+
N , which is labeled by the point (r1, . . . , rn) ∈ D+

N , is assigned the

value

εa = cr1 . . . crn , (3.11)

and to any point a ∈ FVI,+
N is assigned the value

ε̃a = cr1+1 . . . crn+1. (3.12)

The vector spaces FV,+
N = FVII,+

N of real-valued functions f : FV,+
N → R, f : FVII,+

N → R
are endowed with the scalar product of any two functions f, g : FV,+

N → R, defined by

〈f, g〉FV,+
N

= 〈f, g〉FVII,+
N

=
∑

a∈FV,+
N

εaH
−1
a f(a)g(a) ,

and the vector spaces FVI,+
N , FVIII,+

N of real-valued functions f : FVI,+
N → R and functions

f : FVIII,+
N → R are endowed with the scalar products

〈f, g〉FVI,+
N

=
∑

a∈FVI,+
N

ε̃aH
−1
a f(a)g(a) , 〈f, g〉FVIII,+

N
=

∑
a∈FVIII,+

N

H−1
a f(a)g(a) .

The four types of orthogonality relations are for any b, b′ ∈ D+
N and % =

(
1
2
, . . . , 1

2

)
of

the form

〈cos+
b , cos+

b′〉FV,+
N

=
Hb

db

(
2N − 1

4

)n
δb,b′ ,

〈cos+
b , cos+

b′〉FVI,+
N

=
Hb

db

(
2N − 1

4

)n
δb,b′ ,

〈cos+
b+%, cos+

b′+%〉FVII,+
N

=
Hb

d̃b

(
2N − 1

4

)n
δb,b′ ,

〈cos+
b+%, cos+

b′+%〉FVIII,+
N

= Hb

(
2N + 1

4

)n
δb,b′ .

(3.13)

The four types of forward symmetric cosine Fourier transform calculate for any fV ∈
FV,+
N , . . . , fVIII ∈ FVIII,+

N their spectral transforms f̂V, . . . , f̂VIII : D+
N → R by prescribing

for any b ∈ D+
N the values

f̂V(b) =
db
Hb

(
4

2N − 1

)n ∑
a∈FV,+

N

εaH
−1
a f(a) cos+

b (a),

f̂VI(b) =
db
Hb

(
4

2N − 1

)n ∑
a∈FVI,+

N

ε̃aH
−1
a f(a) cos+

b (a),

f̂VII(b) =
d̃b
Hb

(
4

2N − 1

)n ∑
a∈FVII,+

N

εaH
−1
a f(a) cos+

b+%(a),

f̂VIII(b) =
1

Hb

(
4

2N + 1

)n ∑
a∈FVIII,+

N

H−1
a f(a) cos+

b+%(a) .

(3.14)
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Due to the orthogonality relations, the backward symmetric cosine Fourier trans-

forms return the original functions fV ∈ FV,+
N , . . . , fVIII ∈ FVIII,+

N ,

fV(a) =
∑
b∈D+

N

f̂V(b) cos+
b (a),

fVI(a) =
∑
b∈D+

N

f̂VI(b) cos+
b (a),

fVII(a) =
∑
b∈D+

N

f̂VII(b) cos+
b+%(a),

fVIII(a) =
∑
b∈D+

N

f̂VIII(b) cos+
b+%(a).

The set of labels D−N , corresponding to the antisymmetric cosine functions, is defined as

D−N =
{
b ∈ Rn

∣∣ b1 > · · · > bn, b1, . . . , bn ∈ {0, 1, . . . , N − 1}
}
.

The sets of points FV,−
N and FVII,−

N are given as

FV,−
N = FVII,−

N =

{(
2r1

2N − 1
, . . . ,

2rn
2N − 1

)
| (r1, . . . , rn) ∈ D−N

}
,

and the sets of points FVI,−
N and FVI,−

N are defined as

FVI,−
N =

{(
2
(
r1 + 1

2

)
2N − 1

, . . . ,
2
(
rn + 1

2

)
2N − 1

)
| (r1, . . . , rn) ∈ D−N

}
,

FVIII,−
N =

{(
2
(
r1 + 1

2

)
2N + 1

, . . . ,
2
(
rn + 1

2

)
2N + 1

)
| (r1, . . . , rn) ∈ D−N

}
.

The vector spaces FV,−
N = FVII,−

N of real-valued functions f : FV,−
N → R, f : FVII,−

N → R
are endowed with the scalar product of any two functions f, g : FV,−

N → R, defined by

〈f, g〉FV,−
N

= 〈f, g〉FVII,−
N

=
∑

a∈FV,−
N

εaf(a)g(a) ,

and the vector spaces FVI,−
N , FVIII,−

N of real-valued functions f : FVI,−
N → R and functions

f : FVIII,−
N → R are endowed with the scalar products

〈f, g〉FVI,−
N

=
∑

a∈FVI,−
N

ε̃af(a)g(a) , 〈f, g〉FVIII,−
N

=
∑

a∈FVIII,−
N

f(a)g(a) .

The four types of orthogonality relations are for any b, b′ ∈ D−N and % =
(

1
2
, . . . , 1

2

)
of the

form

〈cos−b , cos−b′〉FV,−
N

=
1

db

(
2N − 1

4

)n
δb,b′ ,

〈cos−b , cos−b′〉FVI,−
N

=
1

db

(
2N − 1

4

)n
δb,b′ ,

〈cos−b+%, cos−b′+%〉FVII,−
N

=
1

d̃b

(
2N − 1

4

)n
δb,b′ ,

〈cos−b+%, cos−b′+%〉FVIII,−
N

=

(
2N + 1

4

)n
δb,b′ .

(3.15)
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The four types of forward antisymmetric cosine Fourier transform calculate for

any fV ∈ FV,−
N , . . . , fVIII ∈ FVIII,−

N their spectral transforms f̂V, . . . , f̂VIII : D−N → R by

prescribing for any b ∈ D−N the values

f̂V(b) = db

(
4

2N − 1

)n ∑
a∈FV,−

N

εaf(a) cos−b (a),

f̂VI(b) = db

(
4

2N − 1

)n ∑
a∈FVI,−

N

ε̃af(a) cos−b (a),

f̂VII(b) = d̃b

(
4

2N − 1

)n ∑
a∈FVII,−

N

εaf(a) cos−b+%(a),

f̂VIII(b) =

(
4

2N + 1

)n ∑
a∈FVIII,−

N

f(a) cos−b+%(a) .

(3.16)

Due to the orthogonality relations, the backward antisymmetric cosine Fourier trans-

forms return the original functions fV ∈ FV,−
N , . . . , fVIII ∈ FVIII,−

N ,

fV(a) =
∑
b∈D−N

f̂V(b) cos−b (a),

fVI(a) =
∑
b∈D−N

f̂VI(b) cos−b (a),

fVII(a) =
∑
b∈D−N

f̂VII(b) cos−b+%(a),

fVIII(a) =
∑
b∈D−N

f̂VIII(b) cos−b+%(a).

3.3 2D and 3D Interpolation

A two-dimensional interpolation problem for the antisymmetric exponential functions is

formulated in [A5] on a symmetrically placed triangle K−[a,a+1] in R2,

K−[a,a+1] = {(x, y) ∈ [a, a+ 1]× [a, a+ 1] |x > y} , (3.17)

with a ∈ R. For any parameter b ∈ [0, 1], a symmetrically placed point set L−a,b,N ,

L−a,b,N = {(xm, yn) |m > n, m, n ∈ {0, . . . , N − 1}} ,

has its points determined by

(xm, yn) =

(
a+

m+ b

N
, a+

n+ b

N

)
. (3.18)

For a given function f : K−[a,a+1] → C and the set of points L−a,b,N ⊂ K−[a,a+1], with

N = 2M + 1 or N = 2M , the antisymmetric trigonometric interpolating function
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ψ−N : K−[a,a+1] → C is defined via relation

ψ−N(x, y) =
M∑

{
k,l=−M
k>l

} c−klE−(k,l)(x, y), x, y ∈ R, (3.19)

and is required to coincide with f on the point set L−a,b,N ,

ψ−N(xm, yn) = f(xm, yn), m > n, m, n = 0 . . . N − 1. (3.20)

For N = 2M , further 2M conditions are assumed,

c−l,−M = −e2πi(Na+b)c−M,l, l = −M + 1, . . . ,M − 1,

c−M,−M = 0.
(3.21)

As shown in Proposition 3.1 in [A5], there exists a unique antisymmetric interpolating

function (3.19) satisfying (3.20). The coefficients c−kl are given for N = 2M + 1 by

c−kl =
1

N2

N−1∑
{
m,n=0
m>n

} f(xm, yn)E−(k,l)(xm, yn) (3.22)

and for N = 2M assuming (3.21) by

c−kl =
gk,Mgl,M
N2

N−1∑
{
m,n=0
m>n

} f(xm, yn)E−(k,l)(xm, yn), (3.23)

where the symbols gk,M are given by

gk,M =

{
1
2

if k = −M,M,

1 otherwise.
(3.24)

The relation between the forward antisymmetric exponential Fourier transform (3.3) and

the interpolation coefficients (3.22) and (3.23) is detailed in equations (45) and (46) in [A5].

The antisymmetric interpolating functions (3.19) are for a specific model function together

with the interpolating grids depicted in Figure 4 in [A5]. The convergences of interpolation

errors are demonstrated in Table I in [A5].

A two-dimensional interpolation problem for the symmetric exponential functions is

formulated on a symmetrically placed triangle K+
[a,a+1] in R2,

K+
[a,a+1] = {(x, y) ∈ [a, a+ 1]× [a, a+ 1] |x ≥ y} , (3.25)

with a ∈ R. For any parameter b ∈ [0, 1], a symmetrically placed point set L+
a,b,N is defined

using the points (3.18) as

L+
a,b,N = {(xm, yn) |m ≥ n, m, n ∈ {0, . . . , N − 1}} .
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For a given function f : K+
[a,a+1] → C and the set of points L+

a,b,N ⊂ K+
[a,a+1], with either

N = 2M + 1 or N = 2M , the symmetric trigonometric interpolating function

ψ+
N : K+

[a,a+1] → C is defined via relation

ψ+
N(x, y) =

M∑
{
k,l=−M
k≥l

} c+
klE

+
(k,l)(x, y), x, y ∈ R, (3.26)

and is required to coincide with f on the point set L+
a,b,N ,

ψ+
N(xm, yn) = f(xm, yn), m ≥ n, m, n = 0, . . . , N − 1. (3.27)

For N = 2M , further 2M + 1 conditions are assumed,

c+
l,−M = −e2πi(Na+b)c+

M,l, l = −M, . . . ,M. (3.28)

As shown in Proposition 3.2 in [A5], there exists a unique symmetric interpolating

function (3.26) satisfying (3.27). The coefficients c+
kl are given for N = 2M + 1 by

c+
kl =

1

H(k,l)N2

N−1∑
{
m,n=0
m≥n

}H−1
(m,n)f(xm, yn)E+

(k,l)(xm, yn) (3.29)

and for N = 2M assuming (3.28) by

c+
kl =

gk,Mgl,M
H(k,l)N2

N−1∑
{
m,n=0
m≥n

}H−1
(m,n)f(xm, yn)E+

(k,l)(xm, yn), (3.30)

where the size of the stabilizer H(k,l), defined by (3.1), is explicitly given by

H(k,l) =

{
2 if k = l,

1 otherwise.

The relation between the forward symmetric exponential Fourier transform (3.6) and the

interpolation coefficients (3.29) and (3.30) is detailed in equations (60) and (61) in [A5].

The symmetric interpolating functions (3.26) are for a specific model function together

with the interpolating grids depicted in Figure 5 in [A5]. The convergences of interpolation

errors are demonstrated in Table I in [A5].

A general interpolation problem for the antisymmetric cosine functions is formulated for

a given real-valued function f : F (S̃aff
n )→ R and the four point sets FV,−

N = FVII,−
N , FVI,−

N

and FVIII,−
N . The four types of antisymmetric cosine interpolating polynomials of f

33



3.3. 2D AND 3D INTERPOLATION

are expressed as finite sums of antisymmetric multivariate cosine functions for x ∈ F (S̃aff
n ),

ψV,−
N (x) =

∑
k∈D−N

f̂V(b) cos−k (x),

ψVI,−
N (x) =

∑
k∈D−N

f̂VI(b) cos−k+%(x),

ψVII,−
N (x) =

∑
k∈D−N

f̂VII(b) cos−k (x),

ψVIII,−
N (x) =

∑
k∈D−N

f̂VIII(b) cos−k+%(x).

(3.31)

Due to the orthogonality relations (3.15), the forward Fourier transforms f̂V, . . . , f̂VIII

of the form (3.16) uniquely determine the interpolation polynomials (3.31) which coincide

with the interpolating function on the corresponding point sets,

ψV,−
N (a) = f(a) , a ∈ FV,−

N ,

ψVI,−
N (a) = f(a) , a ∈ FVI,−

N ,

ψVII,−
N (a) = f(a) , a ∈ FVII,−

N ,

ψVIII,−
N (a) = f(a) , a ∈ FVIII,−

N .

The graph cuts of 3D antisymmetric cosine interpolating functions (3.31) of types V and

VII are for a specific model function depicted in Figures 4 and 5 in [A6], respectively. The

convergences of interpolation errors are demonstrated in Table I in [A6].

A general interpolation problem for the symmetric cosine functions is formulated for a

given real-valued function f : F (S̃aff
n ) → R and the four point sets FV,+

N = FVII,+
N , FVI,+

N

and FVIII,+
N . The four types of symmetric cosine interpolating polynomials of f are

expressed as finite sums of symmetric multivariate cosine functions for x ∈ F (S̃aff
n ),

ψV,+
N (x) =

∑
k∈D+

N

f̂V(b) cos+
k (x),

ψVI,+
N (x) =

∑
k∈D+

N

f̂VI(b) cos+
k+%(x),

ψVII,+
N (x) =

∑
k∈D+

N

f̂VII(b) cos+
k (x),

ψVIII,+
N (x) =

∑
k∈D+

N

f̂VIII(b) cos+
k+%(x).

(3.32)

Due to the orthogonality relations (3.13), the forward Fourier transforms f̂V, . . . , f̂VIII

of the form (3.14) uniquely determine the interpolation polynomials (3.32) that coincide

with the interpolating function on the corresponding point sets,

ψV,+
N (a) = f(a) , a ∈ FV,+

N ,

ψVI,+
N (a) = f(a) , a ∈ FVI,+

N ,

ψVII,+
N (a) = f(a) , a ∈ FVII,+

N ,

ψVIII,+
N (a) = f(a) , a ∈ FVIII,+

N .

(3.33)
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The graph cuts of 3D symmetric cosine interpolating functions (3.32) of types V and VII

are for a specific model function depicted in Figures 6 and 7 in [A6], respectively. The

convergences of interpolation errors are demonstrated in Table I in [A6].

3.4 Cosine Cubature Formulas

Defining the vectors %1 and %2 by

%1 =(n− 1, n− 2, . . . , 0), (3.34)

%2 =

(
n− 1

2
, n− 3

2
, . . . ,

3

2
,
1

2

)
, (3.35)

and denoting the following n symmetric cosine functions by X1, X2, . . . , Xn,

X1(a) = cos+
(1,0,...,0)(a) ,

X2(a) = cos+
(1,1,0,...,0)(a) ,

X3(a) = cos+
(1,1,1,0,...,0)(a) ,

...

Xn(a) = cos+
(1,1,...,1)(a) ,

the four kinds of multivariate cosine polynomials PI,+k ,PI,−k ,PIII,+k ,PIII,−k of n vari-

ables X1, . . . , Xn are determined,

PI,+k (X1(x), . . . , Xn(x)) = cos+
k (x) , PI,−k (X1(x), . . . , Xn(x)) =

cos−k+%1
(x)

cos−%1
(x)

,

PIII,+k (X1(x), . . . , Xn(x)) =
cos+

k+%(x)

cos+
% (x)

, PIII,−k (X1(x), . . . , Xn(x)) =
cos−k+%2

(x)

cos−%2
(x)

.

The recurrence formulas and lower-dimensional examples of these polynomials are found in

Section 4 in [A6].

The transform ϕ : Rn → Rn, defined for x ∈ F (S̃aff
n ) by

ϕ(x) = (X1(x), . . . , Xn(x)), (3.36)

maps the fundamental domain F (S̃aff
n ) onto the domain F(S̃aff

n ),

F(S̃aff
n ) =

{
ϕ(x) |x ∈ F (S̃aff

n )
}
.

The 3D integration domain F(S̃aff
3 ) is plotted in Figure 8 in [A6].

The square of the Jacobian J of the ϕ−transform is expressed as a polynomial pI,+ in

variables in X1, . . . , Xn ,

J(x)2 = pI,+(X1(x), . . . , Xn(x)),

and the function J is given as

J (X1, . . . , Xn) =
√
pI,+(X1, . . . , Xn), (X1, . . . , Xn) ∈ F(S̃aff

n ). (3.37)
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The following products of (anti)symmetric cosine functions are expressed as polynomials

J I,−, J III,+, and J III,− in variables X1, . . . , Xn,

J I,−(X1(x), . . . , Xn(x)) = cos−%1
(x) cos−%1

(x), (3.38)

J III,+(X1(x), . . . , Xn(x)) = cos+
% (x) cos+

% (x), (3.39)

J III,−(X1(x), . . . , Xn(x)) = cos−%2
(x) cos−%2

(x), (3.40)

and the four weight functions wI,±, wIII,± are determined by

wI,+(X) =
1

J (X)
,

wI,−(X) =
J I,−(X)

J (X)
,

wIII,+(X) =
J III,+(X)

J (X)
,

wIII,−(X) =
J III,−(X)

J (X)
.

The 3D examples of the polynomials J I,−, J III,± and the function J are calculated in

Example 4.2 in [A6]. The symbols HY , EY , and ẼY are for ϕ(a) = Y defined by the

relations,

HY = Ha , EY = εa , ẼY = ε̃a. (3.41)

The cubature point sets FV,±
N , . . . ,FVIII,±

N are ϕ−transforms of the point sets for the

(anti)symmetric cosine functions, F I,±
N , . . . , FVIII,±

N ,

FV,±
N = FVII,±

N =
{
ϕ(a) | a ∈ FV,±

N

}
,

FVI,±
N =

{
ϕ(a) | a ∈ FVI,±

N

}
,

FVIII,±
N =

{
ϕ(a) | a ∈ FVIII,±

N

}
.

(3.42)

The four resulting antisymmetric cosine cubature formulas, corresponding to the

antisymmetric cosine polynomials PI,−k ,PIII,−k , are of the form∫
F(S̃aff

n )

f(Y )ωI,−(Y ) dY =

(
2

2N − 1

)n ∑
Y ∈FV,−

N

EY f(Y )J I,−(Y ) ,

∫
F(S̃aff

n )

f(Y )ωI,−(Y ) dY =

(
2

2N − 1

)n ∑
Y ∈FVI,−

N

ẼY f(Y )J I,−(Y ) ,

∫
F(S̃aff

n )

f(Y )ωIII,−(Y ) dY =

(
2

2N − 1

)n ∑
Y ∈FVII,−

N

EY f(Y )J III,−(Y ) ,

∫
F(S̃aff

n )

f(Y )ωIII,−(Y ) dY =

(
2

2N + 1

)n ∑
Y ∈FVIII,−

N

f(Y )J III,−(Y ) ,

(3.43)
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and the four symmetric cosine cubature formulas, corresponding to the symmetric

cosine polynomials PI,+k ,PIII,+k , are of the form∫
F(S̃aff

n )

f(Y )ωI,+(Y ) dY =

(
2

2N − 1

)n ∑
Y ∈FV,+

N

EYH−1
Y f(Y ) ,

∫
F(S̃aff

n )

f(Y )ωI,+(Y ) dY =

(
2

2N − 1

)n ∑
Y ∈FVI,+

N

ẼYH−1
Y f(Y ) ,

∫
F(S̃aff

n )

f(Y )ωIII,+(Y ) dY =

(
2

2N − 1

)n ∑
Y ∈FVII,+

N

EYH−1
Y f(Y )J III,+(Y ) ,

∫
F(S̃aff

n )

f(Y )ωIII,+(Y ) dY =

(
2

2N + 1

)n ∑
Y ∈FVIII,+

N

H−1
Y f(Y )J III,+(Y ) .

(3.44)
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Chapter 4

Modified Multiplication and
Honeycomb Transforms

The chapter collects the results concerning the development of the connection between the

Fourier–Weyl transforms and conformal field theory along with the application to solid state

physics. The first contribution of the author to this field is demonstrated in paper [A7],

where the multiplication formulas and their modification, together with their Galois sym-

metry, are presented. Direct link between the Kac–Peterson matrices from conformal field

theory and the weight lattice Fourier–Weyl transforms is found in [A8]. The generalization

of the discrete Fourier–Weyl and Hartley–Weyl transforms to honeycomb lattice is pre-

sented in [A9]. In order to demonstrate further application of the multiplication formulas

and Fourier–Weyl transforms in solid state physics, the transversal vibration models of 2D

lattices with von Neumann and Dirichlet boundary conditions are exemplified. In the fol-

lowing sections, the crucial notions from the papers [A7–A9] are outlined and the A2 weight

lattice vibration model detailed. Explicit solutions of the models, including propagation of

transversal waves in the mechanical graphene model, are deduced.

4.1 Modified Multiplication and Kac–Walton formula

Products of two types of orbit functions ϕσλ and ϕσ
′

λ′ are decomposed into the sums of orbit

functions,

ϕσλ ϕ
σ′

λ′ =
∑
w∈W

σ′(w)ϕσ·σ
′

λ+wλ′ , (4.1)

and products of orbit functions ϕσλ(a) and ϕσ
′

λ (a′) are decomposed as

ϕσλ(a)ϕσ
′

λ (a′) =
∑
w∈W

σ′(w)ϕσ·σ
′

λ (a+ wa′). (4.2)

Besides the modified multiplication, these general product-to-sum decomposition for-

mulas (4.1) and (4.2) are crucial for vibrations models with von Neumann and Dirichlet

boundary conditions.
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Using the notation (2.3) and (2.10), which is consistent with [A7], the product decom-

position formulas (4.1) of the C− and S−functions are further expressed in the form,

Φλ(a) Φµ(a) =
∑
ν∈P+

〈C|CC〉νλ,µ Φν(a) ,

Φλ(a)ϕµ̃(a) =
∑
ν̃∈P++

〈S|CS〉ν̃λ,µ̃ ϕν̃(a) ,

ϕλ̃(a)ϕµ̃(a) =
∑
ν∈P+

〈C|SS〉ν
λ̃,µ̃

Φν(a) ,

(4.3)

for all dominant weights λ, µ ∈ P+, and all strictly dominant weights λ̃, µ̃ ∈ P++.

For the weights from the finite set of labels λ, µ ∈ PM
+ , and λ̃, µ̃ ∈ PM

++ and the points

from the refined dual weight point sets a ∈ FM and ã ∈ F̃M , the modified multiplication

product decomposition formulas are of the form

Φλ(a) Φµ(a) =
∑
ν∈PM+

M〈C|CC〉
ν
λ,µ Φν(a) ,

Φλ(ã)ϕµ̃(ã) =
∑
ν̃∈PM++

M〈S|CS〉
ν̃
λ,µ̃ ϕν̃(ã) ,

ϕλ̃(ã)ϕµ̃(ã) =
∑
ν∈PM+

M〈C|SS〉
ν
λ̃,µ̃

Φν(ã) .

(4.4)

Due to the label affine Weyl symmetries (2.6), the relations between the decomposition

coefficients form the dual weight Kac–Walton formulas,

M〈C|CC〉
ν
λ,µ =

∑
w∈Ŵ aff

M

〈C|CC〉wνλ,µ ,

M〈S|CS〉
ν̃
λ,µ̃ =

∑
w∈Ŵ aff

M

det ψ̂(w) 〈S|CS〉wν̃λ,µ̃ ,

M〈C|SS〉
ν
λ̃,µ̃

=
∑

w∈Ŵ aff
M

〈C|SS〉wν
λ̃,µ̃
.

(4.5)

Examples demonstrating the decomposition formulas are contained in Section 3 in [A7] and

illustrated in Figure 2.

For a given M ∈ N, there exists a minimal number N ∈ N such that for all λ ∈ ΛM and

a ∈ FM it holds that 〈Nλ, a〉 ∈ Z. For any number l ∈ N, such that gcd(l, N) = 1, and any

λ ∈ PM
+ there exist an element ŵl[λ] ∈ Ŵ aff

M and tl[λ] ∈ PM
+ , such that ŵl[λ](lλ) ∈ PM

+ .

Also for any λ̃ ∈ PM
++ there exist an element ŵl[λ̃] ∈ Ŵ aff

M and tl[λ̃] ∈ PM
++, such that

ŵl[λ̃](lλ̃) ∈ PM
++. The resulting elements tl[λ] ∈ PM

+ and tl[λ̃] ∈ PM
++ determine the Galois

transformation tl : PM
+ → PM

+ and its restriction tl : PM
++ → PM

++ of the label sets PM
+

and PM
++, respectively,

tl[λ] = ŵl[λ](lλ),

tl[λ̃] = ŵl[λ̃](lλ̃).
(4.6)
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Linearly extending the Galois transform of the C−functions and S−functions,

tl(Φλ) = Φlλ, λ ∈ PM
+ ,

tl(ϕλ̃) = ϕlλ̃, λ̃ ∈ PM
++,

(4.7)

yields the Galois transform of the Hilbert spaces F1
M(0, 0) and FσeM (0, 0). The Galois trans-

forms of the finite weights sets are illustrated in Figure 3 in [A7].

Denoting the sign change by

ε̂`[λ̃] = det ψ̂(ŵ`[λ̃]),

the discrete orthogonality relations (2.15) of the C−functions and S−functions produce

the Galois symmetries of the modified multiplication coefficients (4.4),

M〈C|CC〉
t`[ν]

t`[λ̃],t`[µ̃]
= M〈C|CC〉

ν
λ̃,µ̃
,

ε̂`[ν̃] ε̂`[µ̃]M〈S|CS〉
t`[ν̃]
t`[λ],t`[µ̃] = M〈S|CS〉

ν̃
λ,µ̃ ,

ε̂`[λ̃] ε̂`[µ̃]M〈C|SS〉
t`[ν]

t`[λ̃],t`[µ̃]
= M〈C|SS〉

ν
λ̃,µ̃
.

(4.8)

4.2 Generalized Kac–Peterson Matrices

Besides the argument symmetry (2.4) of the four types of orbit functions ϕσb , valid for any

labels b ∈ P , a different type of label symmetry is induced by restricting the points to the

refined weight lattice. For a point a ∈ 1
M
P , M ∈ N together with any waff ∈ W aff and

b ∈ Rn, the label symmetry of orbit functions is of the form

ϕσ
Mwaff( b

M )(a) = γσ0 (waff)ϕσb (a) (4.9)

and the orbit functions ϕσb are zero on the boundary MHσ(0),

ϕσb (a) = 0, b ∈MHσ(0). (4.10)

Discrete values of both points a ∈ 1
M
P and labels b ∈ P of the orbit functions ϕσb (a)

are due to the argument symmetries restricted to the set of points F σ
P,M ,

F σ
P,M =

1

M
P ∩ F σ(0), (4.11)

and due to the label symmetries restricted to the set of labels Λσ
M ,

Λσ
P,M = P ∩MF σ(0). (4.12)

Relation (38) in [A8] states that the cardinalities of the sets of labels and the sets of points

coincide for each case,

|Λσ
P,M | = |F σ

P,M |.
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The explicit form of the point and label sets, crucial for theoretical implications as well

applications, is determined via the symbols (2.12) and the set of points F σ
P,M is calculated

explicitly as

F σ
P,M =

{
n∑
i=1

uσ,0i
M

ωi

∣∣∣∣ n∑
i=0

uσ,0i mi = M

}
, (4.13)

and the set of labels Λσ
P,M as

Λσ
P,M =

{
n∑
i=1

uσ,0i ωi

∣∣∣∣ n∑
i=0

uσ,0i mi = M

}
.

Explicit counting formulas for cardinalities of the sets F σ
P,M and Λσ

P,M , which do not coincide

with previously calculated cardinalities of F σ
M(%, %∨), are covered in Theorem 4.1 in [A8].

The vector space FσP,M of complex functions f : F σ
P,M → C is equipped with a scalar

product containing the weight function (1.28). This weight lattice weighted scalar

product is of the following form for any f, g ∈ FσP,M ,

〈f, g〉FσP,M =
∑

a∈FσP,M

ε(a)f(a)g(a). (4.14)

The orthogonality relations of weight lattice discretized orbit functions in the Hilbert

space FσP,M are summarized in Theorem 4.5 in [A8]. Using the numbers (1.12) and func-

tions (1.28), the orthogonality relations are for any labels b, b′ ∈ Λσ
P,M of the form

〈ϕσb , ϕσb′〉FσP,M = d |W |MnhM(b) δb,b′ . (4.15)

The forward weight lattice Fourier–Weyl transform calculates for any function

f ∈ FσP,M its spectral transform f̂ : Λσ
P,M → C by prescribing for any b ∈ Λσ

P,M the value

f̂(b) =(d |W |MnhM(b))−1
∑

a∈FσP,M

ε(a)f(a)ϕσb (a). (4.16)

Due to the orthogonality relations (4.15), the backward weight lattice Fourier–Weyl

transform returns the original function f ∈ FσP,M ,

f(a) =
∑

b∈ΛσP,M

f̂(b)ϕσb (a), a ∈ F σ
P,M . (4.17)

The corresponding Plancherel formula is of the form∑
a∈FσP,M

ε(a) |f(a)|2 =d |W |Mn
∑

b∈ΛσP,M

hM(b)|f̂(b)|2.

The symmetric generalized Kac–Peterson matrices Sσλ,µ, λ, µ ∈ Λσ
P,k+qσ , determined

by their entries

Sσλ,µ =
i
|Π|
2 ϕσλ

(
−µ
k+qσ

)
√
d(k + qσ)nhk+qσ(λ)hk+qσ(µ)

, (4.18)

are unitary due to the orthogonality relations (4.15). Note that the relations M = k + qσ,

depending on the comarks (1.2), are substituted for the numberM into (4.15). The matrices

Sσ
e

λ,µ coincide with the standard Kac–Peterson matrices [51].
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4.3 Honeycomb Transforms

A specific subtractive contruction of the honeycomb lattice in terms of the invariant root

and weight lattices of the root system A2 is considered in [A9]. The key notion is that the

weight lattice P of A2 is disjointly decomposed into three congruence classes [68] as

P = Q ∪ {ω1 +Q} ∪ {ω2 +Q}. (4.19)

The extended affine Weyl group of A2 extends the Weyl group W by shifts by vectors

from the weight lattice P ,

W aff
P = P oW.

The fundamental domain (1.27) of A2 is denoted for the purposes of this section as in [A9]

by FQ. The fundamental domain FP of the action of W aff
P on R2 is a subset of FQ in the

form of a kite,

FP = {x1ω1 + x2ω2 ∈ FQ | (2x1 + x2 < 1, x1 + 2x2 < 1) ∨ (2x1 + x2 = 1, x1 ≥ x2)} .

The point set FP,M from [A9] corresponds to the set F 1
P,M in (4.11) and the point set

FQ,M is the intersection of the fundamental domain FQ with the root lattice,

FP,M = 1
M
P ∩ FQ, (4.20)

FQ,M = 1
M
Q ∩ FQ. (4.21)

Interiors of the point sets FP,M and FQ,M contain the grid points from the interior of F ,

F̃P,M = 1
M
P ∩ int(FQ), (4.22)

F̃Q,M = 1
M
Q ∩ int(FQ). (4.23)

The honeycomb point set HM is obtained from the point set FP,M by subtraction of

FQ,M ,

HM = FP,M \ FQ,M . (4.24)

The interior honeycomb point set H̃M ⊂ HM contains only the points of HM belonging

to the interior of FQ,

H̃M = F̃P,M \ F̃Q,M . (4.25)

The counting formulas for the numbers of points in the honeycomb point sets HM and H̃M

are contained in Propositions 3.1 and 3.2 in [A9], respectively. The honeycomb point set

H6 is depicted in Figure 2 in [A9].

The weight set ΛQ,M from [A9] corresponds to the set Λ1
P,M in (4.12) and the weight

set ΛP,M is intersection of the lattice P with the magnified fundamental domain MFP ,

ΛQ,M = P ∩MFQ, (4.26)

ΛP,M = P ∩MFP . (4.27)
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The weight set ΛQ,M is of the following explicit form,

ΛQ,M =
{
λ1ω1 + λ2ω2 |λ0, λ1, λ2 ∈ Z≥0, λ0 + λ1 + λ2 = M

}
,

and the points from ΛQ,M are described by their Kac coordinates [52] as

λ = [λ0, λ1, λ2] ∈ ΛQ,M . (4.28)

Interiors Λ̃Q,M and Λ̃P,M of the weight sets ΛQ,M and ΛP,M contain points from the interior

of the magnified fundamental domain MFQ,

Λ̃Q,M = P ∩ int(MFQ), (4.29)

Λ̃P,M = P ∩MFP ∩ int(MFQ). (4.30)

The action of the group ΓM on a weight [λ0, λ1, λ2] ∈ ΛQ,M is the cyclic permutation

group action on the coordinates [λ0, λ1, λ2],

γ0[λ0, λ1, λ2] = [λ0, λ1, λ2], γ1[λ0, λ1, λ2] = [λ2, λ0, λ1], γ2[λ0, λ1, λ2] = [λ1, λ2, λ0].

The honeycomb weight set LM is given explicitly as,

LM = {[λ0, λ1, λ2] ∈ ΛQ,M | (λ0 > λ1, λ0 > λ2) ∨ (λ0 = λ1 > λ2)} ,

and the interior honeycomb weight set L̃M is given as

L̃M =
{

[λ0, λ1, λ2] ∈ Λ̃Q,M | (λ0 > λ1, λ0 > λ2) ∨ (λ0 = λ1 > λ2)
}
.

Propositions 3.3 and 3.4 in [A9] relate the numbers of points and weights in the honeycomb

sets as

|LM | = 1
2
|HM | ,∣∣∣L̃M ∣∣∣ = 1

2

∣∣∣H̃M

∣∣∣ .
The honeycomb weight sets L6 and L7 are depicted in Figure 3 in [A9].

The extended C−functions are for a fixed M ∈ N labeled by λ ∈ LM and introduced

by
Φ+
λ (x) = µ+,0

λ Φλ(x) + µ+,1
λ Φγ1λ(x) + µ+,2

λ Φγ2λ(x),

Φ−λ (x) = µ−,0λ Φλ(x) + µ−,1λ Φγ1λ(x) + µ−,2λ Φγ2λ(x),
(4.31)

where µ±,0λ , µ±,1λ , µ±,2λ ∈ C denote for each λ ∈ LM six extension coefficients. For a fixed

M > 3, the extended S−functions ϕ±λ labeled by λ ∈ L̃M are introduced by

ϕ+
λ (x) = µ+,0

λ ϕλ(x) + µ+,1
λ ϕγ1λ(x) + µ+,2

λ ϕγ2λ(x),

ϕ−λ (x) = µ−,0λ ϕλ(x) + µ−,1λ ϕγ1λ(x) + µ−,2λ ϕγ2λ(x).
(4.32)

Two discrete normalization functions µ+, µ− : LM → R are for any λ ∈ LM given

by

µ±(λ) =
∣∣µ±,0λ

∣∣2 +
∣∣µ±,1λ

∣∣2 +
∣∣µ±,2λ

∣∣2 − Re
(
µ±,0λ µ±,1λ + µ±,0λ µ±,2λ + µ±,1λ µ±,2λ

)
, (4.33)
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and an intertwining function β : LM → C is introduced as

β(λ)= 2
(
µ+,0
λ µ−,0λ + µ+,1

λ µ−,1λ + µ+,2
λ µ−,2λ

)
− µ+,0

λ

(
µ−,1λ + µ−,2λ

)
− µ+,1

λ

(
µ−,0λ + µ−,2λ

)
− µ+,2

λ

(
µ−,0λ + µ−,1λ

)
.

(4.34)

The Φ±λ−functions (4.31), for which both normalization functions are positive and the

intertwining functions vanishes,

µ±(λ) > 0, β(λ) = 0, λ ∈ LM , (4.35)

form the honeycomb C−functions Ch±λ . The ϕ±λ−functions, which satisfy

µ±(λ) > 0, β(λ) = 0, λ ∈ L̃M , (4.36)

constitute the honeycomb S−functions Sh±λ .

The vector space HM of complex functions f : HM → C is equipped with a scalar

product containing the weight function (1.28). This honeycomb scalar product is of

the following form for any f, g ∈ HM ,

〈f, g〉HM =
∑
a∈HM

ε(a)f(a)g(a). (4.37)

The orthogonality relations of honeycomb C−functions in the Hilbert space HM are sum-

marized in Theorem 5.1 in [A9]. Using the functions (1.28), the orthogonality relations are

for any labels λ, λ′ ∈ LM of the form

〈Ch±λ ,Ch±λ′〉HM = 12M2hM(λ)µ±(λ)δλλ′ , (4.38)

〈Ch+
λ ,Ch−λ′〉HM = 0. (4.39)

The forward honeycomb Fourier–Weyl C−transform calculates for any f ∈ HM

its spectral transforms f̂± : LM → C by prescribing for any λ ∈ LM the value

f̂±(λ) =
〈f, Ch±λ 〉HM
〈Ch±λ , Ch±λ 〉HM

= (12M2hM(λ)µ±(λ))−1
∑
a∈HM

ε(a)f(a)Ch±λ (a). (4.40)

The backward honeycomb Fourier–Weyl C−transform returns the original function

f ∈ HM ,

f(a) =
∑
λ∈LM

(
f̂+(λ)Ch+

λ (x) + f̂−(λ)Ch−λ (x)
)
, a ∈ HM . (4.41)

The corresponding Plancherel formula is of the form∑
a∈HM

ε(a) |f(a)|2 = 12M2
∑
λ∈LM

hM(λ)

(
µ+(λ)

∣∣∣f̂+(λ)
∣∣∣2 + µ−(λ)

∣∣∣f̂−(λ)
∣∣∣2) .

The orthogonality relations of the honeycomb S−functions over H̃M , labeled by weights

from L̃M , are summarized in Theorem 5.3 in [A9]. The honeycomb Hartley C− and

S−functions, Cah±λ and Sah±λ are specific modifications functions of the honeycomb func-

tions (4.31) and (4.32) containing the Hartley orbit functions (2.2). The orthogonality

relations of honeycomb Hartley C− and S−functions are summarized in Theorems 5.2

and 5.3 in [A9], respectively. The forward and backward honeycomb Fourier–Weyl and

Hartley-Weyl transforms are of similar form.
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(a)

ω1

F

ω2

0

6F

6ω2

(b)

6ω1

0

Figure 4.1: (a) The fundamental domain F of A2 is depicted as the green triangle with vertices
ω1 and ω2 containing 28 points of the point set FP,6. Omitting the dotted points on the boundary

of the triangle F , the 10 points of F̃P,6 are obtained. The blue zig-zag lines linking the dots
represent the springs of the vibration model. (b) The magnified fundamental domain 6F of A2

is depicted as the cyan triangle with vertices 6ω1 and 6ω2 containing 28 points of the weight set
ΛQ,6. Omitting the dotted weights on the boundary of the triangle 6F , the 10 points of Λ̃Q,6 are
obtained. Each weight labels a mode of the transversal vibration model.

4.4 Transversal Vibration Models

The transversal A2 weight lattice vibration model is for M = 6 depicted in Figure 4.1.

The dots of the point set FP,M depict the points of masses m and the equilibrium distance

between the two nearest points is denoted by R0. The zig-zag blue lines linking the dots

represent the springs of spring constants κ and natural lengths l0. The parameter η = l0/R0,

η < 1 measures the level of stretching of the system. Transverse displacement scalar

function is denoted as ψ(a) ≡ ψ(a, t), a ∈ FP,M , where t represents time.

The linearized equation of motion for transversal displacement of any general point

a = a1ω1 + a2ω2 = (a1, a2) ∈ FP,M

is of the form

mψ̈(a) =κ(1− η)

[
ψ

(
a+

(1, 0)

M

)
+ ψ

(
a+

(0,−1)

M

)
+ ψ

(
a+

(−1, 1)

M

)]
+

+ κ(1− η)

[
ψ

(
a+

(0, 1)

M

)
+ ψ

(
a+

(−1, 0)

M

)
+ ψ

(
a+

(1,−1)

M

)
− 6ψ (a)

]
.

Assuming a solution of the mode form

ψ(a, t) = X(a) cos(ωt+ ϕ),

the equation of motion simplifies as(
6− ω2m

κ(1− η)

)
X(a) =X

(
a+

(1, 0)

M

)
+X

(
a+

(0,−1)

M

)
+X

(
a+

(−1, 1)

M

)
+

+X

(
a+

(0, 1)

M

)
+X

(
a+

(−1, 0)

M

)
+X

(
a+

(1,−1)

M

)
.

(4.42)
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For the case of the root system A2 and its Weyl group W , the C− and S−functions,

labeled by a weight λ = b1ω1 +b2ω2 and evaluated at a point a = (x1, x2), are of the explicit

form [A9],

Φλ(a) =e
2
3
πi((2b1+b2)x1+(b1+2b2)x2) + e

2
3
πi(−b1+b2)x1+(b1+2b2)x2) + e

2
3
πi((−b1−2b2)x1+(b1−b2)x2)

+ e
2
3
πi((−b1−2b2)x1+(−2b1−b2)x2) + e

2
3
πi((−b1+b2)x1+(−2b1−b2)x2) + e

2
3
πi((2b1+b2)x1+(b1−b2)x2),

ϕλ(a) =e
2
3
πi((2b1+b2)x1+(b1+2b2)x2) − e

2
3
πi(−b1+b2)x1+(b1+2b2)x2) + e

2
3
πi((−b1−2b2)x1+(b1−b2)x2)

− e
2
3
πi((−b1−2b2)x1+(−2b1−b2)x2) + e

2
3
πi((−b1+b2)x1+(−2b1−b2)x2) − e

2
3
πi((2b1+b2)x1+(b1−b2)x2).

For the orbit functions Φλ

(
(1,0)
M

)
and Φλ

(
(0,1)
M

)
multiplied by Φλ(a) and ϕλ(a) special-

izes the product-to-sum formula (4.2) as

Φλ

(
(1, 0)

M

)
Φλ(a) = 2Φλ

(
a+

(1, 0)

M

)
+ 2Φλ

(
a+

(0,−1)

M

)
+ 2Φλ

(
a+

(−1, 1)

M

)
,

Φλ

(
(0, 1)

M

)
Φλ(a) = 2Φλ

(
a+

(0, 1)

M

)
+ 2Φλ

(
a+

(−1, 0)

M

)
+ 2Φλ

(
a+

(1,−1)

M

)
,

(4.43)

and

Φλ

(
(1, 0)

M

)
ϕλ(a) = 2ϕλ

(
a+

(1, 0)

M

)
+ 2ϕλ

(
a+

(0,−1)

M

)
+ 2ϕλ

(
a+

(−1, 1)

M

)
,

Φλ

(
(0, 1)

M

)
ϕλ(a) = 2ϕλ

(
a+

(0, 1)

M

)
+ 2ϕλ

(
a+

(−1, 0)

M

)
+ 2ϕλ

(
a+

(1,−1)

M

)
.

(4.44)

Summing the relations in (4.43) and in (4.44) and comparing them to (4.42) yields the

dispersion relation

ωλ =

√
κ(1− η)

m

(
6− 1

2
Φλ

(
(1, 0)

M

)
− 1

2
Φλ

(
(0, 1)

M

))
and the corresponding solutions satisfying von Neumann boundary conditions

Xλ(a) = Φλ(a), a ∈ FP,M , λ ∈ ΛQ,M ,

as well as Dirichlet boundary conditions,

X̃λ̃(ã) = ϕλ̃(ã), ã ∈ F̃P,M , λ̃ ∈ Λ̃Q,M .

In order to obtain real-valued solutions, the corresponding Hartley orbit functions (2.2)

are taken as the mechanical modes,

Xλ(a) = ζ1λ(a), a ∈ FP,M , λ ∈ ΛQ,M ,

X̃λ(a) = ζσ
e

λ (a), a ∈ F̃P,M , λ ∈ Λ̃Q,M .

Several lower transversal Hartley modes of the A2 weight lattice vibration model are for

von Neumann and Dirichet boundary conditions depicted in Figures 4.2 and 4.3.
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X[29,1,0] X[28,1,1] X[27,2,1]

X[26,3,1] X[25,3,2] X[24,3,3]

Figure 4.2: Lower transversal Hartley modes of the A2 vibration model Xλ, λ ∈ ΛQ,30 satisfying
von Neumann boundary conditions. The full set of transversal modes of FP,30 contains |ΛQ,30| =
496 elements.

Spectral analysis of any fixed initial positions

ψ(a, 0) = ψ0(a), (4.45)

and any initial velocities

ψ̇(a, 0) = V0(a), (4.46)

produces via the Hartley version of the forward Fourier–Weyl C−transform (2.16) from [40]

the spectral functions ψ̂C0 , V̂ C
0 ,

ψ̂C0 (λ) =(18M2hM(λ))−1
∑

a∈FP,M

ε(a)ψ0(a)Xλ(a),

V̂ C
0 (λ) =(18M2hM(λ))−1

∑
a∈FP,M

ε(a)V0(a)Xλ(a)

and via the S−transform the spectral functions ψ̂S0 , V̂ S
0 ,

ψ̂S0 (λ̃) =(3M2)−1
∑

ã∈F̃P,M

ψ0(ã)X̃λ̃(ã),

V̂ S
0 (λ̃) =(3M2)−1

∑
ã∈F̃P,M

V0(ã)X̃λ̃(ã).

The unique explicit form of the solution, determined by the initial conditions (4.45)

and (4.46), is given for the Dirichlet boundary conditions as

ψ̃(ã, t) =
∑

λ̃∈Λ̃Q,M

(
ψ̂S0 (λ̃) cos(ωλ̃t) +

V̂ S
0 (λ̃)

ωλ̃
sin(ωλ̃t)

)
X̃λ̃(ã).
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X̃[28,1,1] X̃[27,2,1] X̃[26,3,1]

X̃[25,3,2] X̃[24,3,3] X̃[23,4,3]

Figure 4.3: Lower transversal Hartley modes of the A2 vibration model X̃λ̃, λ̃ ∈ Λ̃Q,30 satisfying

Dirichlet boundary conditions. The full set of transversal modes of F̃P,30 contains |Λ̃Q,30| = 406
elements.

For the von Neumann boundary conditions, the additional requirements ψ̂C0 ([M, 0, 0]) = 0

and V̂ C
0 ([M, 0, 0]) = 0 eliminate the translation mode and the resulting solution is of the

form

ψ(a, t) =
∑

λ∈ΛQ,M\[M,0,0]

(
ψ̂C0 (λ) cos(ωλt) +

V̂ C
0 (λ)

ωλ
sin(ωλt)

)
Xλ(a).

The transversal A2 armchair mechanical graphene vibration model is for the

case and M = 6 depicted in Figure 2 from [A9]. The dots of the point set HM depict the

points of masses m and the equilibrium distance between the two nearest points is denoted

by R0. The green lines linking the honeycomb dots represent the springs of spring constants

κ and natural lengths l0. The parameter η = l0/R0, η < 1 measures the level of stretching of

the system. Transverse displacement scalar function is denoted as ψ(a) ≡ ψ(a, t), a ∈ FP,M ,
where t represents time.

The extension coefficients µ±,kλ given by

µ±,0λ = Re
{

(3 +
√

3 i)Φλ

(
ω1

M

)}
,

µ±,1λ = 0,

µ±,2λ = Re
{

(3−
√

3 i)Φλ

(
ω1

M

)}
± 3

∣∣Φλ

(
ω1

M

)∣∣ ,
(4.47)

lead to the normalization functions (4.33) of the following form [A9],

µ±(λ) = 9
∣∣Φλ

(
ω1

M

)∣∣ (2
∣∣Φλ

(
ω1

M

)∣∣± Re
{

(1−
√

3 i)Φλ

(
ω1

M

)})
. (4.48)

The extension coefficients (4.47) determine honeycomb Hartley C− and S−functions

of type II in [A9], which are denoted by Cah±,IIλ , λ ∈ LM and Sah±,IIλ , λ ∈ L̃M . Type II

honeycomb orbit functios represent transversal eigenvibrations of the model subjected to
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X−
[29,1,0] X−

[28,1,1] X−
[27,2,1]

X+
[29,1,0] X+

[28,1,1] X+
[27,2,1]

Figure 4.4: Lower transversal Hartley modes of the A2 armchair mechanical graphene vibration
model X±λ , λ ∈ L30 satisfying von Neumann boundary conditions. The full set of transversal
modes of H30 contains 2|L30| = 330 elements.

discretized von Neumann boundary conditions

X±λ (a) = Cah±,IIλ (a), a ∈ HM , λ ∈ LM ,

as well as Dirichlet boundary conditions,

X̃±
λ̃

(ã) = Sah±,II
λ̃

(ã), ã ∈ H̃M , λ̃ ∈ L̃M .

Several lower transversal Hartley modes of the transversal A2 armchair mechanical graphene

vibration model are for von Neumann and Dirichet boundary conditions depicted in Fig-

ures 4.4 and 4.5.

The eigenfrequencies ω±λ corresponding to the modes X±λ , λ ∈ LM and X̃±λ , λ ∈ L̃M are

given as

ω±λ =

√
κ(1− η)

m

(
3± 1

2

∣∣∣Φλ

(ω1

M

)∣∣∣).
Spectral analysis of any fixed initial positions

ψ(a, 0) = ψ0(a), (4.49)

and any initial velocities

ψ̇(a, 0) = V0(a), (4.50)

yields via the Hartley version of the forward honeycomb Fourier–Weyl C−transform (4.40)

of type II from [A9] the spectral functions ψ̂C,±0 , V̂ C,±
0 ,

ψ̂C,±0 (λ) =(12M2hM(λ)µ±(λ))−1
∑
a∈HM

ε(a)ψ0(a)X±λ (a),

V̂ C,±
0 (λ) =(12M2hM(λ)µ±(λ))−1

∑
a∈HM

ε(a)V0(a)X±λ (a)
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X̃−
[28,1,1] X̃−

[27,2,1] X̃−
[26,3,1]

X̃+
[28,1,1] X̃+

[27,2,1] X̃+
[26,3,1]

Figure 4.5: Lower transversal Hartley modes of the A2 armchair mechanical graphene vibration
model X̃±

λ̃
, λ̃ ∈ L̃30 satisfying Dirichlet boundary conditions. The full set of transversal modes

of H̃30 contains 2|L̃30| = 270 elements.

and via the S−transform the spectral functions ψ̂S,±0 , V̂ S,±
0 ,

ψ̂S,±0 (λ̃) =(2M2µ±(λ̃))−1
∑
ã∈H̃M

ψ0(ã)X̃±
λ̃

(ã),

V̂ S,±
0 (λ̃) =(2M2µ±(λ̃))−1

∑
ã∈H̃M

V0(ã)X̃±
λ̃

(ã).

The unique explicit form of the solution, determined by the initial conditions (4.49)

and (4.50), is given for the Dirichlet boundary conditions as

ψ̃(ã, t) =
∑
λ̃∈L̃M

(
ψ̂S,+0 (λ̃) cos(ω+

λ̃
t) +

V̂ S,+
0 (λ̃)

ω+

λ̃

sin(ω+

λ̃
t)

)
X̃+

λ̃
(ã)

+
∑
λ̃∈L̃M

(
ψ̂S,−0 (λ̃) cos(ω−

λ̃
t) +

V̂ S,−
0 (λ̃)

ω−
λ̃

sin(ω−
λ̃
t)

)
X̃−
λ̃

(ã).

For the von Neumann boundary conditions, the additional requirements ψ̂C,−0 ([M, 0, 0]) = 0

and V̂ C,−
0 ([M, 0, 0]) = 0 eliminate the translation mode and the resulting solution is of the

form

ψ(a, t) =
∑
λ∈LM

(
ψ̂C,+0 (λ) cos(ω+

λ t) +
V̂ C,+

0 (λ)

ω+
λ

sin(ω+
λ t)

)
X+
λ (a)

+
∑

λ∈LM\[M,0,0]

(
ψ̂C,−0 (λ) cos(ω−λ t) +

V̂ C,−
0 (λ)

ω−λ
sin(ω−λ t)

)
X−λ (a).

50



Conclusion

The results of the selected articles included in the thesis [A1–A9] contribute to the theory

and applications of the multidimensional discrete Fourier–Weyl transforms of special func-

tions related to Weyl groups. The developed discrete Fourier–Weyl transforms and related

Fourier methods are relevant in their own right in the field of mathematical physics. The

theory of the Fourier–Weyl transforms is linked to notions from conformal field theory and

generates solutions of vibrations models with boundary conditions in solid state physics.

Other potential applications comprise various methods which already benefit from multi-

dimensional concatenation of Cartesian products of univariate trigonometric transforms.

These methods include numerical solutions of differential equations, solutions of difference

equations, numerical integration, spectral and interpolation methods. Moreover, together

with the segments pertinent to numerical methods, the presented results contribute to the

theory of Chebyshev-like orthogonal polynomials and associated Chebyshev methods.

The discrete Fourier–Weyl transforms on finite fragments of the Weyl group invariant

lattices are explicitly described in general forms [A1–A6,A8,A9]. Boundary layouts of the

point sets are for each root system dictated by the admissible shifts of the weight and dual

weight lattices and by the action of the sign homomorphisms on the generating reflections

of the affine Weyl group. Besides the honeycomb lattice case, the point sets underlying in

the discrete Fourier–Weyl transforms considered in the thesis are taken as finite subsets

of the weight lattices, dual weight lattice and their shifted versions. A mathematical ex-

position of the root lattice transforms requires several additional notions from the theory

of Weyl groups and specifications of the fundamental domains of the extended affine Weyl

groups [41]. The root lattice discrete transforms induce jointly with the weight lattice

transforms fundamentally novel options for transforms on composed grids. The presented

honeycomb lattice case, generated as subtraction of weight and root lattices of the root sys-

tem A2 [A9], represents this approach for 2D lattices. The form of the shifted versions of

the root lattice transforms and their compositions with the shifted weight lattice transforms

deserves further study.

The completeness of the discretely orthogonal sets of the Weyl orbit functions in the

finite-dimensional Hilbert spaces is guaranteed by coinciding cardinalities of the point and

label sets [A1–A3,A8,A9]. A general algorithm for deriving the specific counting formulas

for cardinalities of the point and label sets, which correspond to the dimensions of the

functional Hilbert spaces, is developed in [A1]. Special cases of the presented counting

formulas [23–25] are related to numbers of elements of finite order in the underlying Lie

group [81, 82] as well as to the description of the Voronoi and Delaunay cells of the root
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lattices [83]. The algorithm is altered for evaluation of explicit counting formulas for the

shifted point sets [A2], the even point sets [A3], the weight lattice point sets [A8] and the

honeycomb point sets [A9]. Further generalization of the algorithm for deriving counting

formulas from [A1] is applied for calculation of affine fusion tadpoles in conformal field

theory [107]. The orthogonality relations and the discrete Fourier–Weyl and Hartley–Weyl

transforms crucially depend on orders of the stabilizers in the affine and dual affine Weyl

groups. The calculation procedures for orders of the stabilizers, specified for the stan-

dard stabilizers in [A1] and the even stabilizers in [A3], permit evaluation and subsequent

implementation of the stabilizer functions ε and h∨M for any case.

The six cases of the even Weyl orbit functions exhibit non-standard behavior on the

boundaries of the even Weyl group fundamental domains [31, 34, 40]. The even Fourier–

Weyl transforms are developed for the standard even Weyl group on the fundamental

simplices extended by the reflections of their interiors [A3]. The boundary behavior of

the general even orbit functions translates into their intricate boundary points layout [40].

Application of the even Fourier–Weyl transforms in image processing is achieved in [12]

via establishing the corresponding convolution theorems [76]. Applicability of the even

transforms to conformal field theory is yet to be investigated. A physical realization of

the transversal vibration models satisfying the even boundary conditions also deserves

further study. Shifted even weight and dual weight lattice transforms, even root lattice

transforms, even honeycomb transforms together with their Hartley–Weyl versions have not

yet been described. The presented approach of constructing the semisimple even and full

even transforms [A4] permit straightforward generalization to all six types of E−functions.

Special rich outcome of the even Fourier–Weyl and Hartley–Weyl transforms is expected

for direct products of different types of even functions.

The multivariate real-valued discrete Hartley–Weyl transforms have potential applica-

tions in fields which utilize the standard versions of the Hartley transform such as signal

processing [87, 94], geophysics [66], measurement [104], pattern recognition [3] and op-

tics [72, 112]. Each standard and even Fourier–Weyl and Hartley–Weyl transform is con-

nected to an interpolation problem of multivariate functions sampled over the underlying

set of points. The successful interpolation tests are performed for the 2D and 3D symmetric

and antisymmetric trigonometric functions in [43, A5, A6] and for the Hartley honeycomb

transforms in [A9]. Other fruitful tests are accomplished for the 2D even transforms in [31],

2D transforms of algebras A2, C2 and G2 in [1, 90–92], 3D alternating transforms in [46],

3D transforms of algebras B3 and C3 in [32,35]. Common feature of the interpolation tests

is excellent interpolation and convergence behavior. The Gibbs phenomenon for univariate

Fourier expansions conveys specific ringing of Fourier expansions at the points of discon-

tinuities of the model function [39]. The Gibbs phenomenon for bivariate cases is also

noted in [37, 38, 106]. The antisymmetric and periodic extensions of a given model func-

tion, continuous on the fundamental domain, generate in general border discontinuities and

Gibbs ringing of the interpolations. The Gibbs phenomeon is avoided for the cases with

continuous periodic and symmetric extension [A3].

Ratios of the antisymmetric and symmetric cosine functions as well as ratios of the Weyl
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orbit functions are expressed in the form of multivariate Chebyshev polynomials [45, A6].

The antisymmetric and symmetric cosine polynomials form via their link to polynomials

associated to root systems [33] special cases of Heckman–Opdam [86] and Macdonald poly-

nomials [73]. Relations among the special functions associated to the Weyl orbit functions

and the Jacobi polynomials are detailed in [33]. These multivariate polynomials inherit the

discrete orthogonality properties of trigonometric and orbit functions [18, 22]. Structural

characteristics of the ratios related to the antisymmetric and symmetric sine polynomials

deserve further study. The Lebesgue constant estimates of the polynomial cubature and

interpolation formulas together with the convergence of the polynomials series pose open

problems. The cubature rules from [78,79,A6] indicate that the shifted lattices transforms

possess high potential to generate cubature formulas of Gaussian type. Versions of the

Clenshaw–Curtis methods of numerical integration [14, 102], developed for the C2 and A2

root systems in [33,97], also need to be further investigated to cover more cases. Hyperin-

terpolation methods [9,75,101,102] which directly apply the standard polynomial cubature

rules, pose for the presented cubature rules open problems.

The existence and explicit forms of generating functions for the related Weyl orbit

functions polynomials, developed in [18–20, 100], further enhance the applicability of the

presented polynomial Chebyshev methods. The polynomial generating functions are closely

related to the character generating functions from Lie theory [55,89]. The generating func-

tions form an efficient tool for investigating symmetries and parity relations of the gen-

erated orthogonal polynomials. The recurrence relations algorithms for the calculation of

the bivariate polynomials [69] are superseded by explicit evaluation formulas derived from

the generating functions [18]. The explicit evaluation formulas [18] for the polynomials

represent practical tool for efficient computer implementation and handling of the gener-

ated polynomials. The potential applications of the presented cubature rules [A6] include

calculations in laser optics [10], stochastic dynamics [109], fluid flows [16], magnetostatic

modeling [110], electromagnetic wave propagation [99], micromagnetic simulations [13],

liquid crystal colloids [105] and quantum dynamics [67].

The discretized versions of product-to-sum decomposition formulas, which are summa-

rized for any type of orbit function in [40] and for semisimple even functions in [A4], lead

to the dual weight lattice generalization of the Kac–Walton formula [A7]. The properties of

the unitary and symmetric Kac–Peterson matrices together with the affine fusion rules and

Kac–Walton formulas [26] from conformal field theory motivated the development of the

weight lattice discretization of Weyl orbit functions in [A8]. The common argument and

label symmetries of the weight lattice transforms, dictated by the affine Weyl groups, yield

four types of unitary and symmetric generalizations of the Kac–Peterson matrices. The

forms and physical significance of the generalized Kac–Walton formulas and Kac–Peterson

matrices for all ten types of weight lattice discretized Weyl orbit functions need to be fur-

ther investigated. On the other hand, the Fourier–Weyl transforms on the root, shifted and

subtracted lattices potentially positively influence advance of conformal field theory. Impli-

cations of the weight-lattice discretization for the interpolation methods, the corresponding

orthogonal polynomials, cubature rules and polynomials series expansions deserve further
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study. Another crucial application of the product-to-sum decomposition formulas is found

in description of mechanical vibration models.

The Weyl orbit functions represent solutions of the mechanical vibration models con-

strained by Dirichlet, von Neumann or mixed boundary conditions on the fundamental

domain of the affine Weyl group. The discrete Fourier–Weyl and Hartley–Weyl transforms

provide spectral analysis of given initial conditions and determine the explicit solutions.

A significant advantage of the current symmetry approach for the honeycomb lattice [A9]

lies in the form of the resulting functions. Each solution is determined by a single Hartley

honeycomb orbit function, whereas the standard approach yields two different functional

descriptions, one for each congruence class of the honeycomb lattice [17, 54, 96]. Permit-

ting an efficient interpolation [A9], the honeycomb Fourier–Weyl and Hartley–Weyl C−
and S−transforms thus represent suitable generalizations of the standard discrete cosine

and sine transforms to the honeycomb lattice. Contrary to the present armchair boundary

triangular honeycomb dot, the zig-zag boundary triangular dot is not a union of two Weyl

group invariant lattices and the standard procedures for calculation of solutions [17, 96]

cannot be used for this case. On the other hand, a modified approach from [A9] potentially

also leads to unique novel solutions and a dispersion relation for the zig-zag honeycomb

triangular dot.

With continued research, the significance of the Fourier–Weyl transforms together with

the related Fourier and Chebyshev methods in mathematical physics steadily increases.

Besides the developed specific transforms, achieved links connecting the transforms to con-

formal field theory and solid state physics constitute a consequential segment of the field.

Since Weyl orbit functions represent generalizations of the trigonometric functions related

to fundamental symmetries of nature, their further applications, appreciation and augmen-

tation of value are expected.
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order in compact Lie groups, Proc. Amer. Math. Soc. 121 (1994) 943–950.
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[32] L. Háková, J. Hrivnák, Interpolation of Multidimensional Digital Data Using Weyl

Group Orbit Functions, in: Geometric Methods in Physics, XXXII workshop,
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[33] L. Háková, J. Hrivnák, L. Motlochová, On cubature rules associated to Weyl group

orbit functions, Acta Polytechnica 56 (2016) 202–213.
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[66] H. Kühl, M. D. Sacchi, J. Fertig, The Hartley transform in seismic imaging, Geo-

physics, 66 (2001) 1251–1257.

[67] D. Lauvergnata, A. Nauts, Quantum dynamics with sparse grids: A combination of

Smolyak scheme and cubature. Application to methanol in full dimensionality, Spec-

trochim. Acta, Part A 119 (2014) 18–25.

[68] F. W. Lemire, J. Patera, Congruence number, a generalization of SU(3) triality,

J. Math. Phys., 21 (1980) 2026–2027.

[69] H. Li, J. Sun, Y. Xu, Discrete Fourier Analysis and Chebyshev Polynomials with G2

Group, SIGMA 8 (2012) 067.

[70] H. Li, J. Sun, Y. Xu, Discrete Fourier analysis, cubature and interpolation on a

hexagon and a triangle, SIAM J. Numer. Anal. 46 (2008) 1653-1681.

[71] H. Li, Y. Xu, Discrete Fourier analysis on fundamental domain and simplex of Ad

lattice in d−variables, J. Fourier Anal. Appl. 16 (2010) 383–433.

[72] S. Liu, C. Guo, J. T. Sheridan, A review of optical image encryption techniques, Opt.

Laser Technol. 57 (2014) 327–342.

[73] I. G. MacDonald, Orthogonal polynomials associated with root systems, Sém. Lothar.

Combin. 45 (2000/01), Art. B45a, 40.

59



REFERENCES

[74] I. G. Macdonald, Symmetric functions and orthogonal polynomials, Dean Jacque-

line B. Lewis Memorial Lectures presented at Rutgers University, University Lecture

Series, Amer. Math. Soc., Providence, 12 (1998).

[75] S. De Marchi, M. Vianello, Y. Xu, New cubature formulae and hyperinterpolation in

three variables, BIT. Numerical Mathematics 49 (2009) 55–73.

[76] S. Martuchi, Symmetric convolution and the discrete sine and cosine transforms,

IEEE Trans. Signal Processing, 42 (1994) 1038–1051.

[77] H. Minc, Permanents, Addison-Wesley, New York (1978).
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