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Abstract

Pathological high-frequency oscillations (HFOs, 60-600 Hz) are cerebral oscillations that occur
de novo in the epileptic brain. Past studies demonstrated that HFOs provide valuable informa-
tion to localize the seizure onset zone and epileptogenic tissue, predict the future development
of spontaneous seizures, or monitor disease activity. It is hypothesized that elucidation of the
cellular and network mechanisms underlying HFO genesis can contribute to a better understand-
ing of the functional organization of the epileptogenic tissues, its reorganization and to better
understanding the mechanisms of seizure initiation. The central goal of the thesis was to explore
the role of HFOs in seizure genesis and the functional organization of the neocortical epileptic
networks. To address these questions, we utilized a range of research techniques ranging from in
silico models of ictogenesis to acute seizure models in vitro, chronic focal epilepsy models, and
human intracranial recordings. Spontaneous cellular and network activity was recorded using
electrophysiological techniques from single-electrode to large-scale or multi-channel recording
combined with electrical or optical stimulation. Obtained data were analyzed by traditional and
advanced signal processing techniques, including semi-automatic detection algorithms, spectral
analysis, methods from complex system dynamics, and a wide range of statistical approaches.
Analysis of early warning signals of critical transition derived from the interictal HFO revealed
a preictal loss of resilience accompanied by an increased sensitivity to perturbations ahead of
seizures. The obtained results allowed us to formulate a new hypothesis about seizure genesis
through the loss of brain stability and explain the dual role of interictal activity in ictogenesis.
Identified dynamical principles of transition to seizure represented a substrate for developing an
unsupervised technique estimating the epileptic brain state. Through the analysis of HFOs at
the seizure onsets, we disclosed the dichotomy between the primary lesion and the main seizure
onset zone in a model of non-lesional temporal lobe epilepsy. In a highly realistic model of
neocortical epilepsy, we showed that the neocortex can generate a wide range of HFOs that
co-localize with the primary lesion and seizure onset zone. Using optogenetics, we showed that
mutated neocortical neurons are an integral part of the network, and their activation can initiate
neocortical HFO and seizures. The thesis improved understanding of HFOs and seizure transi-
tion mechanisms, presenting diagnostic insights applicable to presurgical epilepsy evaluations.
It contributed novel insights into neocortical HFOs and epileptic network organization, valuable
for diagnosing and treating drug-resistant focal epilepsies.

Keywords: high-frequency oscillations; epilepsy; focal cortical dysplasia; seizures; dynamical
system;
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Abstrakt

Patologické vysokofrekvenční oscilace (VFO, 60-600 Hz) jsou mozkové oscilace, které se obje-
vují de novo v epileptické tkáni. Předchozí studie prokázaly, že VFO přináší klinicky relevantní
informace ohledně lokalizace zóny počátku záchvatu, či epileptogenní zóny. VFO jsou pří-
tomny v časných fázích epilepsie a jejich výskyt předchází rovoji spontánních záchvatů. Záro-
veň lze VFO využít v monitorování aktivity onemocnění. Předpokládá se, že objasnění buněč-
ných a sít’ových mechanizmů odpovědných za vznik VFO může zásadně přispět k lepšímu po-
chopení funkční organizace epileptogenní tkáně, mechanizmům epileptogenní přestavby mozku,
či dějům odpovědných za vznik záchvatu. Cílem této práce bylo objasnit úlohu VFO v patofy-
ziologii epilepsie a vzniku záchvatů. Za tímto účelem jsme využili řadu výzkumných technik
sahající od počítačového modelování iktogeneze až po akutní modely záchvatů in vitro, chro-
nické modely fokální epilepsie a analýzu lidské intrakraniální aktivity. Spontánní elektrická bu-
něčná a sít’ová aktivita byla zaznamenána pomocí technik jednokanálového či vícekanálového
záznamu lokálních potenciálů z mozku, jež byly kombinovány s elektrickou nebo optickou sti-
mulací. Získaná data byla analyzována tradičními i pokročilými technikami zpracování signálů,
včetně poloautomatických detekčních algoritmů, spektrální analýzy, metod z oblasti dynamiky
složitých systémů a široké škály statistických přístupů. Analýzou časných varovných signálů
kritického přechodu, odvozených z vlastností interiktálních VFO, jsme prokázali předzáchva-
tovou ztrátu resilience mozkové tkáně, jež se manifestovala zvýšenou citlivostí mozku k pertu-
rbacím. Získané výsledky nám umožnily formulovat novou hypotézu vzniku epileptických zá-
chvatů, kdy přechod do záchvatu je spojený s postupnou ztrátou stability mozku. Zároveň nám
pozorování umožnila vysvětlit duální úlohu interiktální aktivity v iktogenezi. Identifikované
dynamické principy přechodu do záchvatu posloužily jako substrát pro vývoj techniky shlu-
kové analýzy odhadující stav epileptického mozku. Analýzou VFO na počátku záchvatů jsme
odhalili dichotomii mezi primární lézí a hlavní zónou počátku záchvatu v nelezionálním modelu
epilepsie temporálního laloku. V modelu neokortikální epilepsie na podkladě fokální kortikální
dysplázie jsme prokázali, že mozková kůra generuje široké spektrum VFO. Tyto VFO mají dia-
gnostickou výpovědní hodnotu, nebot’ lokalizují primární lézi a zónu počátku záchvatu. Pomocí
optogenetických metod jsme prokázali, že mutované neurony ve fokální kortikální dysplázii
mohou generovat patologickou epileptiformní aktivitu, včetně VFO. Tato disertační práce při-
nesla nové poznatky o VFO a jejich úloze v patofyziologii epilepsie a záchvatů a využití VFO
v předoperační diagnostice v rámci chirurgické léčby epilepsie. Práce poskytla nové poznatky
o buněčných a sít’ových mechanizmech VFO, které jsou cenné pro diagnostiku a léčbu farma-
korezistentních fokálních epilepsií.
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1 Introduction

1.1 Epilepsy

Epilepsy is a neurological disorder affecting between 0.5 and 1 % of the population worldwide
(Mula and Cock, 2015). It is characterized by an enduring predisposition to generate recurrent
seizures. Seizures are transient episodes of excessive or hypersynchronous activity of neurons
that are associated with a range of symptoms, from brief periods of confusion to violent, life-
threatening convulsions (Engel et al., 2008). The symptoms of epilepsy can vary widely from
person to person, depending on the type of epilepsy and the location of the brain where the
epileptic neurons are located.

Symptoms A person may experience altered states of consciousness, which can range from
confusion lasting only a few seconds to complete loss of awareness. Some people with epilepsy
may experience auras, such as visual disturbances, strange smells or tastes, amnesia, or a feeling
of déjà vu. Other individuals may experience physical sensations like altered hearing, tingling,
dizziness, nausea, staring, and chewing, or may encounter picking at clothing, wandering aim-
lessly, and other atypical behaviors (Engel et al., 2008; Fisher et al., 2017).

Duration The length of seizures can vary widely. Some seizures may stop on their own, while
others may require medical intervention. In general example, a focal seizure, which originates
in a specific area of the brain, or a generalized tonic-clonic seizure, which involves the whole
brain, can last from a few seconds to several minutes (Scharfman, 2007). Seizures that last
longer than five minutes are referred to as status epilepticus (Trinka et al., 2015) and require
immediate medical attention. Prolonged seizures can be dangerous and can lead to severe brain
damage.

Disease onset Epilepsy can occur at any age and can be caused by a variety of factors of ge-
netic or acquired origin (brain injury, infection, ...). Genetic causes of epilepsy can arise from
mutations in specific genes, either in the germline or somatic (occurring during embryonic de-
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velopment or later in life). These mutations can affect ion channels, neurotransmitter receptors,
or other proteins involved in the proper functioning of neurons or their migration or maturation
during brain development. On the other hand, epilepsy can also emerge as a result of injury
or insult to the brain, such as traumatic brain injury, stroke, brain infection, or tumors. These
insults can cause changes in the brain that alter neuronal properties and connectivity between
neurons, and epileptogenic tissue reorganization leading to abnormal excitability and sponta-
neous seizures emergence (Engel et al., 2008).

Adverse effects People with epilepsy may face a range of medical and social challenges, such
as the fear about when and where their next seizure will occur, the risk of injury, medication
side effects such as memory impairment, drowsiness, depression, psychiatric comorbidities,
and social stigma, isolation, and others. Epilepsy can impose limitations on activities such as
driving or working in certain professions, leading to social stigma and causing considerable
stress and anxiety. Epilepsy is associated with loss of productivity (Baker et al., 1997) and
significant direct and indirect health costs (Strzelczyk et al., 2008). With proper management
and support, however, many people with epilepsy are able to lead fulfilling lives and achieve
good seizure control (Baker et al., 1997; Löscher, 2020; Frauscher et al., 2017).

Treatment Seizures can be controlled in approximately two thirds of people, using cur-
rently available anti-seizure medication (ASM) that stabilizes neuronal excitability (Perucca
et al., 2008) and prevents high-frequency firing. One third of patients have drug-refractory
epilepsy. A small proportion with focal epilepsy can benefit from epilepsy surgery (Sisodiya,
2004; Frauscher et al., 2017); (Fig.1.1). Other available therapies include neurostimulation or
ketogenic diet. The candidates for epilepsy surgery need to undergo a meticulous presurgi-
cal examination that includes a comprehensive analysis of video-electroencephalogram (EEG),
magnetic resonance imaging (MRI), functional imaging (fMRI, PET, SPECT), and neuropsy-
chology testing. The resection margin is delineated based on the synthesis of all measured data
in the presurgical evaluation and the whole medical history of the patient (Marusic, 2018). Se-
lected patients need to undergo long-term monitoring with intracranial electrodes to precisely
delineate the resection margins. For epileptologists reviewing the presurgical EEG, the signals
of interest are usually interictal spikes (IEDs) and high-frequency oscillations (HFOs), which
are markers of the presence of epileptic neurons and endogenous epileptogenicity (Jiruska et al.,
2017).

The significance of pHFOs HFOs were discovered two decades ago and since their discovery,
they attracted the attention of clinical and experimental epileptologists. Oscillations of various
frequencies have been observed in both humans and animals and even in both conditions -
pathological and physiological. The pathological HFOs (pHFOs) are thought to play a role in

2



Figure 1.1: The concept of zones in epilepsy. Epileptogenic zone (EZ): The area of the brain
that is necessary and sufficient to resect for seizures to disappear. In the Irritative zone, the
interictal discharges are generated (image edited with approval of Jiruska, P.)

the initiation and propagation of seizures and mark epileptic tissue while the physiological ones
are understood as a correlate of information processing in the brain (Jiruska, 2013). Compared
to IEDs, pHFOs are thought to be a more specific biomarker of the seizure onset zone. HFOs
mirror disease activity in patients with epilepsy (Zijlmans et al., 2009) and correlate positively
with a lesion size (Cserpan et al., 2022). Including HFOs in the resection is associated with
better surgical outcomes (Worrell and Gotman, 2011). pHFOs show a tighter link to seizure
activity, reflecting disease severity over time in experimental works (Lévesque et al., 2011),
and clinical studies (Zijlmans et al., 2009). pHFOs characterize epileptogenic networks in the
SOZ (Jacobs et al., 2009; Bragin et al., 1999a) and their frequency is positively correlated with
the specificity of detecting epileptogenic and seizure-generating regions (Brázdil et al., 2017).
pHFOs serve as biomarkers of epileptogenesis and targets for surgical removal (Zijlmans et al.,
2012). These features make HFOs clinically and experimentally attractive. However, the precise
cellular and network mechanisms of HFOs remain elusive.
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2 High frequency oscillations

2.1 Brain and oscillations

The empirical classification of oscillations into a series of frequency bands (δ , θ , α , β , γ) sup-
ported by statistical analysis of EEG spectrum (Lopes da Silva, 2011), has stood the test of time.
Indeed, the brain is inherently predisposed to oscillate. Specific brain regions are more prone to
generate oscillatory activity than others (Buzsáki, 1989). Various physiological oscillations are
electrographic correlates of cognitive mechanisms. The inclination to oscillations is not merely
a happenstance but rather a foundational aspect essential for proper brain functioning. A key
part of information flow and thinking is orchestrated by synchronization and precisely coordi-
nated neuronal firing rather than by structural anatomical connectivity (Fries, 2015). Across
evolution, cerebral oscillations have become adapted to modulate communication and binding
of distributed cell assemblies during complex cognitive acts like perception, memory, and mo-
tion (Cannon et al., 2014). Disruption of these rhythms compromises cognitive abilities and is
associated with cognitive deficit (Buzsáki, 2015).

Oscillations are inherent to brain tissue. In both normal and epileptic tissue, one of the
most captivating phenomena is high-frequency oscillations (HFOs). HFOs are transient oscil-
latory patterns in the EEG signals recorded directly from the brain, with at least four cycles and
frequencies over 80 Hz (Zijlmans et al., 2019). Major subtypes include:

OSCILLATION TYPE FREQUENCY RANGE
gamma oscillations 30-100 Hz

ripples 80-250 Hz
fast ripples 250-500 Hz

very high-frequency oscillations >500 Hz

Table 2.1: High-frequency oscillation subtypes and their frequency ranges.

The precise frequency ranges of HFOs differ between authors (Jefferys et al., 2012; Zijlmans
et al., 2019; Brázdil et al., 2017). However, the ranges should not be defined strictly as the
frequencies of adjacent HFOs typically overlap. In the following sections, specific types of
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HFOs will be described in detail.

2.2 Gamma oscillations

The brain is not just a passive, stimulus-driven organ. Instead, it actively creates meaning and
predictions using top-down processing based on prior knowledge and expectations (Marusic,
2023). For example, when seeing a blurry object, top-down signals from higher-level cortical
areas encode prior knowledge and expectations about common objects and can shape process-
ing in early visual cortex to perceive the most likely interpretation even in the presence of noisy
or incomplete sensory information. Similarly, when looking at a bistable image (that can be per-
ceived in either of two possible ways), the grouping and synchrony between neurons encoding
the image components will rearrange as your perception flips between the two interpretations
(Engel et al., 2008).

Gamma oscillations refer to synchronous neural activity in the 30-80 Hz frequency range.
They are most prominent in the superficial layers 2/3 of the neocortex and in the hippocampus
(Wang, 2010). When attention is directed to a stimulus, gamma-band synchronization increases
among neurons encoding that stimulus. This selective coherence enables the interaction be-
tween the receiving group and the attended group to be highly effective. Temporal binding
refers to the process in which neurons encoding different components of the same object will
synchronize their firing in the gamma band. This temporal coordination binds all the distributed
neurons representing an object into a unified percept (Engel et al., 2001; Isaacson and Scanziani,
2011; Fries, 2005). The desynchronized activity would not allow distinct networks to "commu-
nicate" through shared timing. Gamma oscillations provide a common "language" for neural
populations to bind their representations. Nevertheless, this portrayal is too simplistic as in
reality rhythms can be even history-dependant (Cannon et al., 2014), exhibit cross-frequency
coupling involving other frequency bands such as theta, or even facilitate signal gating and
routing based on slightly different frequencies as has been demonstrated in rat auditory cortex
(Ainsworth et al., 2011).

At the single neuron level, cortical "chattering cells" can intrinsically generate rhythmic
bursting in the gamma band. This fast rhythmic bursting relies on the interplay between voltage-
gated sodium channels and potassium channels, rather than slower calcium-dependent mecha-
nisms. However, in most cases, gamma rhythms arise from reciprocally connected excitatory
and inhibitory fast-spiking (FS) interneurons. Pyramidal cells provide excitatory drive to FS
interneurons, which then rhythmically inhibit the pyramidal cells, constituting a feedback loop
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(Isaacson and Scanziani, 2011). Experiments have shown that blocking either excitation or in-
hibition eliminates gamma oscillations. The frequency of the gamma oscillations is determined
by the time constants of AMPA receptor-mediated excitation and GABAa receptor-mediated in-
hibition. In addition, electrical coupling through gap junctions among FS interneurons further
aids their synchronization as shown in transgenic mice, the gamma power has been reduced
after knocking out gap junction proteins (Wang, 2010).

2.3 Sharp wave and physiological ripples

Sharp waves are irregular large amplitude field potentials that reflect synchronous bursts of
neuronal firing in the mammalian hippocampus. Sharp waves are thought to be initiated in
the CA3 region of the hippocampus through recurrent connectivity between CA3 pyramidal
neurons but are recorded mainly in the CA1 stratum radiatum (Buzsáki et al., 1983). The
emergence of sharp wawes depends on the synchronization of tens of thousands of neurons,
making them the most synchronous physiological events in the brain (Buzsáki, 2015; Buzsáki
and Chrobak, 1995). Thalamocortical inputs affect the initiation of SWRs, demonstrating the
interplay between hippocampal and neocortical activity. The deep depolarizations caused by
sharp waves trigger high-frequency bursting of CA1 pyramidal neurons (Ylinen et al., 1995).

Physiological ripples are fast oscillations ( 200 Hz) riding on sharp waves. They are most
prominent in the CA1 region of the hippocampus (Ylinen et al., 1995) and occur mainly during
non-rapid eye movement (NREM) and immobile waking states (Buzsáki, 2015). Physiological
ripples are involved in the process of forming declarative memory and in the reactivation of
memory traces (O’Neill et al., 2006; O’Neill et al., 2010). Sharp waves together with ripples
in the hippocampal circuit provide the necessary conditions for synaptic plasticity and memory
consolidation by replaying memories formed during wakefulness (Buzsáki, 2015). The loss
of the ability to generate these oscillations or the disruption of the mechanisms of their gene-
sis results in cognitive deficits and neurological or psychiatric disorders (Uhlhaas and Singer,
2006). Physiological ripples appear to reflect summated synchronous inhibitory postsynaptic
potentials (IPSPs) generated by subsets of interneurons that regulate the discharges of principal
cells (Fig.2.1-E); (Ylinen et al., 1995). Pathologically, the same mechanism may be involved in
low-amplitude fast activity ictal onset but usually with frequencies lower than ripples (Jiruska,
2013).
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2.4 Pathological ripples and fast ripples

Figure 2.1: HFO mechanisms. A-D: HFOs generated by population spikes of pyramidal cell
firing. A, D: Pure oscillations are the most synchronous. B: Asynchronous firing of highly
active cells can manifest as ripples or fast ripples, although with lower amplitude. C: Emergent
HFOs generated by out-of-phase firing of two or more populations due to various causes (cell
loss, various lengths of axons, hub neurons, and local circuits). D: Pathologic ripples generated
when interneurons gate action potentials of pyramidal cells. E: Physiological ripples resulting
from IPSPs on the membrane of pyramidal cells. Mechanisms D and E depend on intact inhi-
bition, unlike A-C (edited with approval of Jiruska, P.)

The hippocampus and surrounding mesial temporal lobe structures are known to be signif-
icant generators of pathological fast ripples and ripples. These structures are often involved
in the initiation and propagation of seizures in temporal lobe epilepsy, one of the most com-
mon forms of epilepsy in adults. The hippocampus has a well-defined and relatively simple
anatomical structure, making it easier to study in experimental conditions, such as in vitro elec-
trophysiological or pharmacological studies. Therefore, the majority of knowledge about the
mechanisms of HFOs relies on studies focused on these structures (Bragin et al., 1999b; Staba
et al., 2002).

A pioneering study demonstrating the existence of pHFOs was focused on epileptogenesis in
the kainate model of temporal lobe epilepsy (TLE) (Bragin et al., 1999b). Following the status
epilepticus (SE) induced by kainate injection, HFOs within the 100-500 Hz range emerged,
but only in the rats that later developed spontaneous seizures (Bragin et al., 2004). A recent
study (Naggar et al., 2020) employing 64-electrode array recordings from rat hippocampal slices
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demonstrated that ripples induced by perfusing slices with GABAA blockers or kainic acid were
dependent on the intact AMPA receptor signaling, unlike NMDA. Gap junctions can increase
neuronal firing but surprisingly, do not seem to be the main drivers in HFO synchronization.
Also, the study showed CA3c is the main area of ripple generation.

HFOs are thought to be generated by distinct mechanisms involving multiple cell types such
as interneurons and principal cells. All the mechanisms, however, share a common requirement
- within the population of neurons, a sufficient number of neurons must engage in rapid firing,
giving rise to synchronized high-frequency population spikes to be extracellularly recorded as
an HFO event. Which cells are responsible for these oscillations?

Pathological ’pure’ ripples When principal cells get synchronized on a millisecond time
scale, which can be achieved via fast synaptic transmission (Dzhala and Staley, 2004) or non-
synaptic mechanisms like gap-junction coupling (Draguhn et al., 1998), so-called "pure" oscil-
lations emerge (Ibarz et al., 2010); (Fig.2.1-A, D). Specific geometric organization, particularly
tight cellular arrangement favors such precise synchronization. Therefore, this mechanism of
oscillation is typical for several hippocampal regions and subiculum. Typically, only the patho-
logical ripples are thought to be generated by such mechanism (Ibarz et al., 2010), because
the physical properties of principal cells limit their rate of firing to achieve particularly high
frequencies. Therefore, it is improbable for fast ripples to be generated by such a mechanism
(Jiruska et al., 2017). Besides principal cells, there are FS granule cells capable of firing much
faster. Again, it is unlikely for fast ripples to be generated by granule cells. The contribu-
tion to the extracellular field by such cells during fast ripple engagement is negligible as was
demonstrated in a computer simulation (Fink et al., 2015). Although pathological ripples are
not primarily generated by interneuronal firing, there is evidence that interneurons, particularly
basket cells are highly involved. In an in vitro study employing a high-potassium model of
seizures in the hippocampus, a substantial portion of interneurons increased firing during indi-
vidual cycles of ripple oscillations (Morris et al., 2016). Therefore, pathological ripples seem
to be generated by epileptic pyramidal cells controlled by inhibitory postsynaptic potentials of
basket cells, regulating the firing of action potentials (Fig.2.1-D). This mechanism is dependent
on intact perisomatic inhibition.

Do pathologic ’pure’ fast ripples exist? Research into the precise mechanisms has been lim-
ited by recording technology. Unlike interictal spikes, HFOs are low-voltage events. Also, fast
ripples are thought to be generated by localized groups of cells on a very small scale, rather than
broadly (Bragin et al., 2003). When an epileptic fast ripple is generated in the hippocampus,
hundreds to thousands of cells are probably involved, far beyond the resolution provided by
modern silicone arrays. Advancements in imaging techniques, such as voltage-sensitive dyes
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and calcium imaging, have facilitated recordings from multiple cells concurrently. However,
the temporal resolution, particularly concerning fast ripples, remains inadequate for capturing
the rapid dynamics (Grewe et al., 2010). Fortunately, in silico experiments have been successful
in studying ripple and fast ripple mechanisms. It turns out that HFOs may result from random
coincidental firing of excited neuronal population (Fig.2.1-B). HFOs can be simply viewed as
an emergent phenomenon of active networks. Using the same computational framework, it was
shown that oscillations >250 Hz can not be generated by applying noisy IPSP output to principal
cells (Fig.2.1-E). Interestingly, noise input applied to interneurons achieved higher frequencies.
Although it was possible to elicit rhythms with fast ripple frequencies, such rhythms exhib-
ited very low amplitude. The same was true for action potentials. Action potential waveforms
were present but contributed very little to the local field potentials, due to basket cells’ small
size (Fink et al., 2015). Furthermore, pathological HFOs including fast ripples can be gener-
ated even in the absence of any network connectivity. HFOs may simply represent a marker
of highly activated neurons, regardless of the underlying structure or mechanism (Stacey et al.,
2009; Gliske et al., 2017). This finding is very important because it has the fewest assumptions
and the experimental evidence, while not directly proving it, at least does not contradict it. For
example, in low-calcium or high-potassium models of seizures in vitro, the coincidental firing
of the cells can manifest as high-frequency activity in the ripple band (Jiruska et al., 2010).
Also, the observation of simultaneous ripple activity with occasional fast ripples is a realistic
consideration, as well as its relationship with epileptic spikes, which, on the other hand, are
thought to represent electrographic correlation during the most synchronous state of the under-
lying network (Buzsáki, 2015). Regarding the frequency, the simulations in the study (Gliske
et al., 2017) were conducted under a base firing frequency of 200 Hz, a rather conservative
estimate of the maximum frequency of pyramidal cells as demonstrated by unit recordings in
other studies. Juxtacellular recordings from stratum pyramidale of the CA1 region revealed a
neuronal firing at 360 Hz (Ibarz et al., 2010) while in the subiculum, frequencies up to 250
Hz were reported (Alvarado-Rojas et al., 2015). The higher the frequency, however, the lower
the amplitude of such oscillation, eventually it falls behind the noise floor. In conclusion, this
mechanism is capable of safely explaining all the pathologic ripples and at least a part of the
oscillations from the fast ripple band. Addressing pathologic fast ripples, it has been shown
that FS GABAergic interneurons could also contribute (Cepeda et al., 2020) but the prevailing
stance is that there are no ’pure’ pathologic fast ripples.

Pathologic ’emergent’ fast ripples When large groups of hyperexcitable, hyper synchronized
pyramidal cells start to fire out of phase, ’emergent’ oscillations are born (Foffani et al., 2007;
Ibarz et al., 2010; Jiruska et al., 2017); (Fig.2.1-C). Out-of-phase firing between two neuronal
populations manifests extracellularly in doubling of the frequency, as each of the two popula-
tion oscillates at a lower frequency. This mechanism can explain fast ripple oscillations even
of very high frequencies, previously unexplainable due to the physical constraints behind the
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generation of action potential. Theoretically, the frequency limitations are not in place if we
incorporate more than two cell populations. Rather two populations firing out of phase are
currently thought of as realistic (Jiruska et al., 2017). The reasons why the two populations
split may be asymmetric excitatory input due to various lengths of axons, various morphologic
changes such as disrupted axonal sprouting, the presence of hub neurons or cell loss, and con-
sequent weakened electrical coupling (Jiruska et al., 2017). Observations from temporal lobe
epilepsy, where the rate of fast ripples in the hippocampus correlates positively with the severity
of cell loss support this hypothesis (Staba et al., 2007). Computer simulation indicates that loss
of interneurons favors fast ripple emergence. Precisely, the model demonstrated, that as more
basket cell connections onto pyramidal cells were lost, the same input that had previously gen-
erated only sharp wave-ripple events began to produce fast ripples (Fink et al., 2015). Several
computational and experimental studies indicate that fast ripples can emerge in the absence of
fast inhibition (Jiruska et al., 2017). For example, after the injection of tetanus toxin - which
blocks neurotransmitter release responsible for fast inhibition - the hippocampus was still able
to generate fast ripples in a model of temporal lobe epilepsy (Ferecskó et al., 2015).

Relationship with seizures

Across different etiologies in patients with intractable focal epilepsy, DC shifts were ob-
served prior to pHFOs. The DC shifts might be indicative of an altered ionic environment,
particularly increased extracellular K+ levels, which can result from both neuronal and glial
dysfunction. This altered ionic environment, potentially initiated by glial depolarization and
impaired homeostasis, is proposed to create conditions conducive to the emergence of pHFOs
(Kanazawa et al., 2015).

The ictal core - penumbra theory states, that the core occupies only a portion of the area in
which ictal EEG waveforms are present while the “penumbra” is rapidly expanding surrounding
area in which inhibitory currents try to restrict pyramidal cell firing. In this concept, the high
gamma oscillations (80–150 Hz) mark the ictal core (Weiss et al., 2015) because the penumbra
is not sufficiently synchronized to generate a high gamma signature.

pHFOs were observed in the context of hypersynchronous (HYP) onset seizures (Lévesque
et al., 2012). HYP onset seizures are most common in limbic structures (Li et al., 2019). In
an experimental study using pilocarpine-treated epileptic mice, pHFOs recorded in the dentate
gyrus are generated by hypersynchronized action potentials of principal cells in the absence of
basket cells firing (Bragin et al., 2011).

More specifically, the pHFOs are generated by pathologically interconnected neuron (PIN)
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clusters. PIN clusters are hypothesized to generate pathological synchronous bursts of pop-
ulation spikes, recorded as ripples (80-200 Hz) and fast ripples (200-800 Hz). Fast ripples
reflect out-of-phase firing of distinct clusters consisting primarily of excitatory principal cells.
In the epileptic brain, after an initial insult, PIN clusters could form and through a kindling
process, lead to widespread PIN clusters generating increasing HFO activity until seizures oc-
cur (Santana-Gomez et al., 2022). A transient reduction in inhibition causes the PIN clusters
to increase in size and consolidate, leading to increased synchronization of the pHFOs. As
the pHFOs become more synchronized and reach a critical mass, they can propagate as the
hypersynchronous discharges characteristic of HYP seizure onsets. However, the role of inhi-
bition in HYP onsets was not always clear. The current view is that a transient decrease, rather
than increase, in inhibition onto the pHFO-generating PIN clusters may initiate HYP seizures,
contrasting with the previous belief (Li et al., 2019).

Conclusion The above described studies provided insights into the candidate mechanisms of
HFOs, relying on highly synchronized gap junction networks, desynchronous groups of cells,
or even weakly synchronized cells. The results from human tissue (Alvarado-Rojas et al., 2015;
Staba et al., 2007; Curot et al., 2023; Lévesque et al., 2012) support the localized nature (Curot
et al., 2023) of fast ripples as well as the predictions from in vitro and computational mod-
els and favor rather the heterogeneous firing theory. Taken together, the most likely mecha-
nisms explaining pathological fast ripples (of particularly high frequencies) are those depicted
in (Fig.2.1-B, C).

From the clinical standpoint, despite their great successes, HFOs should not be the sole
factor in determining the SOZ. Pathological and physiological HFO bands overlap. To date,
there has been no reliable feature discovered that distinguishes any of the underlying conditions.
The removal of all HFO-generating regions does not guarantee seizure freedom (Höller et al.,
2015; Weiss et al., 2023).

Furthermore, it was demonstrated that physiological HFOs can transform into pathological
HFOs under conditions of decreased inhibition, increased gap junction coupling, formation of
recurrent synapses, and increased synaptic activity (Stacey et al., 2009; Stacey et al., 2011).
These observations suggest that HFO frequency is inadequate in distinguishing the pathological
or physiological nature of HOFs. Therefore, the use of spike-informed (Guth et al., 2021;
Cai et al., 2021) HFOs or other feature combinations (such as ictal phase-locked high gamma)
(Weiss et al., 2015) has recently gained attention as a means to obtain a more accurate biomarker
for identifying epileptic tissue.
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2.5 Neocortical physiological HFOs

Ripples The pioneering work (Grenier et al., 2001), relying on local field potential record-
ings and intracellular recordings in cats, showed physiological ripples in the neocortex emerge
during the depolarizing phase of the slow oscillation. Fast-rhythmic-bursting and FS neurons
showed the highest firing rates in synchrony with recorded ripples. Ripples could be generated
independently in other structures, demonstrated by recordings from isolated cortical slabs, sug-
gesting that intracortical networks alone are sufficient for their generation. The study suggests
the most likely mechanisms are similar to the mechanisms observed in hippocampal ripples
(Fig.2.1-D). The neocortical findings were observed under ketamine-xylazine anesthesia and
in chronic experiments during natural sleep-wake cycles, suggesting the observed effects are
attributable to low-level mechanisms independent of anesthetic agents or natural sleep states.
In a clinical study on mixed pathologies, anesthesia, however, significantly affected the HFO
properties (Weiss et al., 2021).

Fast ripples Fast ripples can be generated in the neocortex, in various regions like occipi-
tal, temporal, and frontal cortices during the visual memory task. According to intracranial
recordings from 12 patients (Kucewicz et al., 2014), fast ripples seem to arise from the tran-
sient synchronized firing of neuronal populations in local circuits, with interneuron-pyramidal
cell interactions. They may share similar neuronal networks and mechanisms as ripples. In-
terneurons firing before pyramidal cells in a specific phase relationship could coordinate the
fast oscillations, similar to ripples. Apart from the neocortex, such oscillations were recorded
simultaneously in limbic areas, indicating fast synchronization across distant areas (Kucewicz
et al., 2014). Compared to physiological ripples, which are frequent in the eloquent cortex,
physiological fast ripples recorded mainly from the occipital area were found very rarely in
intracerebral stereoencephalographic recordings from humans (Frauscher et al., 2018).

2.6 Neocortical pathological HFOs

The neocortex is also capable of generating pathological HFOs. In a mouse model of hippocam-
pal sclerosis induced by a kainate injection, pathological fast ripples originating in the neocor-
tex - a remote region from the epileptic focus - were observed, while the neocortex itself was
not epileptogenic. The authors suggest the slow oscillations originating from the hippocampus
propagate to the frontal cortex and increase the likelihood of rapid firing, favoring the generation
of fast ripples in the frontal cortex (Sheybani et al., 2019).
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It is well known that neocortical slow oscillations (Steriade et al., 1993) coordinate activity
across the neocortex, entorhinal cortex, subiculum, and hippocampus shortly after the down
state of slow-wave sleep (Sirota et al., 2003; Sirota and Buzsáki, 2005). However, here the
authors study hippocampal ripples and not the neocortical fast oscillations. Unfortunately, there
is a minimum of studies focused on pathological neocortical HFOs as the research was hindered
by the lack of relevant animal models of neocortical epilepsy. The knowledge about HFO
mechanisms obtained from TLE models cannot be automatically applied to the pathophysiology
of neocortical epilepsy and neocortical HFOs (Jiruska, 2013). In this section, we will explore
the HFOs generated in the neocortex based on studies focusing on neocortical focal epilepsy.

Using intracellular recordings from cats during electrically stimulated seizures, it was demon-
strated that pathological ripples have higher amplitude than physiological ones, and the mech-
anism is dependent on electrical coupling (Grenier et al., 2003). The vicious feedback loop in
which very fast synchronous action potentials help generate and synchronize action potentials
in adjacent neurons was formed through electrical interactions.

In focal neocortical epilepsy induced by tetanus toxin injection into the motor cortex (Louis
et al., 1990), rats showed the emergence of pathological ripples (70-160 Hz) (Wykes et al.,
2012). The study investigated layer 5 pyramidal cells, a type of neuron readily identifiable and
accessible for manipulation. The cells exhibited increased excitability, which was demonstrated
by increased resting membrane potential and the ability to exhibit rebound repetitive firing. The
pathologies were partially counteracted by overexpression of the Kv1.1 potassium channel and
optogenetic inhibition of the pyramidal cells (Wykes et al., 2012). The tetanus toxin model
exhibits EEG features similar to those seen in chronic human focal neocortical epilepsy.

The recordings from awake, behaving mice induced with neocortical freezing lesions and
acute cortical local field potential recordings from microelectrode arrays in anesthetized mice,
suggest that inhibitory cells in the deep supragranular layer may play a role in generating patho-
logical fast ripples (Williams and Sun, 2019). In the upper cortical layers of the malformed
cortex, HFOs (300-800 Hz) phase-locked to the spike component were observed. However, the
strongest spike coherence of isolated single units was found in the deeper supragranular and
granular layers, specifically for fast ripple frequencies suggesting interneurons may be the driv-
ing substrate for ripple wave generation near the lesion. This challenges the traditional view of
glutamatergic excitation as the sole driving force (Williams and Sun, 2019). In the follow-up
study employing the same animal model, they described the excitation/inhibition balance in cor-
tical regions proximal or distal to the lesion. The study found the onset of hyperexcitable burst
is located not in the lesion but in the distal areas located in layer 2/3. The hyperexcitability was
presumably caused by aberrant input from layer 5 and was controllable by enhancing dendritic
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inputs from somatostatin interneurons using optogenetic stimulation. The perisomatic inhibi-
tion from PV+ interneurons, however, was not effective in suppressing the hypersynchronous
bursts (Yang et al., 2020).

The tetanus toxin and freezing lesion models are considered as sub-optimal, but still useful.
Fortunately, there is an increasing number of experimental studies employing much more real-
istic animal models, and also functional studies employing human tissue samples. Besides the
lack of certain human-specific developmental events (e.g., cortical expansion and gyrification)
- an obvious limitation of rodent models - there are several other shortcomings such as unspeci-
ficity in brain regions and cell types being affected, unsatisfactory electrophysiology correlate,
or even premature death (Meikle et al., 2007; Uhlmann et al., 2002; Magri et al., 2011; White
et al., 2020). Genetically induced models are thought to be the most advanced. Mutations in
genes regulating mTORC1 signaling pathway (MTOR, RHEB, PIK3CA, PTEN, TSC1, TSC2,
DEPDC5, NPRL2,3, and many others); (Perucca et al., 2020), lead to enhanced mTORC1 sig-
naling and were shown to be underlying genetic cause of FCD type II. In transgenic models,
the malformation across the cortex and other brain regions is usually diffuse and lacks focal lo-
calization (Kassai et al., 2014; Meikle et al., 2007). This unspecificity is partially addressed by
animal models based on IUE. IUE models offer higher seizure frequency and longer life span
(Hsieh et al., 2016; Lim et al., 2015).

In a mouse study (Breton et al., 2021), the deletion of the Wwox gene led to neocortical
hyperexcitability, likely through imbalanced excitation/inhibition, along with hypomyelination,
which could contribute but may not directly cause epilepsy. The neocortical circuitry turned
hyperexcitable, manifested by seizures and HFO bursts, while the hippocampus maintained nor-
mal levels of excitability. The gene knockout probably affected the development of GABAergic
interneurons and altered the expression of certain ion channels or receptors in pyramidal neu-
rons. These changes manifested in vitro by decreased strength and frequency of IPSCs and
increased presence of miniature excitatory postsynaptic currents (mEPSCs) and spontaneous
excitatory postsynaptic currents (sEPSCs). This favors the classical excitatory-inhibitory im-
balance theory. In addition, pharmacological manipulation of glutamatergic transmission using
d-APV and CBX revealed that excitatory currents are likely mediated by NMDA receptors and
the role of gap junctions in synchronizing the network activity (Breton et al., 2021).

There is evidence that GABAergic FS PV+ interneurons, play an important role in the gen-
eration of pHFOs in the neocortex. Modulation of GABA activity of such cells could have
a surprisingly positive impact on patients. Besides mechanisms such as depolarizing GABA
signaling, a pacemaker GABA activity and consequent synchronization of pyramidal cell fir-
ing was found to be crucial across different pathologies. The work by (Cepeda et al., 2020)
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searched for differences between HFO generating and HFO silent tissue using patch-clamp
recordings. The most interesting finding was that regardless of the different pathology (FCD
I and II, TSC and non-CD cases), the GABA signaling of FS interneurons was significantly
increased in HFO-generating tissue. Excitatory signaling did not differ between the sites, but
there was a decrease in input resistance of pyramidal cells which might suggest an increased
density of gap-junctions, enhancing the HFO synchronization (Cepeda et al., 2020).

The results are in line with previous studies, as HFO-generating areas in cortical tissue from
pediatric epilepsy surgery patients correlated with increased spontaneous GABA synaptic ac-
tivity (Cepeda et al., 2014). (Blauwblomme et al., 2019) found, that in slices from pediatric
cortical dysplasia tissue with altered chloride cotransporter expression, GABA neurotransmis-
sion can depolarize pyramidal neurons and underlie spontaneous interictal discharges.

Other cellular and network abnormalities that would favor HFO genesis in the neocortex
arise from the studies that explored neocortical icotgenesis. In the neocortex, seizures com-
monly originate through (low-voltage fast) LVF onset. LVF seizure onset refers to the gradual
increase in activity above the beta range. The role of inhibition in LVF onsets is described
as increased inhibitory interneuron activity preceding the LVF onset, which may be an initial
protective reaction that then leads to rebound excitation and the LVF seizure pattern.

PV+ FS cells are critical in generating fast network oscillations like gamma, theta, and rip-
ples in the neocortex. Their fast signaling properties arising from specialized molecular, struc-
tural, and electrophysiological adaptations allow them to provide temporally precise inhibition
of pyramidal cells (Tremblay et al., 2016).

In the context of neocortical seizures, PV+ fast-spiking interneurons (and not SOM+ cells)
are a major source of the inhibitory barrages that oppose ictal discharge propagation in 4AP or
low Mg2+ model of seizures in vitro (Cammarota et al., 2013; Gnatkovsky et al., 2008) and also
in acute pilocarpine-induced neocortical seizures in vivo (Magloire et al., 2019). The activity of
PV+ cells might switch to pro-ictal through depolarizing GABA (Magloire et al., 2019).

Patch-clamp recordings from surgically resected cortical tissue samples of human subjects
with FCD support disinhibition theory. The spontaneous EPSCs and IPSCs of FS interneurons
were significantly reduced in the seizure onset zone (SOZ) compared to the non-SOZ group
(Cheng et al., 2022). This suggests impaired excitatory and inhibitory synaptic inputs onto
interneurons in the SOZ. For pyramidal cells, the sEPSCs were significantly increased while
the sIPSCs were significantly reduced in the SOZ compared to non-SOZ groups. This indicates
increased excitation and decreased inhibition of pyramidal cells in the SOZ. The density of PV+
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interneurons was significantly lower in the SOZ compared to non-SOZ, with disrupted laminar
organization. The dysfunction of fast-spiking PV+ interneurons leads to the disinhibition of
pyramidal cells during the interictal period (Cheng et al., 2022). Higher involvement of PV+
interneurons in seizure onset and pre-onset seizure activity were also proved experimentally
using optogenetics (Sohal et al., 2009; Shiri et al., 2016)

The current evidence suggests, that interplay between PV+ fast-spiking cells and pyramidal
cells in the area of layer 2/3 and layer 5 are the most likely key components in the mecha-
nisms underlying the generation of neocortical epileptiform phenomena, including HFOs (Bre-
ton et al., 2021; Yang et al., 2020; Cepeda et al., 2020). However, the cellular mechanisms,
particularly with respect to fast ripples, are unclear and probably heterogeneous. Because fast
ripples correlate with high GABA synaptic activity (Cepeda et al., 2020) which also play a role
in neocortical seizures (Magloire et al., 2019) and IEDs (Blauwblomme et al., 2019), depo-
larizing GABA could play a role also in the mechanisms of fast ripples. Neocortical epilepsy
and neocortical oscillations represent a challenge for future experimental epilepsy research,
which will undoubtedly bring further insights into understanding the functional organization
and dynamics of neocortical epileptic networks and mechanisms of neocortical seizure genera-
tion (Schevon et al., 2009).

2.7 Objectives

The central objective of this work was to investigate the complex role of HFOs in epilepsy, clar-
ify the mechanisms behind HFOs, and provide experimental observations that could improve
the diagnosis and treatment of epilepsy.

Objective 1 Describe the HFO features in a highly realistic model of neocortical epilepsy
due to focal cortical dysplasia type II. Here, we investigated the role of gamma ripples and
fast ripples as a biomarker of epileptogenic neocortical tissue. By employing a highly realistic
mouse model of FCD type II, the research not only broadens our understanding of HFO mech-
anisms but also provides valuable insights into the clinical applications of HFOs in localizing
epileptic lesions with higher specificity (Chvojka et al., 2024b). During the experimental work,
we developed new hardware for the IUE to induce FCD (Prochazkova et al., 2024).

Objective 2 Determine the impact of anti-seizure medication on physiological HFOs. In
this study, we examined the impact of two anti-seizure drugs on sharp-wave ripples, a common
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physiological oscillation. This study not only contributed to our understanding of the drug
effects but also suggested a novel and elegant method to distinguish between physiological and
pathological HFOs, a pivotal unresolved question in epileptology (Kudlacek et al., 2017).

Objective 3 Provide insights into the mechanisms responsible for pre-ictal changes in
HFOs. Using multiple experimental techniques and an interdisciplinary approach, we explored
the intricate relationship between high-frequency activity and the loss of neuronal network re-
silience preceding seizures via a mechanism called critical slowing. By linking HFOs to dy-
namical stability and the ictogenic nature of interictal perturbations, the research contributed
significantly to our understanding of seizure initiation. The implications extend beyond HFOs,
offering insights into the broader dynamics of neuronal networks and their resilience (Chang
et al., 2018). Understanding the nature of epileptic dynamical states allowed us to provide
an explanation of the multifaceted role of interictal discharges in ictogenesis (Chvojka et al.,
2021). Obtained results also allowed us to implement advanced computational techniques to
perform unsupervised classification of dynamical states of the epileptic brain (Dallmer-Zerbe
et al., 2023). The analysis of resilience in long-term recordings revealed that the loss resilience
also precedes the onset of seizure clusters. In the following study, we explored the mechanisms
that may be responsible for seizure clustering (Kudlacek et al., 2021). We have demonstrated
that the nature of seizure represents a key factor that shapes the intra-cluster seizure profile,
cluster termination, and duration of the subsequent period between clusters.

Objective 4 Define spatial properties of hypersynchronous seizure onset in the model of
temporal lobe epilepsy. In this study, we described in detail the spatial features of hypersyn-
chronous seizure onset with superimposed HFOs in the model of non-lesional temporal lobe
epilepsy (Chvojka et al., 2024a). Through the analysis of seizure onsets, we have demonstrated
a dichotomy between primary epileptogenic lesion and major seizure onset zones that point to
the complex network organization of temporal lobe epilepsy networks.

17



3 Mouse model of focal cortical dyspla-
sia type II generates a wide spectrum of
high-frequency EEG activities

3.1 The contribution toward the progress of the field

The study provides several novel information.

Experimental model For the first time, it describes both spiking and oscillatory interictal
activity in a mouse model of neocortical epilepsy in great detail. This is significant because
theories about HFO mechanisms are mainly based on research on the hippocampus, and findings
on temporal lobe epilepsy may not apply to the neocortex. Before, it was uncertain whether
the neocortex could generate fast ripple HFOs, with only a few studies showing the ability to
generate gamma or ripple band HFOs (Chvojka et al., 2024b).

Clinical confirmation This study enhances the clinical application of HFOs in neocortical
epilepsies. The robustness of this argument is strengthened by the utilization of a highly realis-
tic mouse animal model. In this study, we have examined key features and aspects of the FCD
model, including disrupted cortical lamination, the presence of dysmorphic neurons, the pres-
ence of HFOs, and the occurrence of spontaneous seizures, which closely mirror the clinical
manifestation of FCD-related epilepsy. We provide a compelling experimental basis for HFO
utilization as an important diagnostic tool in this complex neurological condition.

The clinical application of HFOs is hampered by the presence of physiological HFOs that
share frequency ranges with pathological HFOs. In this study, we focused on HFOs superim-
posed on IEDs and reported morphological differences between IEDs and HFOs in seizing and
seizure-free groups. This additional context is important in the clinical utilization of HFOs. As
the lag analysis of IED clusters revealed, a subpopulation of IEDs (and HFOs) originated in the
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lesion and spread out of the lesion to the interconnected cortical areas of both hemispheres. An-
other subpopulation originated outside the lesion and propagated to the lesion. Animals that de-
veloped spontaneous seizures demonstrated the highest proportions of bi-hemispheric interplay.
The callosal connections, which are the connections between the left and right hemispheres of
the brain, may play a crucial role in the propagation of IEDs between the hemispheres.

HFO properties We demonstrated that our experimental FCD type II model generates a wide
spectrum of HFOs that are able to localize the lesion with a higher specificity than traditional
electrographic markers. Both gamma-ripples and fast ripples turned out to be superior to inter-
ictal discharges in FCD lesion localization. Gamma-ripple power is particularly well correlated
to the epileptogenicity of animals. The lowest power and incidence were found in non-seizing
FCD animals, with higher power for non-seizing FCD animals while the seizing FCD animals
exhibited the highest gamma-ripple power and rate. We not only analyzed spontaneous HFOs
from chronic recordings but also aimed to elucidate the role of mutated neurons in the disease.
Optogenetic stimulation of mutated neurons showed that they represent an active component of
the FCD network, capable of recruiting other interconnected neurons and collectively generat-
ing IEDs with HFOs.

3.2 The author’s contributions

The author was responsible for the experimental part of the project and data collection. The au-
thor was subsequently responsible for data recording and management, the experimental design,
and the entire analysis of EEG recordings. The applied analytical approaches included visual
labeling of artifact-free EEG periods, the pipeline for automated data processing, and statistical
analysis. The author implemented a more advanced technique for the automated detection of
HFOs. The author was involved in the literature review and manuscript preparation. The author
presented the work at international conferences (EEC Geneva 2022, IEC Dublin 2023).

3.3 Compliance with the thesis objectives

The study is a core part of this thesis and complies with the thesis objectives in all aspects.
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A B S T R A C T   

High-frequency oscillations (HFOs) represent an electrographic biomarker of endogenous epileptogenicity and 
seizure-generating tissue that proved clinically useful in presurgical planning and delineating the resection area. 
In the neocortex, the clinical observations on HFOs are not sufficiently supported by experimental studies 
stemming from a lack of realistic neocortical epilepsy models that could provide an explanation of the patho
physiological substrates of neocortical HFOs. In this study, we explored pathological epileptiform network 
phenomena, particularly HFOs, in a highly realistic murine model of neocortical epilepsy due to focal cortical 
dysplasia (FCD) type II. FCD was induced in mice by the expression of the human pathogenic mTOR gene 
mutation during embryonic stages of brain development. Electrographic recordings from multiple cortical re
gions in freely moving animals with FCD and epilepsy demonstrated that the FCD lesion generates HFOs from all 
frequency ranges, i.e., gamma, ripples, and fast ripples up to 800 Hz. Gamma-ripples were recorded almost 
exclusively in FCD animals, while fast ripples occurred in controls as well, although at a lower rate. Gamma- 
ripple activity is particularly valuable for localizing the FCD lesion, surpassing the utility of fast ripples that 
were also observed in control animals, although at significantly lower rates. Propagating HFOs occurred outside 
the FCD, and the contralateral cortex also generated HFOs independently of the FCD, pointing to a wider FCD 
network dysfunction. Optogenetic activation of neurons carrying mTOR mutation and expressing 
Channelrhodopsin-2 evoked fast ripple oscillations that displayed spectral and morphological profiles analogous 
to spontaneous oscillations. This study brings experimental evidence that FCD type II generates pathological 
HFOs across all frequency bands and provides information about the spatiotemporal properties of each HFO 
subtype in FCD. The study shows that mutated neurons represent a functionally interconnected and active 
component of the FCD network, as they can induce interictal epileptiform phenomena and HFOs.   

1. Introduction 

The discovery of high-frequency oscillations (HFOs) and research 
into their cellular and network mechanisms substantially contributed to 
understanding of the organization of epileptogenic tissue and how 
pathological epileptic activity is generated (Bragin et al., 1999; Jefferys 
et al., 2012; Jiruska et al., 2017; Staba et al., 2002). Seminal 

experimental and clinical studies demonstrated a close relationship be
tween HFOs and epileptogenic tissue, which led to HFOs being consid
ered as an electrographic biomarker of seizure onset zone and 
epileptogenic zone (Bragin et al., 2002; Bragin et al., 2004; Bragin et al., 
2000; Staba et al., 2002). In early studies, the clinical significance of 
HFOs was demonstrated in animal models and in patients with temporal 
lobe epilepsy (TLE). Later studies explored the clinical significance of 
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HFOs in localizing seizure onset zone and epileptogenic tissue in cases of 
neocortical epilepsy (Jacobs et al., 2009). Retrospective studies 
(Frauscher et al., 2017) and subsequent meta-analysis (Höller et al., 
2015) demonstrated the benefits of resecting HFO-generating tissue for 
good surgical outcomes. 

In TLE, experimental and clinical studies were mutually supportive 
and contributed to a better understanding of mechanistic, functional, 
and clinical characteristics of the HFOs (Jefferys et al., 2012; Jiruska 
et al., 2017). The interpretation of HFOs in neocortical epilepsy sub
stantially lags behind TLE studies primarily due to the absence of clin
ically relevant models of neocortical epilepsy and a limited number of 
studies. A persisting controversy questions whether the neocortex 
(whether normal or epileptic) has an endogenous capacity to generate 
HFOs, especially in the fast ripple bands (Jiruska et al., 2017). The 
ability of the neocortex to generate gamma or ripple oscillations is well 
documented (Grenier et al., 2003; Wykes et al., 2012; Bragin et al., 
2016; Reid et al., 2016). On the contrary, neocortical fast ripples were 
recorded only in the traumatic brain injury model (Li et al., 2022) and 
the kainate model of TLE (Sheybani et al., 2018). Clinical observations 
on neocortical HFOs still need underpinning by experimental studies to 
identify what kinds of HFOs the neocortex can generate and how they 
are related to endogenous epileptogenicity of neocortical tissue and its 
capacity to generate seizures. 

In this study, we examine HFOs coupled with interictal epileptiform 
discharges (IEDs) generated in a highly realistic murine model of epi
lepsy due to focal cortical dysplasia (FCD) type II. We provide seminal 
observations that the FCD generates a whole spectrum of interictal ac
tivities ranging from IEDs to HFOs from gamma, ripple, and fast ripple 
bands. We show that the gamma oscillations, ripples, and fast ripples 
mark the FCD lesion. HFOs can propagate outside the FCD lesion to the 
interconnected cortical areas of both hemispheres, and a small HFO 
proportion is generated independently of the FCD. From the cellular 
perspective, we show that neurons carrying mTOR mutation represent 
an integral component of the FCD network capable of inducing HFOs, 
namely fast ripples. 

2. Materials and methods 

2.1. Animals 

All experiments were performed under the Animal Care and Animal 
Protection Law of the Czech Republic, fully compatible with the 
guidelines of the European Union directive 2010/63/EU. The protocol 
was approved by the Ethics Committees of the Second Faculty of Med
icine (Project License No. MSMT-31765/2019–4). Animals were housed 
in groups under standard conditions in a room with a controlled tem
perature (22 ± 1 ◦C) and a 12/12 h light/dark cycle. Experimental an
imals were offspring of SST-IRES-Cre (Jackson Laboratory cat. Number 
#018973) or PV-P2A-Cre (Jackson Laboratory cat. Number #012358) 
mice crossed with flex-tdTomato mice (Jackson Laboratory cat. Number 
#007909) since after the electrophysiological experiments, they were 
used for another study related to neuronal morphology. One mouse line 
were offspring of (C57BL/6 x 129S4/SvJae) F1 VIP-IRES-Cre (Jackson 
Laboratory number #010908) and C57BL/6S flex-tdTomato mice 
(Jackson Laboratory cat. Number #007909). There were 3 male and 5 
female animals in the FCD group and 3 male and 1 female animals in the 
control group. Experimenters were not blinded to the treatment of the 
mice. 

2.2. FCD induction 

The FCD lesion was induced by in utero electroporation (Lim et al., 
2015). Pregnant mice (day 14.5 ± 0.5 post-fertilization) were anes
thetized with isoflurane. Uterine horns were exposed by midline lapa
rotomy, and the left lateral ventricle of each embryo was injected with a 
mixture of plasmids diluted in 2 μg/ml Fast Green (F7252, Sigma, USA), 

using pulled and beveled glass capillaries. In FCD animals, the plasmid 
mixture contained 3 μg/μl mutant mTOR (p.Leu2427Pro, SoVarGen Co., 
Ltd., Korea) coexpressing mAmetrine and 1.5 μg/μl pCAG-GFP to visu
alize the lesion. Control animals were electroporated with 1.5 μg/μl 
pCAG-GFP only. After injection, forceps-type electrodes (3 mm, 
CUY650P3, Nepagene) were positioned on the head of each embryo, and 
electroporation of plasmids was elicited by a custom–made high- 
resolution electroporator with a 40 mA current limiter, delivering five 
35–45 V 50 ms pulses with 950 ms interpulse intervals. 

2.3. Electrode implantation and EEG recording 

Mice were implanted with EEG electrodes at 8–10 weeks of age. Prior 
to implantation, custom EEG implants were prepared by soldering 
coated silver wires (127 μm in diameter, AM Systems, Inc., USA, cat. no. 
786000) to prefabricated connectors (TME Electronic Components, 
Poland, cat. no. DS1065-03-2*6S8BV). Mice were anesthetized with 
isoflurane, a small area of skin on the head was removed to expose the 
frontal and parietal bones of the skull, and fluorescence screening was 
performed to determine the exact position of the FCD or GFP lesion. 
Seven holes, adjusted to the position of the lesion, were drilled through 
the skull. Two electrodes were placed in the parietal bone in the center 
and on the margin of the lesion (lesion, “L” and peri-lesion, “P”). Three 
additional electrodes were implanted, one contralaterally homotopic to 
the lesional electrode (contralateral, “C”) and two over the frontal 
cortices (front left, “FL” and front right “FR”). Two holes were drilled 
above the cerebellum for grounding/reference electrodes. The elec
trodes were positioned on the surface of the dura mater and the holes 
were covered with bone wax (SMI, Belgium, cat. no. Z046). The elec
trodes together with the connector were attached to the skull using 
cyanoacrylate glue (Loctite, USA, cat. no. 1363589). 

2.4. EEG recording and analysis 

Following a five-day recovery period, the animals were individually 
video-EEG monitored continuously for four weeks. Recordings were 
through wires plugged into the headmount connected to the recording 
device through counterbalanced slip rings. The spontaneous electro
graphic activity was amplified, band-pass filtered (0.1 Hz–1.6 kHz), and 
sampled at 5 kHz using a 32-channel headstage amplifier with AD 
converter (Intan Technologies, USA, cat. no. RHD2132) and Spike2 
software (Spike2 software (Cambridge Electronic Design, Cambridge, 
UK). EEG was analyzed using custom-made scripts in Matlab 2019b 
computing environment (Mathworks Inc., USA). Seizures were identi
fied by manual review of the signals whereas spikes and HFOs were 
detected automatically, see below. 

2.5. Optogenetic neuronal activation 

For optogenetic studies, the FCD model was generated by electro
poration of C57B/6 J mice with mTOR p.Leu2427Pro (pCAG-mTOR 
pL2427P-IRES-mAmetrine-Cre) and GFP plasmids. Mice positive for GFP 
fluorescence were implanted with epidural electrodes into the lesion and 
contralateral sites at the age of eight weeks. During the surgery, AAV 
virus (AAV9-EF1a-double floxed-hChR2(H134R)-mCherry; Addgene, 
USA) at the concentration vg 8*1011 was injected into the lesion (350 
μm below the dura, 4x60nl) to induce expression of Channelrhodopsin-2 
(ChR2) in the mutated neurons. The mice were subjected to video-EEG 
monitoring one week after the surgery. Light stimulation was per
formed two to three weeks after viral transduction. Blue LED diode 
ThorLabs, Inc., USA) light pulses (470 nm; pulse width 1 ms) were used 
to activate ChR2 and depolarize the mutated neurons. During opto
genetic experiments, the EEG signal was amplified (1000×, A-M Systems 
amplifier, Model 3000, USA), band-pass filtered (0.1 Hz–3 kHz), and 
sampled at 20 kHz using Micro 1401 and Spike2 software (Cambridge 
Electronic Design, Cambridge, UK). The position and shape of lesions of 
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experimental animals were determined by Lightsheet Z.1 microscopy 
(ZEISS, Germany) after the end of optogenetic experiments. 

2.6. HFO detection 

Artifact-free periods of EEG of slow-wave sleep were manually 
selected from two-hour epochs extracted at around noon from every 
other day of the recording. The artifact-free EEG data were subjected to 
automated detection of spikes (putative IEDs) based on statistical 
modeling of signal envelope distributions (Janca et al., 2015). HFOs 
were identified in the detected spikes using the modified root mean 
square (RMS) based approach (Supplementary Fig. 1) (Kudlacek et al., 
2017; Staba et al., 2002). Only 200 ms segments of EEG in the vicinity of 
detected spikes (IEDs) were subjected to HFO detection. This study 
focused on IED-coupled HFOs. HFOs independent of IEDs were not 
analyzed. Because of the observed spectral properties, we decided to 
merge gamma and ripple oscillations together and analyzed HFOs in two 
frequency bands – gamma-ripples and fast ripples. The signal was band- 
pass filtered in the frequency domain (pass-band frequencies 45–250 Hz 
for gamma-ripples and 300–800 Hz for fast ripples). The filters' fre
quency responses were flat with wide gaussian roll-offs with half 
maximum bandwidths 35–300 Hz for gamma-ripples and 250–900 Hz 
for fast ripples in order to minimize ringing artifacts. An RMS of the 
filtered signal was computed in 5 ms or 3 ms sliding windows for 
gamma-ripple and fast ripple band, respectively. Putative detections 
were created by thresholding the RMS signal by a multiple of its stan
dard deviation (2.2 for gamma-ripples and 3 for fast-ripples). In the 
gamma-ripple detection, only segments of at least 18ms in duration and 
with at least 9 peaks in its autocorrelation function were selected. Events 
<15 ms apart were treated as a single event. For fast ripple detection, 
only segments of at least 4ms in duration and with at least 13 peaks in its 
autocorrelation function were selected. Events closer than 3 ms were 
treated as a single event. For the HFO detection to be accepted, the 
second peak of the autocorrelation function had to have a minimum 
amplitude of 25% of the first peak. 

2.7. HFO and IED analysis 

Power spectral density (PSD) was estimated by Welch method from 
1 s segments centered around the detected spike and weighted by 
Hanning window. The HFO frequency was determined from the distance 
between the first and the second peak of the autocorrelation function 
calculated from a 20× oversampled signal to increase the resolution. For 
the statistical analysis, we labelled each electrode (and the electro
graphic events recorded from it) as “lesional” or “non-lesional” based on 
the presence of the GFP fluorescence below the given electrode. Then, 
the features of interest for both the IEDs and HFOs were computed per 
each animal for “lesional” and “non-lesional” sites. To assess IED- 
coupled HFO propagation, we first clustered all detected IEDs into five 
groups according to spatial profile and the time lag between the IEDs 
across EEG channels (Supplementary Fig. 2). Clusters with a time lag 
<1.5 ms between IEDs were marked as “inconclusive” and excluded 
from the analysis. Then, we filtered IED-related HFO events to assess 
HFO propagation. Events where HFOs were localized to the brain re
gions outside the lesion or propagated from the non-lesional brain areas 
were classified as independent HFOs. 

2.8. Morphological analysis of the FCD model 

At the end of the experiments, the animals were overdosed with 
ketamine/xylazine and transcardially perfused. Brains were extracted 
and postfixed overnight in 4% paraformaldehyde. To quantify the 
spatial extent of the FCD lesion, the post-fixed brains were photographed 
against a graticule, GFP signal intensity was thresholded to define clear 
boundaries of the FCD lesion, and the area of the lesion was determined 
using ImageJ software (National Institutes of Health and the Laboratory 

for Optical and Computational Instrumentation). To obtain approximate 
lesion volume, the lesion area was multiplied by the cortical thickness in 
a given anatomical area as stated in the Allen Mouse Brain Atlas. In 
control animals, GFP lesion size was determined in brains that were 
cleared using the CUBIC protocol (Susaki et al., 2014). The GFP-positive 
areas were scanned in three-dimensional space using the Lightsheet Z.1 
microscope (ZEISS, Germany), and images of the brains were processed 
using Imaris software (Oxford Instruments, United Kingdom). Subse
quently, a section of each brain was scanned in high resolution on a 
custom-made two-photon microscope. 

2.9. Statistical analysis 

All results and graphs are shown as mean ± s.e.m. (median) unless 
otherwise stated. Statistical analysis was performed using Matlab. 
Mann-Whitney-Wilcoxon U test was used for analysis between animal 
groups and between lesional and non-lesional sites. The Kolmogorov- 
Smirnov test was used to determine the difference between the histo
grams and power spectra. The confidence intervals for the median of 
power spectral density were computed by the distribution-free method 
(Hogg and Tanis, 2010). The non-parametric confidence interval for the 
median was obtained by selecting the k-th lowest and the k-th highest 
value from the sample. Recorded data and analytical tools used in this 
study are available from the corresponding author upon request. 

3. Results 

3.1. Morphological features of FCD lesion 

We generated FCD in eight mice using in utero electroporation of a 
plasmid containing a mutated mTOR gene and a plasmid with a GFP 
reporter. Four control animals were electroporated with GFP reporter 
only to confirm that the mutated mTOR was responsible for FCD and the 
associated epilepsy. In control animals (n = 4), the area of GFP fluo
rescence was designated as the lesion; its size was 4 ± 1 (5) mm3 

(Fig. 1A). In mutated-mTOR electroporated (FCD) animals (n = 8), the 
lesion is the FCD (Fig. 1B, C). In 5/8 FCD animals, the lesion was uni
lateral (Fig. 1B) and bilateral in 3/8 FCD animals (Fig. 1C). The FCD 
lesion size was 16 ± 2 (14) mm3. Imaging in controls demonstrated that 
GFP-positive cells migrated to layers II and III of the neocortex (Fig. 1D) 
and the neuronal morphology was normal (Fig. 1E, F). The FCD lesion 
displayed morphological features that agreed with those originally 
described (Fig. 1G-I) (Lim et al., 2015). Neuronal migration was altered 
in all FCD animals, with cells present in the white matter (Fig. 1G). 
Moreover, dysmorphic neurons with large cell bodies and extensive 
dendritic arborization were observed (Fig. 1H, I). Lightsheet imaging 
demonstrated the presence of GFP-positive axonal fibers emerging from 
the unilateral FCD and terminating in the contralateral homotopic cor
tex (Fig. 1J) which is indicative of the existence of interconnectivity 
between FCD and the contralateral brain areas. 

3.2. Seizures and interictal activity in FCD-related epilepsy 

Chronic EEG recording was performed in eight animals with FCD and 
four control animals. Seizures were observed in 4/8 FCD animals and in 
none of the control animals (Fig. 2A). Seizure onsets were characterized 
by repetitive low-amplitude spikes, which progressively increased in 
amplitude and decreased in frequency (Fig. 2A). The cross-correlation 
technique (Supplementary Fig. 3) demonstrated that FCD lesion repre
sented the primary seizure onset zone in 95 ± 2 (95) % of analyzed 
seizures (n = 134 seizures, 4 animals). The average seizure frequency 
was 5 ± 2 (4) seizures per day, and seizure duration was 90 ± 30 (60) s. 
The first seizure occurred on 76 ± 9 (70) postnatal day. In all FCD an
imals, the EEG contained pathological interictal epileptiform phenom
ena, including IEDs (Fig. 2 B; Supplementary Fig. 4), rhythmic bursts of 
polyspikes, and a wide spectrum of HFOs (Fig. 2C, D; Supplementary 

J. Chvojka et al.                                                                                                                                                                                                                                 

22



Neurobiology of Disease 190 (2024) 106383

4

Fig. 4). 

3.3. FCD, IEDs and HFOs 

We applied the envelope spike detector (Janca et al., 2015) to the 
artifact-free recordings in control and FCD animals. It detected 87,356 
spikes (putative IEDs) in FCD animals, and 9703 spikes in controls 
(Supplementary Fig. 5 A-E). The width of detected spikes was 15.8 ± 0.4 
(15.8) ms in controls and 11.8 ± 0.8 (11.3) ms in FCD animals (Fig. 3A). 
The detection rate was 1.3 ± 0.2 (1.4) spikes/min in controls and 4 ± 2 
(2) spikes/min in FCD animals. The spike rates did not differ between 
experimental groups (Fig. 3B, p = 0.8, Wilcoxon signed-rank test), nor 
between inside and outside the FCD lesion (Fig. 3C, p = 0.55, Wilcoxon 

rank sum test). The frequency spectrum profile of detected events in FCD 
animals demonstrated the presence of peaks in HFO frequency bands 
greater than in controls (Fig. 3D-F). The difference with respect to 
control spectral profiles was most prominent in gamma-ripple and fast 
ripple bands (Fig. 3E, F). Visual review of recorded EEG and detected 
spikes confirmed the presence of HFOs of various frequency bands in all 
animals from both groups (Fig. 4, Supplementary Fig. 5 A-E). The HFOs 
were clearly visible in unfiltered signal (Fig. 4A) and manifested as a 
stand-alone oscillation in time-frequency plot (Fig. 4B). The various 

Fig. 1. Morphological features of the FCD type II model. (A) Macroscopic 
image of GFP-positive areas in the control brain and in animals with unilateral 
(B) and bilateral (C) FCD lesions. Images also demonstrate the approach to the 
electrode positioning with respect to the GFP or FCD lesion (C-contralateral, FL- 
frontal left, FR-frontal right, L-lesional, PL-perilesional). (D) GFP fluorescence 
in control animal electroporated with GFP plasmid only. Two-photon imaging 
of the cortical structure showed electroporated neurons neatly organized in 
layers II and III. Interneurons are expressing red tdTomato. (E) Pyramidal 
neurons in the control brain displayed normal morphology. (F) The morphology 
of principal cells in detail. No morphologically abnormal neurons are present. 
(G) Altered migration in FCD model. Neurons dispersed along the cortex and 
white matter (WM) indicate disrupted neuronal migration during cortical 
development. (H) FCD lesion is characterized by the presence of abnormal 
neuronal phenotypes, namely large dysmorphic neurons. (I) Dysmorphic cells 
have an abnormal shape, massive dendritic branching, and large size bodies 
compared to control neurons. The presence of dysmorphic cells is a marker of 
altered cell maturation (J). FCD lesion is connected to the homotopic contra
lateral areas. The coronal section through the brain shows the FCD lesion and 
GFP-positive callosal projections (arrows) originating inside the FCD and ter
minating in the contralateral cortex. Abbreviations: PL – perilesional, C – 
contralateral, FR – frontal right, FL – frontal left, L – lesion. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 2. Electrographic features of the FCD type II model. (A) An example of 
ictal activity in an animal with a localized FCD lesion. The seizure quickly 
spreads over the large areas of both hemispheres. (B) Interictal activity during 
sleep is characterized by the presence of interictal epileptiform activity of 
various morphologies, ranging from interictal discharges to repetitive spikes 
and HFOs. (C, D) An example of interictal discharges with superimposed HFOs 
from gamma to ripples and fast ripples. Note the presence of time delay and 
propagation of the interictal activity between the electrodes positioned in the 
lesion and other brain areas of the ipsilateral and contralateral hemispheres. 
Abbreviations: PL – perilesional, C – contralateral, FR – frontal right, FL – 
frontal left, L – lesion. 
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subtypes of HFOs occurred either isolated or coincident (Fig. 4C-G). 
These features contributed to a high variety and complex morphology of 
IEDs and HFOs. In FCD, 6.6% of spike detections were associated with 
HFOs. If expressed per FCD animal, 0.6 ± 0.2 (0.6) % of IEDs were 
associated with gamma-ripples, 5 ± 2 (3) % with fast ripples, and 0.15 
± 0.07 (0.03) % were accompanied by both gamma-ripples and fast 
ripples (Fig. 3G, H). 

3.4. FCD and gamma-ripple oscillations 

In total, we detected 1143 gamma-ripple events in FCD animals. In 
controls, the gamma-ripples were nearly absent (3 events). On average, 
we detected 100 ± 100 (38) gamma-ripple events in FCD animals. The 
average processed EEG signal length in FCD animals was 560 ± 90 (620) 
minutes and 500 ± 300 (388) minutes in control animals. In clinical 
studies, the rate is considered the most relevant diagnostic HFO feature 
that localizes the epileptogenic tissue. In this study, we similarly found 
that the rate of gamma-ripple was significantly higher inside the FCD 
lesion 0.08 ± 0.04 (0.02) events/min compared to the neocortex outside 
the lesion 0.02 ± 0.01 (0.003) events/min (p = 0.015, Wilcoxon rank 
sum test, Fig. 5B, C). The mean frequency of gamma-ripples in FCD was 
79 ± 7 (72) Hz (Fig. 5D). The visual inspection of the frequency of 

individual events, however, showed a bimodal distribution of gamma- 
ripple frequencies, with peaks in gamma (54.1 ± 0.3 Hz) and fast 
gamma (105.7 ± 0.7 Hz) band (Fig. 5E). We did not observe any dif
ference in gamma-ripple frequency inside and outside the FCD lesion 
(Fig. 5F, G; p = 0.31, Wilcoxon rank sum test). The mean frequency of 
gamma-ripples was 79 ± 7 (72) Hz in FCD and 54 ± 3 (54) Hz in non- 
lesional sites. The parameter of the proportion of IEDs with gamma- 
ripples marked the FCD lesion. The proportion was 0.9 ± 0.3 (1.0) % 

Fig. 3. Properties of the detected spikes and IEDs. (A) Average normalized 
waveforms of detected events in FCD and controls. In controls, the detected 
events displayed a longer duration in comparison to detections in FCD animals. 
(B) The rate of detection does not differ between both study groups. (C) In FCD 
animals, the detection rate (IED rate) doesn't differ between the lesion and the 
areas outside the lesion. (D) Average spectral density of detected spikes in 
controls and FCD (E) Median of power spectral density of detected events in 
FCD and control animals. The shaded areas for mutated and control animals 
represent 93% and 87.5% confidence intervals, respectively. Power in gamma- 
ripple and fast ripple bands are significantly higher in FCD animals which is 
indicative of the presence of HFOs. (F) The ratio of power spectral densities 
shows peaks in both HFO bands. (G) A proportion of FCD-related IEDs with 
superimposed gamma-ripple, fast ripple or both types of oscillations. (H) Pro
portions of IEDs without HFOs and with HFOs in FCD animals. IED – interictal 
epileptiform discharge, GR – gamma-ripples, FR – fast ripples. 

Fig. 4. HFOs in murine FCD type II model. (A) An example of a complex 
interictal discharge with superimposed HFO activity from gamma-ripple and 
fast ripple bands. The HFOs from various frequency bands can be present iso
lated or co-occur together. (B) The corresponding time-frequency map dem
onstrates the presence of clear ‘blobs’ in gamma-ripple and fast ripple bands 
(arrows). (C-G) Examples of various shapes of interictal epileptiform discharges 
and HFOs. Note the complex nature of the discharges with a broad spectrum of 
superimposed HFOs. (H) The fast ripple oscillation detected in the con
trol animal. 
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in the lesion and 0.23 ± 0.09 (0.20) % outside (Fig. 5H, I; p = 0.015, 
Wilcoxon rank sum test). 

3.5. FCD and fast ripple oscillations 

In contrast to gamma-ripples, fast ripple oscillations were present not 
only in FCD animals (4872 total events, 600 ± 300 (98) events per an
imal, Fig. 4C-G), but also in controls (37 total events, 9 ± 7 (4) events 
per animal, Fig. 4H, Supplementary Fig. 5). The fast ripple rate was 
significantly higher in FCD animals 0.3 ± 0.2 (0.0) events/min in 
respect to control animals 0.002 ± 0.001 (0.002) events/min (p = 0.004, 
Wilcoxon signed rank test; Fig. 6A). The fast ripple rate was also higher 
inside the lesion (0.4 ± 0.3 (0.1) events/min) compared to the non- 
lesional sites 0.06 ± 0.03 (0.01) events/min, p = 0.039, Wilcoxon 
rank sum test; Fig. 6B, C). This spatial difference was observable in all 
but one FCD animal (Fig. 6B). The average frequency of fast ripples was 
508 ± 6 (508) Hz in controls and 530 ± 10 (542) Hz in FCD animals (p 
= 0.7, Wilcoxon signed rank test; Fig. 6D). Fast ripple frequency in FCD 
displayed a single peak distribution with mode of 586.5 ± 0.7 Hz 
(Fig. 6E). The fast ripple frequency was not significantly different be
tween FCD lesion (530 ± 20 (557) Hz) and non-lesional sites (540 ± 40 
(500) Hz) (p = 0.8, Wilcoxon rank sum test; Fig. 6F, G). The FCD lesion 
displayed a higher proportion of IEDs with superimposed fast ripples (7 
± 2 (5) %) compared to non-lesional regions (1.1 ± 0.4 (0.8) %, p <
0.015, Wilcoxon rank sum test; Fig. 6G, H). 

3.6. Propagating and independent HFOs 

The results showed that the cortex outside the FCD lesion also 

generated HFOs (Fig. 7). We examined whether the non-lesional HFOs 
represented propagating HFOs (Fig. 7B) or whether they were generated 
independently outside the FCD lesion. We estimated the time delay 
between IEDs with superimposed HFOs (Fig. 7C, D). From the total 
number of detected HFOs, 90.1% of HFOs were generated only in the 
FCD, 2.8% propagated from the FCD, and 7.1% were generated inde
pendently outside FCD (Fig. 7F). The proportion varied across animals. 
The mean proportion of propagating HFOs was 1.7 ± 0.7 (1.9) %. 
Propagating gamma-ripple comprised 0.6 ± 0.3 (0.5) % of all gamma- 
ripples and occurred at the rate 0.004 ± 0.003 (0.003) events/min. 
The proportion of propagating fast ripples was 3 ± 1 (3) % and their rate 
was 0.05 ± 0.04 (0.02) events/min. The mean proportion of HFOs 
generated independently in non-lesional areas was 17 ± 9 (11) %. From 
all gamma-ripples, 12 ± 3 (13) % originated from non-lesional areas at 
the rate of 0.06 ± 0.04 (0.04) events/min (Fig. 7G). The proportion of 
independent fast ripples was 20 ± 20 (6) % and their rate was 0.12 ±
0.04 (0.13) events/min (Fig. 7H). The average time delay of HFOs 
propagating from the lesion was 7.6 ± 0.9 (7.3) ms, while the conduc
tion time of HFOs generated in non-lesional areas was 7 ± 1 (5) ms. 

3.7. Mutated neurons and HFOs 

Mutated neurons play a central role in the pathogenesis of FCD and 
FCD-related epilepsy. Using optogenetic approach, we examined 
whether mutated neurons contribute to IEDs and HFOs generated by the 
FCD. We activated neurons carrying the mTOR mutation and expressing 
ChR2 (Fig. 8A, B) by brief light pulses. In 3/6 animals, the FCD illumi
nation evoked spikes with superimposed HFOs, mainly from the fast 
ripple band (Fig. 8C). The IED and HFO detection algorithms were 

Fig. 5. Properties of gamma-ripples in FCD type II model. (A) Gamma-ripples 
occurred nearly exclusively in FCD animals. (B) The gamma-ripple rate was 
significantly greater inside the lesion compared to the areas outside the FCD 
lesion. (C) The gamma-ripple rate difference between the FCD lesion and non- 
lesional cortical areas was observable across all FCD animals. (D) The frequency 
profile of gamma-ripples in control animals and FCD ones. (E) In FCD animals, 
the frequency profile of gamma-ripples had bimodal distribution with two 
peaks at 54.1 ± 0.3 Hz and 105.7 ± 0.7 Hz. (F, G) The ripple frequency did not 
differ between the FCD lesion and non-lesional cortex. (H, I) The proportion of 
IEDs with superimposed gamma-ripple HFOs did not differ inside and outside 
the FCD lesion. 

Fig. 6. Fast ripple features in FCD type II model. (A) Fast ripples were detected 
in both the control and FCD animals. However, the fast ripple rate was signif
icantly higher in FCD. (B) The rate of fast ripples was significantly higher in the 
FCD lesion. (C) The spatial difference of fast ripple rate was preserved in all but 
one FCD. (D) The fast ripple frequency did not differ between experimental 
groups. (E) In FCD, the distribution of frequency of fast ripple events displayed 
a single peak at 586.5 ± 0.7 Hz. (F, G) The fast ripple frequency profile was the 
same inside and outside the lesion. (H, I) The proportion of IEDs with super
imposed fast ripple was significantly greater inside the FCD lesion in all but 
one animal. 
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applied to evoked EEG signals (3 animals) and evoked HFO properties 
were compared with HFOs from the chronic experiments. Estimated PSD 
of optogenetically evoked (n = 270 events, 3 animals) and chronic 
spontaneous HFOs (n = 270 events, 3 animals) demonstrated the 

presence of prominent peaks in the fast ripple band (Fig. 8G). The 
average frequency of evoked fast ripples was 571 ± 7 (570) Hz, while 
the frequency of spontaneous fast ripples was 565 ± 6 (570) Hz (p =
0.54; Two sampled t-test; Fig. 8H). These data show that mutated 

Fig. 7. Propagating and independent HFOs. (A) Example of HFO localized to the lesion. (B) HFO propagating from the lesion (L) to the ipsilateral and contralateral 
cortex outside the lesion (O) with a time delay of 7 ms. (C) HFOs generated independently outside the lesion and with the propagation to the lesion with a delay of 
5.8 ms (D). (E) An example of inconclusive HFO in which the propagation cannot be determined. (F) The vast majority of HFOs are spatially restricted to the FCD 
lesion. From all detected HFOs, 2.8% fulfilled the criteria of HFOs propagating from the lesion, and 7.1% of HFOs were generated independently outside the lesion. 
(G) The rate and proportion of independent gamma-ripple in individual FCD animals. (H) Independent fast ripple rate and proportion of independent fast ripple in 
each animal with FCD. 

Fig. 8. Involvement of mutated neurons in HFOs genesis. (A) Light-sheet microscopy of the FCD lesion (GFP) and four injection sites with mutated neurons 
expressing Channelrhodopsin-2 (ChR2) and red fluorescent protein mCherry (red arrows). (B) Two-photon image of the mutated neurons expressing mCherry 
protein. (C) Blue light stimulation triggered spike with superimposed fast ripple with mean frequency of 680 Hz. Raw data, filtered signal, and corresponding time- 
frequency decomposition of the signal are shown. (D) Spontaneous fast ripple event with a frequency of 670 Hz in the same animal. (E) Mean power spectral density 
(PSD) of spontaneous and evoked HFOs in the same animal. (F) Frequency of individual evoked and spontaneous fast ripples in the same animal. (G) Mean power 
spectral density of evoked responses from three FCD animals and randomly selected HFOs from three chronically recorded animals. (H) Frequency of individual 
evoked HFO events and randomly selected spontaneous HFO events from the chronic experiments. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
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neurons are capable of triggering HFO events. 

4. Discussion 

In this study, we present evidence that experimental FCD can 
generate a wide range of IED-coupled HFOs, including gamma, ripples, 
and fast ripples. Most of our knowledge about HFOs in epilepsy comes 
from studies on hippocampal epilepsy (Engel Jr et al., 2009; Ibarz et al., 
2010; Jiruska et al., 2010; Lévesque et al., 2011; Staba et al., 2002), and 
less emphasis has been given to extra-hippocampal structures. Under
standing whether the pathophysiological principles observed in the 
hippocampus are applicable to HFOs of neocortical origin is crucial for 
epilepsy and HFO research (Engel Jr et al., 2009; Ibarz et al., 2010; 
Jiruska et al., 2010; Lévesque et al., 2011; Staba et al., 2002). Previous 
studies on TLE models have demonstrated the presence of HFOs in 
various parts of the limbic system, including the entorhinal cortex, 
which shares anatomical similarities with the neocortex (Bragin et al., 
1999). Neocortical HFOs were investigated in a rat model of traumatic 
brain injury, where HFOs with frequencies ranging from 80 to 300 Hz 
were observed in the center and surrounding tissue of the traumatic 
lesion (Bragin et al., 2016). These neocortical HFOs displayed similar 
characteristics to those observed in the kainic acid TLE model. The study 
also identified repetitive HFOs (rHFOs) superimposed on bursts of spikes 
with a frequency of 10–16 Hz, which displayed the same spatial distri
bution as isolated HFOs (Bragin et al., 2016; Reid et al., 2016). Recently, 
fast ripples were identified in the TBI model, where fast ripples proved to 
be a reliable biomarker of the future development of spontaneous sei
zures (Li et al., 2022). Tetanus toxin injection into the neocortex, 
mimicking neocortical epilepsy, has also been reported to generate 
HFOs in the 70–160 Hz range (Wykes et al., 2012). Furthermore, ictal 
and interictal neocortical ripples with a frequency of 100–130 Hz have 
been observed in epileptic cats (Grenier et al., 2003). Cellular dynamics 
analysis revealed that the firing of principal neurons and interneurons 
was phase-locked with the ripple cycles. While principal cells fired 
during the late phase of the ripple cycle, interneurons fired during the 
initial phases (Grenier et al., 2003). Sheybani et al. used a large-scale 
recording of scalp EEG activity combined with micro-array recording 
from the hippocampus to explore the network properties of interictal 
activity generated in the murine model of TLE (Sheybani et al., 2018). In 
their study, they detected neocortical interictal discharges with super
imposed fast ripples that were coupled with discharges and fast ripples 
generated in the hippocampus. During the advanced stages of chronic 
epilepsy, neocortical fast ripples independent of the hippocampal 
epileptic focus were recorded. HFOs act as a robust biomarker that 
identifies epileptogenicity independently of the lesion character 
(Frauscher et al., 2017; Zijlmans et al., 2012). However, multiple clinical 
observations suggested that the diagnostic significance of HFOs may 
vary depending on the nature of the epileptogenic lesion and its 
endogenous epileptogenicity. HFOs have been observed in various epi
lepsy cases caused by different lesion types such as hippocampal scle
rosis, tumors, nodular heterotopias, and FCD (Akiyama et al., 2011; 
Brázdil et al., 2010; Cho et al., 2014; Thomas et al., 2023) and the 
specific lesion can generate HFOs at varying rates. For instance, 
mesiotemporal lobe sclerosis, FCD, and nodular heterotopia exhibit 
higher HFO rates than lesions like polymicrogyria or tuberous sclerosis 
(Ferrari-Marinho et al., 2015). In FCD cases, FCD type II generates 
higher rates of ripples and fast ripples than FCD type I, correlating with a 
higher seizure rate (Kerber et al., 2013). Spatial distribution analysis of 
HFOs in FCD reveals higher rates in perilesional tissue than in the lesion 
itself (Ferrari-Marinho et al., 2015). Furthermore, FCD type II exhibits 
very high HFOs in addition to ripples and fast ripples (Brázdil et al., 
2010; Brázdil et al., 2017). Our study supports clinical observations, 
demonstrating that the experimental FCD can generate a wide spectrum 
of HFO subtypes ranging from gamma to ripples and fast ripples. Several 
detected fast ripple events could even fall into the category of very high 
HFOs. In this study, we combined non-seizing FCD animals and animals 

that developed FCD-related epilepsy. The results showed that in both 
groups of FCD animals, HFOs distinguish FCD animals from controls and 
serve as a biomarker for localizing the FCD lesion. In seizing animals, the 
HFO rates localize the seizure onset zone. 

The presence and rate of HFOs serve as crucial diagnostic features for 
localizing epileptogenic or seizure-generating tissue. In clinical epi
leptology and particularly in epilepsy surgery, the identification of a 
close spatial association between the location of HFOs and the epilep
togenic zone and/or the seizure onset zone has led to the incorporation 
of measurements of HFO properties into presurgical examinations (Ja
cobs et al., 2012; Frauscher et al., 2017). From the diagnostic perspec
tive, HFOs are more specific markers of seizure onset zone than IEDs. 
Fast ripples display the highest sensitivity to mark the seizure onset 
zone, followed by ripples and IEDs (Jacobs et al., 2012). Our results 
agree with these clinical observations. In the FCD model, the HFO pa
rameters differentiate lesional areas from non-lesional and mark the 
seizure onset zone. Compared to clinical observations in epilepsy sur
gery cases, gamma-ripples prove to be a more exclusive marker of FCD 
and seizure onset zone than fast ripples due to the presence of fast rip
ples in control animals. It is important to stress that in our study, we 
focused on only IED-coupled HFOs. HFOs display a close link with IEDs, 
and HFOs independent or superimposed on IEDs are well documented in 
animal models of TLE and humans (Levesque et al., 2022). In human 
studies, 64% of ripples and 86% of fast ripples occurred with IEDs 
(Urrestarazu et al., 2007). IED-coupled HFOs provide diagnostic infor
mation, and, for example, IED-coupled ripples were more closely related 
to the seizure onset zone than ripples alone (Goncharova et al., 2016). 

HFOs are not spatially limited to seizure onset or epileptogenic zones 
due to their propagation to distant brain regions via synaptic mecha
nisms or independent generation of HFOs in distant regions (Jacobs 
et al., 2008; Jiruska et al., 2010; Gonzalez Otarula et al., 2019). In our 
study, HFO propagation can be observed in non-lesional areas, namely 
in the contralateral neocortex. Independent generation of HFOs in those 
areas is also detected. Should these areas be considered potentially 
epileptogenic? HFOs outside the epileptogenic zone are typically 
generated at much lower rates, both in temporal and neocortical epi
lepsy. In chronic TLE, the distant areas may become actively involved in 
the epileptogenic process, leading to the generation of independent 
interictal epileptiform activity and, eventually, seizures through struc
tural and functional reorganization. HFOs can contribute to the 
recruitment of these distant regions, reminiscent of the kindling phe
nomenon (Bragin et al., 2000; Weiss et al., 2022; Jiruska et al., 2023). 
Similarly, chronic neocortical epileptic foci can induce alterations in 
projection areas, increasing local neuronal excitability and promoting 
synchronized network activity (Brener et al., 1991; Jiruska et al., 2023). 
In FCD, the involvement of distant areas in epileptiform activity is 
particularly pronounced. This can be attributed to the underlying 
mTORopathy, leading to enhanced axonal connectivity, abnormal syn
aptic terminals, increased response to synaptic stimulation, and 
heightened neuronal excitability in distant regions (Lim et al., 2015; 
Proietti Onori et al., 2021). Increased recruitment of distant sites may 
result from intense synaptic epileptiform activity, kindling effects, and 
other forms of intercellular communication, such as exosome exchange 
(Budnik et al., 2016; Koh et al., 2021; Proietti Onori et al., 2021). Apart 
from HFO rates, analysis of the HFO initiation sites (sources) and their 
propagation patterns seems to increase the diagnostic yield of HFOs. By 
applying of network perspective to HFO analysis, Otarula et al. showed 
that the HFO sources co-localized with the seizure onset zone, and their 
resection was associated with favorable surgical outcomes (Gonzalez 
Otarula et al., 2019). 

Dysmorphic neurons carrying the mTOR mutation are hallmark of 
FCD type II. Although these neurons represent only a small fraction of 
neurons in FCD they play a central role in the pathogenesis of FCD and 
associated epilepsy. They express abnormal ion channels and synaptic 
receptors (Cepeda et al., 2020; Hsieh et al., 2020) that predispose them 
to pathological firing. Treatment with rapalogs reducing the increased 
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mTOR signalling leads to seizure cessation (Lim et al., 2015). Although 
mutated neurons play a central role in epileptogenesis, seizure, and 
interictal activity genesis may be attributed to non-mutated neurons in 
the FCD, transition cortex between dysplastic and normal neocortex, or 
contralateral neocortex (Koh et al., 2021; Proietti Onori et al., 2021). 
Our results suggest that mutated neurons represent an active component 
of the FCD network that can be involved in HFO and IED genesis and 
trigger these network events, which may recruit inter-connected neu
rons (Ibarz et al., 2010; Jiruska et al., 2017). 

The presence of sharp transients and HFOs in control animals could 
represent physiological as well as pathological activity (Jefferys et al., 
2012; Jiruska et al., 2017). It is well established that the normal (non- 
epileptic) neocortex generates a wide spectrum of physiological HFOs 
involved in cognitive functions (Buzsaki and Lopes da Silva, 2012; 
Frauscher et al., 2017). The significance of gamma, fast gamma, ripples, 
and even fast ripples in cognition is well documented in experimental 
conditions and in humans (Buzsaki and Lopes da Silva, 2012). Fast 
ripples and their propagation through the brain networks were 
described during visual task processing (Kucewicz et al., 2014) or in 
response to sensory stimulation (Curio, 2000; Baker et al., 2003). The 
amplitude and rate of physiological fast ripples are much lower than for 
pathological fast ripples. It has been hypothesized that physiological 
ripples probably reflect the firing of single cells rather than compound 
network fast oscillatory activity generated by the epileptic tissues (Jir
uska et al., 2017). From the clinical perspective, the frequency overlap 
between physiological and pathological HFOs hinders their utilization 
as a diagnostic marker in epilepsy surgery cases (Frauscher et al., 2017; 
2018). In our study, gamma-ripples associated with IEDs were detected 
nearly exclusively in FCD animals, while fast ripples were also observed 
in controls (although less frequently). 

Sharp transients, morphologically similar to IEDs, can occur in the 
non-epileptic neocortex. Sharp transients were detected in patients with 
intractable chronic facial pain implanted with intracranial electrodes for 
experimental brain stimulation treatment (Janca et al., 2015). Physio
logical sharp transients also occur in human scalp EEG recordings, for 
example, benign epileptiform transients of sleep, wicket spikes, “14-” 
and “6-” Hz positive spikes, and others. Neocortical sharp transients 
reminiscent of IEDs were reported in wild-type mice but at a much lower 
rate than in our control animals (Purtell et al., 2018). Because our 
control animals underwent in utero electroporation, it is probable that 
observed sharp transients and HFOs represent pathological events. The 
injection of the plasmids into the ventricle through a glass pipette is an 
invasive procedure considering the size of the embryonic brain, and it 
can damage the brain tissue. Also, the expression of GFP or other pro
teins can be cytotoxic and induce cell damage or even cell death (Ansari 
et al., 2016). Therefore, sharp transients and fast ripples observed in 
control animals can reflect epileptogenic tissue remodeling because of 
cytotoxic damage or traumatic brain injury during the early stages of 
brain development (Bragin et al., 2016). 

5. Conclusion 

Our results highlight the significance of HFOs in the pathophysiology 
and functional organization of neocortical epileptic foci. We demon
strate that FCD and neocortex (although morphologically abnormal) can 
generate a wide spectrum of HFOs. Besides its pathophysiological rele
vance, the results support the clinical observations about the HFO's role 
in the identification and differentiation of epileptogenic and seizure 
onset zones in neocortical epilepsy. Finally, we provide novel observa
tions about the putative central and direct role of mutated neurons in 
FCD-related interictal and HFO phenomena. 
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Lévesque, M., Bortel, A., Gotman, J., Avoli, M., 2011. High-frequency (80–500 Hz) 
oscillations and epileptogenesis in temporal lobe epilepsy. Neurobiol. Dis. 42 (3), 
231–241. https://doi.org/10.1016/j.nbd.2011.01.007. 

Levesque, M., Wang, S., Etter, G., Williams, S., Avoli, M., 2022. Bilateral optogenetic 
activation of inhibitory cells favors ictogenesis. Neurobiol. Dis. 171, 105794. 

Li, L., Kumar, U., You, J., Zhou, Y., Weiss, S.A., Engel, J., Bragin, A., 2022. Spatial and 
temporal profile of high-frequency oscillations in posttraumatic epileptogenesis. 
Neurobiol. Dis. 161, 105544. 

Lim, J.S., Kim, W.I., Kang, H.C., Kim, S.H., Park, A.H., Park, E.K., Cho, Y.W., Kim, S.W., 
Kim, H.M., Kim, J.A., 2015. Brain somatic mutations in MTOR cause focal cortical 
dysplasia type II leading to intractable epilepsy. Nat. Med. 21 (4), 395–400. 
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4 Lacosamide and Levetiracetam Have
No Effect on Sharp-Wave Ripple Rate

4.1 The contributions toward the progress of the field

Based on the evidence from both the experimental and human studies (Zijlmans et al., 2009;
Behr et al., 2015), anti-seizure medication (ASM) decreases the HFO rate among individuals
with epilepsy. In this experimental study conducted on healthy subjects, the authors explored
whether physiological HFOs of hippocampal origin respond to ASM treatment. Levetiracetam
and lacosamide, two commonly used ASMs, do not reduce the rate of physiological HFOs.
These findings, together, offer a new tool for epilepsy diagnosis. Monitoring the change in
HFO rate in response to changes in AED treatment has two novel applications.

Marker of epileptogenic tissue A significant change in the HFO rate can help identify epilep-
togenic tissue, while no change indicates healthy tissue. Such tests could be introduced toward
the end of invasive exploration, guiding resection planning, and ultimately resulting in better
surgical outcomes.

Personalization of treatment The quantification of changes in the rate of HFOs and gamma-
ripple activity in response to ASM treatment or withdrawal can effectively serve as a subject-
specific parameter. This parameter can be utilized to personalize HFO detection algorithms
or any other method that currently lacks knowledge about the individual’s specific epilepsy
features.

30



4.2 The author’s contributions

The author was responsible for running the experiment including animal welfare, conducting
video-EEG monitoring, data collection and management, and subsequent analysis. The author
labeled the artifact-free EEG and video, implemented techniques of automated HFO detection,
visually reviewed and quantified the HFOs, and contributed to the manuscript writing. The
author presented the work at several conferences.

4.3 Compliance with the thesis objectives

The outcomes of the study not only provide an important insight into the field of HFO research
but most importantly, have a direct application to epilepsy diagnosis.
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Pathological high-frequency oscillations are a novel marker used to improve the delinea-
tion of epileptogenic tissue and, hence, the outcome of epilepsy surgery. Their practical 
clinical utilization is curtailed by the inability to discriminate them from physiological 
oscillations due to frequency overlap. Although it is well documented that pathological 
HFOs are suppressed by antiepileptic drugs (AEDs), the effect of AEDs on normal HFOs 
is not well known. In this experimental study, we have explored whether physiological 
HFOs (sharp-wave ripples) of hippocampal origin respond to AED treatment. The results 
show that application of a single dose of levetiracetam or lacosamide does not reduce 
the rate of sharp-wave ripples. In addition, it seems that these new generation drugs do 
not negatively affect the cellular and network mechanisms involved in sharp-wave ripple 
generation, which may provide a plausible explanation for the absence of significant 
negative effects on cognitive functions of these drugs, particularly on memory.

Keywords: high-frequency oscillations, sharp-wave ripples, levetiracetam, lacosamide, antiepileptic drugs, 
hippocampus, ripples, in vivo

HIGHLIGHTS

•	 Pathological high-frequency oscillations (pHFOs) represent electrographic biomarker of epilep-
togenic tissue.

•	 Current approaches are not able to distinguish pathological HFOs from physiological ones in 
intracranial recordings.

•	 Antiepileptic drugs decrease the rate of pHFOs.
•	 Levetiracetam or lacosamide do not decrease the rate of sharp-wave ripples—a representative of 

physiological HFOs.
•	 Pharmacological testing could be used to discriminate pathological and physiological HFOs.

INTRODUCTION

Pathological high-frequency oscillations (pHFOs) represent a new electrographic marker of epi-
leptogenic tissue. Early after their discovery, pHFO analysis was introduced into the presurgical 
evaluation to better delineate the resection margin and to improve the outcome of surgery. pHFOs 
are classified according to their frequency into two main groups—ripples (80–250 Hz) and fast rip-
ples (250–600 Hz) (1, 2). Although fast ripples are considered more specific for epileptogenic tissue 
than ripples, both types of pHFO can localize the epileptogenic zone or seizure onset areas in humans 
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FIGURE 1 | The algorithm of sharp-wave ripple (SWR) detection. (A) An 
example of the wideband signal containing an SWR event. (B) High-pass 
filtered (>100 Hz) signal reveals the ripple oscillation. (C) Root mean square 
(RMS) signal computed from the high-pass filtered signal. The line indicates 
the detection threshold. The shaded area marks the putative detection.  
(D) The autocorrelation function of the shaded segment of the high-pass 
filtered signal with detected peaks, which fulfills the criteria for SWR 
detection. (E) An example of a Nissl-stained brain slice with electrode tip 
located in stratum pyramidale of the CA1 hippocampal subregion.
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who undergo exploration with invasive electrodes (1, 2). Several 
studies have demonstrated the beneficial effect of complete resec-
tion of the pHFO generating areas on surgical outcome (3–5). 
The practical utilization of pHFOs in presurgical evaluation is 
substantially hindered by the inability to differentiate them from 
physiological high-frequency oscillations, such as hippocampal 
sharp-wave ripples (SWRs) as they display substantial frequency 
overlap (2, 6, 7). Currently, we do not have any effective tools, 
which can reliably discriminate between them. Identification of 
an approach to reliably discriminate between normal and patho-
logical HFOs is a complex, but essential, issue to address if the 
properties of pHFOs are to be fully utilized in clinical practice.

One of the features of pHFOs is their responsiveness to 
antiepileptic drugs (AEDs). In the chronic pilocarpine model 
of temporal lobe epilepsy, pHFOs and seizure rate decrease 
after treatment with levetiracetam (8) or lacosamide (9). In 
humans, withdrawal of AEDs is associated with increased rate 
of pHFOs (10). A pharmacological test using AEDs could be a 
plausible strategy to discriminate physiological oscillations from 
pathological ones, providing rate of physiological HFOs is not 
decreased by AEDs.

In this proof-of-principle study, we explored the impact of a 
single dose of lacosamide or levetiracetam on the rate of SWRs—a 
hippocampal representative of physiological HFOs (11). SWRs 
play a crucial role in the process of coordinated memory reactiva-
tion and formation of long-term memory (12). We have tested 
the hypothesis that the application of a single therapeutic dose of 
levetiracetam or lacosamide does not affect SWR rate.

MATERIALS AND METHODS

Electrode Implantation and EEG 
Recording
All experiments were performed under the Animal Care and 
Animal Protection Law of the Czech Republic fully compatible 
with the guidelines of the European Union directive 2010/63/EU. 
The protocol was approved by the Ethics Committee of The Czech 
Academy of Sciences (Project License No. 71/2016). Animals were 
housed in groups under standard conditions in a room with con-
trolled temperature (22 ± 1°C) and 12/12 h light/dark cycle. Eleven 
adult male Wistar rats weighing between 350 and 430 g were used in 
this study. The surgical preparation was performed under isoflurane 
anesthesia. The animals were implanted with bipolar twisted silver 
electrodes (120 µm in diameter, AM Systems, Inc., USA) bilaterally 
in the stratum pyramidale (AP: −4.1, L: 2.2, D: 2.5) and stratum 
radiatum (AP: −4.6, L: 2.6, D: 2.6) of the dorsal CA1 according to 
the stereotaxic atlas (13). The two contacts of each electrode were 
0.5 mm apart. Two ground/reference jeweler’s screws were placed 
over the cerebellum. Following a 5-day recovery period, animals 
were individually video-EEG monitored for 4 weeks continuously. 
Spontaneous electrographic activity was amplified, band-pass 
filtered (0.1 Hz–1.6 kHz), and digitized at 5 kHz using a RHD2132 
32-channel amplifier chip (Intan Technologies, USA). After the 
end of the experiment, animals were humanely euthanized by an 
overdose of urethane, brains extracted, and processed to verify the 
positions of electrodes (Figure 1E).

AED Treatment
Each animal received sequential intraperitoneal injections of 
levetiracetam (Keppra®, UCB, S.A., Brussels, Belgium), saline 
(control solution) of equal volume, lacosamide (Vimpat®, 
UCB, S.A., Brussels, Belgium), and saline of equal volume. 
Additionally, three of the animals received diazepam (Apaurin®, 
Krka, d. d., Novo Mesto, Slovenia) and saline of equal volume. 
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Diazepam acted as a positive control since it was shown to 
decrease the SWR rate in  vivo (14). The interval after each 
injection, whether it was an AED or saline, was 3 days to allow 
maximal elimination of the drug from the body based on the 
known pharmacokinetics (14–16). The doses for levetiracetam 
and lacosamide were 80 and 30  mg/kg, respectively. At com-
parable doses, these drugs were shown to effectively suppress 
pHFOs (8, 9). The dose of diazepam was 1 mg/kg which was 
shown to reduce or even suppress the SWR rate (14, 17). The 
sequence of injections was randomized between animals. In a 
given rat, every injection was administered at the same time of 
the day (10:30 a.m. or 2:00 p.m.).

EEG Analysis
EEGs were analyzed using custom made scripts in Matlab 2015a 
computing environment (Mathworks Inc., Natick, MA, USA). 
Two animals were removed from the analysis due to extremely 
noisy EEG signals. In one animal, the experiment was terminated 
prematurely due to the loss of the head cap prior to lacosamide 
injection. Therefore, the total number of animals used in the 
evaluation of the three drugs was nine for levetiracetam, eight 
for lacosamide, and three for diazepam. In each animal, SWRs 
were analyzed only in the channel in which SWRs displayed the 
highest amplitude. Correct positions of these electrodes in the 
hippocampal CA1 were verified histologically. We analyzed two 
epochs each lasting 2 h. The first epoch was from 0.5 to 2.5 h after 
the injection and the second one was from 4.5 to 6.5 h after the 
injection. To determine the SWR rate during the same brain state, 
we extracted episodes of slow-wave sleep only, from each epoch, 
based on the presence of slow waves in the EEG and verified 
behaviorally in video recordings.

SWR Detection
Sharp-wave ripples were detected using the modified root mean 
square (RMS)-based approach (18). The signal was band-pass 
filtered (passband 100–200 Hz) using a FIR filter with a 40-Hz 
wide transition band and stopband attenuation at 80  dB. RMS 
value was calculated in 4  ms sliding windows. Only segments 
of at least 18 ms in duration with an RMS value >1.5 SD above 
the RMS mean were selected as putative SWRs. Events closer 
than 10 ms were treated as a single event. The next step of the 
detection procedure included estimation of the autocorrelation 
function in high-pass filtered segments (>100 Hz, otherwise the 
same parameters). Detections with at least seven peaks in the 
autocorrelation function with a lag corresponding to the SWR 
frequency band (100–200 Hz) and with the second peak of at least 
25% of magnitude were selected. The main steps of the detection 
procedure are visualized in Figures 1A–D.

To evaluate the detector’s performance, 24 randomly selected 
epochs of slow-wave sleep were labeled by an expert. Automatic 
detections were compared to the expert’s labels. A true posi-
tive (TP) detection was defined as the one overlapping with an 
expert’s label by at least 50% of the detection’s duration. A false 
positive (FP) detection was a detection not fulfilling the criteria 
for TP detection. The number of false negatives (FN) was defined 
as the number of expert’s labels, which had no overlap with any 
of the TP detections. Finally, sensitivity and positive predictive 

value (PPV) of the detector was calculated using the following 
equations:

	
sensitivity TP

TP FN
=

+ 	

	
PPV TP

TP FP
=

+
.
	

Sensitivity and PPV of the detector was 57 and 80%, respec-
tively. Detector’s settings were optimized to achieve mainly high 
PPV to detect only true SWRs, omit ambiguous SWRs, and to 
minimize the risk of FP detections.

Statistical Evaluation
In this study, the primary hypothesis tested was that injections 
of selected AEDs do not affect SWR rates. This is in contrast to 
the vast majority of drug studies, which examine and test for the 
presence of an effect of the drug on specific phenomena, includ-
ing HFOs. Thus, we had to implement an appropriate statistical 
method that tests equality and not an effect. In this study, we 
adopted the method recommended by Piaggio et al. (19). For each 
rat, each injection and each time after the injection we calculated 
average SWR rate during the slow-wave sleep epochs. Then, for 
each rat, each drug and each time after the injection, we calcu-
lated the ratio of SWR rate after AED injection to SWR rate after 
the corresponding saline injection. Since the data did not display 
normal distribution, we used a non-parametric approach. For 
each drug and each time after the injection, median of the ratios 
and its non-parametric confidence interval was calculated. The 
non-parametric confidence interval for the median is obtained 
as the k-th lowest and the k-th highest value from the sample. k 
is determined so that the true population median lies within that 
interval with confidence equal or higher than required. In our 
study, we required at least 90% confidence. For sample sizes nine 
and eight we took k = 2 which gives confidences of 96 and 93%, 
respectively. For the three diazepam animals, we took the first 
and the last value as the confidence interval (widest possible), 
which gives up to 75% confidence (20). We obtained confidence 
intervals for all three drugs and two time windows after the injec-
tions. These six confidence intervals were compared to equality 
margins, which were set to 0.75 and 1.25. If the confidence inter-
val did not cross the equality margins, the AED was considered 
to have no effect on SWR rate.

Following equality testing, we performed statistical analysis to 
evaluate the possible presence of a statistically significant effect 
of AEDs on the SWR rate. In this step, we used the Wilcoxon 
signed-rank test on each set of the ratios. Before applying the test, 
the ratios were transformed by subtracting 1 so that a decrease in 
the SWR rate resulted in a negative number and vice versa. In the 
case of a non-significant result, post hoc power of the Wilcoxon 
signed-rank test was determined using SD of the data and loca-
tion shift equal to the equality margin, i.e., 0.25 (21, 22).

RESULTS

In total 43,011 SWRs were detected with 4,779 ± 3,125 events 
per animal. The average SWR rate was 16.0 events/min, which 
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FIGURE 4 | Medians of ratios of sharp-wave ripple (SWR) rates after drug 
injection to rates after corresponding saline injection. Error bars represent 
non-parametric confidence intervals of the medians. Dashed line is at value 1 
which constitutes no effect. Dotted lines at values 0.75 and 1.25 represent 
equality margins. LEV confidence intervals are at 96% confidence and do not 
cross the equality margins. LCM significantly increases SWR rate 0.5 h after 
administration, but 4.5 h after administration the effect dissipates. Confidence 
intervals are 93%. DIA markedly reduces SWR rate 0.5 h after administration 
and 4.5 h after administration the effect slowly dissipates. Confidence 
intervals are 75%. LEV, levetiracetam; LCM, lacosamide; DIA, diazepam.

FIGURE 3 | Ratios of sharp-wave ripple (SWR) rates after drug treatment to 
rates after saline treatment for individual rats. Dashed line is at value 1 which 
constitutes no effect. LEV, levetiracetam; LCM, lacosamide; DIA, diazepam; 
CtrlXXX, injection of an equivalent volume of saline; 0.5, half an hour after 
injection; 4.5, four and half hours after injection.

FIGURE 2 | Sharp-wave ripple (SWR) rates after various treatments. Lines 
connect data points from individual animals. LEV, levetiracetam; LCM, 
lacosamide; DIA, diazepam; CtrlXXX, injection of equivalent volume of saline; 
0.5, half an hour after injection, 4.5, four and half hours after injection.
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is congruent with studies focused on SWR in vivo (11, 23–25). 
SWR rates of all animals, after each injection, in both analyzed 
time windows, are shown in Figure 2. The data revealed the pres-
ence of individual variability in the SWR rate and response to the 
tested drugs. The crucial parameter for examination of the effect 
of an AED is the ratio between the SWR rate after AED injec-
tion and the SWR rate after control saline injection (Figure 3). 
The median ratio of the SWR rate between levetiracetam and 

the control was 0.91 and 0.98 for 30  min and 4.5  h after the 
injection, respectively (n  =  9 animals). For levetiracetam, the 
ratios’ confidence intervals did not cross the equality margins 
30 min and 4.5 h after injection (Figure 4). Therefore, SWR rates 
after levetiracetam and saline treatment can be considered equal 
within the equality margins. The Wilcoxon signed-rank test for 
ratios was non-significant for 30 min (p = 0.30) and 4.5 h after the 
injection (p = 0.57), with a post hoc power of 88%. For lacosamide, 
the median ratio of the SWR rate was 1.14 and 1.22 for each time 
epoch (n = 8 animals). The confidence intervals of the SWR rate 
ratios crossed the equality margins in both time windows. The 
Wilcoxon signed-rank test demonstrated a significant increase in 
SWR rate ratio 30 min after injection of lacosamide (p = 0.039). 
After 4.5 h the effect of lacosamide was non-significant (Wilcoxon 
signed-rank test; p  =  0.11; power  =  85%). Diazepam, which 
was used as a positive control, reduced the SWR rate compared 
to the equivalent volume of saline in all rats by >50% with a 
median ratio of 0.46 and 0.70 for each time window (Figure 4). 
However, statistical significance could not be reached due to the 
small number of rats (n = 3 animals; Wilcoxon signed-rank test; 
p = 0.25; power = 46%).

DISCUSSION

We have shown that a single dose of levetiracetam and lacosa-
mide does not reduce the rate of SWRs—a representative of 
physiological HFOs. The ability to reliably differentiate between 
pathological and physiological HFOs represents a crucial step 
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toward the clinical utilization of pHFOs as biomarkers of the epi-
leptogenic zone (2, 7). Epileptic pHFOs display a spectral overlap 
with physiological HFOs such as SWRs or fast gamma activity. 
Fast ripples are considered to be exclusively of epileptic origin, 
but physiological activity with a frequency around ~600 Hz has 
been described in the neocortex. Matsumoto and colleagues 
described features, which discriminated task-related physi-
ological HFOs from pathological ones (26). Pathological HFOs 
were characterized by a higher spectral mean, longer duration, 
and lower mean frequency. Other studies tried to discriminate 
HFOs according to their spatial distribution, relationship with 
sleep phases (27), background activity (28), phase relationship 
with slow waves (29), or using cognitive tasks (30). However, 
the practical implementation of these criteria is challenging. 
Experimental treatment with levetiracetam or lacosamide 
has been shown to reduce the both ripples and fast ripples in 
the pilocarpine model of temporal lobe epilepsy, even though 
the effects were region specific (8, 9). In this in vivo study, we 
demonstrate that levetiracetam does not decrease the rate of hip-
pocampal SWRs. The confidence intervals were set to tolerate 
a 25% change in SWR rate after the treatment. Studies which 
explored the effect of levetiracetam and lacosamide on pHFOs 
showed that these drugs reduced the pathological ripple rate in 
hippocampal structures by an average of 57% for levetiracetam 
and by 43% for lacosamide (8, 9). Although we studied the 
effect of these AEDs only on specific subtype of physiological 
HFOs, these experimental results suggest that the procedure of 
pharmacological testing can be a plausible approach to facilitate 
discrimination between physiological and pathological HFOs. 
Both drugs are used very frequently and their withdrawal and 
subsequent introduction is a very common procedure in patients 
undergoing invasive explorations. As an alternative, the intro-
duction of AEDs could be replaced by an intravenous application 
of levetiracetam at the end of monitoring. HFOs that are not 
altered by AEDs can be considered to be physiological HFOs.

The absence of a major effect of the AEDs on the rate of SWRs 
and suppression of pHFOs can be explained by the currently 
known mechanisms of action of the drugs and cellular mecha-
nisms of HFOs (31, 32). SWRs are oscillations that reflect the 
activation of large neuronal ensembles in the hippocampal CA1 
region, particularly during sleep. On the cellular level, the oscil-
lation depends on the precise interaction between pyramidal cells 
and inhibitory interneurons. The fast inhibitory postsynaptic 
potentials on the membrane of principal neurons play a key role 
in the coordination of principal cell firing (11). Pyramidal cells 
fire heterogeneously during the SWR; some cells can fire during 
every successive event, while other cells can fire only occasionally 
(17, 33). The sequence of neuronal activity during SWRs replays 
the sequence of neuronal activation during behavioral tasks, and 
it is considered to represent a mechanism of memory reactivation 
and long-term memory formation (12, 34). The cellular dynam-
ics of pHFOs in both ripple and fast ripple bands differs and is 
more uniform (31, 32). During each pHFO, a large population 
of cells generates a burst of high-frequency action potentials 
superimposed on a large depolarizing envelope (35–37). While 
high-frequency spiking depends mainly on fast sodium channel 
kinetics, the depolarizing envelope is associated with an increase 

in intracellular calcium via the opening of voltage-gated calcium 
channels or activation of non-NMDA and NMDA receptors. 
Lacosamide modifies voltage-gated sodium channel kinetics 
required for fast action potential firing, and it affects only neurons 
which are active or depolarized for prolonged periods of time 
and thus spares physiological functions (38). Therefore, patho-
logical pHFOs are more susceptible to its effects than SWRs. The 
levetiracetam binds to SV2A, which is involved in trafficking 
and fusion of synaptic vesicles (39). It seems that levetiracetam 
reduces the vesicle release that is important for synaptic 
neurotransmission (40). It also partially blocks N-type calcium 
channels (41). However, the exact mechanisms of its actions are 
not well known, but we can assume that levetiracetam is capable 
of interfering with cellular processes involved in intense neuronal 
firing and pHFOs.

The absence of the effect of levetiracetam and lacosamide 
on the mechanisms of SWRs, in general, can also be deduced 
indirectly from the lack of their negative effect on cognitive func-
tions including memory. It is well established that any drug or 
procedure, which has the capacity to interfere with the cellular 
mechanisms underlying the genesis of SWRs, also has the capac-
ity to induce a memory deficit (42, 43). Levetiracetam is currently 
the drug of first choice, and lacosamide has also shown its thera-
peutic benefits as add-on therapy early after its introduction into 
epilepsy therapy. Both drugs are well tolerated by patients and 
demonstrate low adverse effects and an absence of a significant 
impact on cognition and memory (44–47). From electrophysi-
ological perspective, these observations are supported by our 
experimental study, which demonstrates the absence of any sup-
pressive effect of these drugs on the SWR generation. Moreover, 
lacosamide was shown to increase the speed of complex visual 
information processing (48), which may be in agreement with the 
transiently increased SWR rate observed in this study.

A possible limitation of this study is the single-dose scheme 
of drug administration. We might have missed the time period 
of SWR suppression by the drug. However, based on the known 
pharmacokinetics and mechanism of action of these drugs this 
seems unlikely (15, 16, 38, 49). Another possibility is that the drug 
was cleared from the body before its concentration in the brain 
could have reached sufficient intrathecal levels to influence the 
SWR rate. However, we used the same dose that was administered 
daily in studies exploring the effect of lacosamide and leveti-
racetam on pHFOs (8, 9) and pharmacokinetic studies showed 
that these drugs reach maximal brain concentration within 2 h 
after application (15, 16). Another weakness of the study is the 
single-dose application. We cannot exclude that prolonged or 
chronic application of these drugs may induce long-term changes, 
which would affect the properties of SWRs.

In conclusion, we have shown that levetiracetam does not 
change the rate of SWRs and lacosamide transiently increases 
it. Hence, these drugs can be considered for pharmacological 
testing to distinguish physiological versus pHFOs. Levetiracetam 
or lacosamide could be introduced toward the end of invasive 
exploration, and the response of HFOs to the drug introduction 
could be used to determine whether the HFOs are pathological 
or physiological. Moreover, our results are congruent with studies 
showing no negative effect of these drugs on cognition.
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5 Loss of neuronal network resilience pre-
cedes seizures and determines the icto-
genic nature of interictal synaptic per-
turbations

5.1 The contributions toward the progress of the field

Seizure initiation is a sudden and dramatic change in brain function. However, the transition to
seizure is rather a slow process that happens over time. During that process, the brain becomes
less and less stable as it gets closer to having a seizure and displays features of critical slowing.
Scientists have also found that interictal epileptiform discharges (IEDs) can either help prevent
a seizure or make it more likely to happen. IEDs can act pro-ictally or anti-ictally, depending
on what is happening in the brain at the time of the IED occurrence. By combining in silico,
in vitro, and in vivo approaches and analysis of human intracranial recordings, the authors
demonstrated that the transition to seizure occurs through the loss of dynamic stability and
resilience.

In vitro study The authors used hippocampal slice preparations to model acute ictogene-
sis. Seizures were induced by perfusing the slices with artificial cerebrospinal fluid with an
elevated concentration of potassium. Brief electrical stimulations were used to mimic IED ac-
tivity. The authors measured the electrical activity in the brain slices exhibiting spontaneous
recurrent seizure-like events. To examine the nature of the transition to seizure, several mea-
sures indicative of a progressive loss of resilience and an approaching transition to a different
dynamic regime were applied to interictal HFOs. These measures included variance, frequency,
autocorrelation, and spatial correlation. In complex dynamics theory, they are called early warn-
ing signals. The results demonstrated that the transition to seizure happens via critical slowing
accompanied by the loss of dynamic resilience.
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Repeated stimulations were used to actively perturb the hippocampal slices to determine
the dynamical state and resilience and evaluate the state-dependent impact of IEDs on seizure
genesis. Hippocampal slices without IEDs generated seizure-like events more often than the
slices generating IEDs, suggesting anti-ictal effect. IEDs could also act pro-ictally as they were
able to initiate the seizure featuring a hypersynchronous seizure onset pattern. To validate the
hypothesis about the state-dependent effect of IEDs, we delivered single pulse stimulation of
predetermined intensity either closely after the seizure-like activity or, in other cases, closely
before the expected onset of the seizure. Surprisingly, even low intensities of stimulation were
able to trigger the seizure when delivered before the expected seizure, but even the strongest
stimuli were unable to trigger the seizure when delivered closely after the seizure. Furthermore,
a pulse train delivered after the seizure had the capacity to prolong the time to the next seizure.
These experiments confirmed the state-dependent effect of IEDs on ictogenesis when the pro-
ictal or anti-ital effect is determined by the level of resilience at the time of the IED occurrence.

In silico study The experimental observations and theories were explored in a mathematical
model of a dynamical system that replicated seizure dynamics and predicted the specific paths
to reach the seizure onset. The seizure onset is a sudden drastic change in brain activity that can
be understood as a bifurcation in a dynamical system. Different types of seizures might arise
from different types of bifurcations. The specific bifurcation involved can reveal information
about the cellular and network mechanisms responsible for seizure initiation. Without these
mathematical models, we wouldn’t be able to provide an explanation of how the subtle, nearly
unnoticeable gradual changes in underlying slow processes could make the brain fragile and
prone to seizures. The authors developed a mathematical model that used ordinary differential
equations to represent the interaction between slow and fast variables, with the slow variable
representing changes in population excitability and the fast variable representing the population
firing rate. The mathematical model was repeatedly simulated with specific settings to study
the effect of perturbations on the transition to seizure. The perturbations were modeled as
brief increases in the population firing rate with various densities and amplitude to study their
effect. The simulations revealed complex nonlinear effects of perturbations on the transition to
seizure. The effects ranged from complete suppression of seizures to a substantial increase in
seizure frequency. These effects were dependent on amplitude, frequency, and the timing of the
perturbations with respect to the dynamical state of the system.

In vivo experimental study The authors analyzed long-term recordings in the tetanus toxin
model of temporal lobe epilepsy and found that the period between seizure clusters is character-
ized by a loss of stability with the approaching cluster. The loss of stability was associated with
increased duration, incidence, line length, and enhanced propagation of brief spike-oscillatory
events called ’epileptic bursts’. The presence of several early warning signals in the analysis of
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’epileptic bursts’ supported the hypothesis of critical slowing. However, in other features also
indicative of critical slowing such as autocorrelation and variance, no changes were found.

Human retrospective clinical study The authors aimed to find evidence of critical slowing
ahead of seizure in long-term intracranial electrographic recordings from chronically implanted
epileptic patients. The results were mixed as out of twelve patients, only two supported the hy-
pothesis while four patients showed completely opposite outcomes. The authors also searched
for evidence of the pro-ictal effect of IEDs by template-matching IEDs that preceded a high-
amplitude discharge that was considered the beginning of the seizure. The evidence for IED
triggering a seizure in the high susceptible time period before the seizure was found in four
patients.

Although the evidence of critical slowing varied across the studied domains, the critical
slowing and the state-dependent effect of perturbations are plausible mechanisms that shape the
dynamics of the transition to seizure. Critical slowing does not have to be the only dynamic
pathway leading to seizure. Merging complex information about dynamical processes at mul-
tiple spatial and temporal scales can bring us closer to understanding the principles of seizure
initiation, and possibly to a unified theory of ictogenesis to explain the existence of the various
seizure classes (dynamotypes) and transitions to seizure.

5.2 The author’s contributions

The author mastered the technique of preparation and measurement of electrical activity in

vitro from rat and mouse brain slices. The author was responsible for the in vitro part of the
study, particularly, the experiments focused on testing the effect of a single pulse and repetitive
stimulation on an ongoing spontaneous seizure-like activity and the analysis of HFA and slow
wave LFP fluctuations. The author was responsible for establishing the experimental method,
the design, conducting, running, and analyzing such experiments. The author was also involved
in the design and implementation of in silico models. The author contributed to manuscript
preparation and covered part of the literature review about the relationship between seizures
and spikes from a dynamic perspective. The author presented the work at several local and
international conferences.
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5.3 Compliance with the thesis objectives

In the context of the thesis, the part of the study that holds significant results for studying
HFOs is the in vitro slice experiments. The interictal measurements, where the analysis of
high-frequency activity (HFA, 100-300 Hz) was conducted, are particularly important for un-
derstanding the complex nature of HFOs. The HFA activity showed properties that are similar
to HFOs, such as their high frequency and time-frequency representation. Periods between
seizures were characterized by the presence of HFA with a frequency of 190 Hz. The progres-
sive increase in high-frequency power with approaching seizure further supports the notion that
HFOs may be involved in seizure initiation and propagation. HFOs represent a form of neu-
ronal network synchronization, wherein groups of neurons fire in a highly coordinated manner.
The presence of HFOs during interictal periods could be attributed to increased synchroniza-
tion among neurons in the hippocampus and the interactions between excitatory and inhibitory
neurons. Further experiments could be designed to investigate the role of specific synaptic
mechanisms in the generation and propagation of these oscillations.
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Epilepsy is the most common chronic neurological disorder, 
affecting approximately 0.5% of the population in developed 
countries. It is characterized by the enduring propensity of the 

affected area of brain to generate spontaneous and repeated seizures1. 
A seizure is a marked shift in brain dynamics that occurs when a large 
neuronal population becomes excessively active and synchronized2. 
The seizure state is naturally inherent to the brain3. However, the 
dynamical route to seizure initiation varies, and several possible path-
ways have been proposed3,4. In a normal brain, an acute symptomatic 
seizure can emerge under extreme stochastic circumstances, such as 
systemic intoxication, metabolic disturbances, or in association with 
a documented brain insult5. By contrast, seizures in epilepsy recur 
spontaneously and are unprovoked. Their seemingly unpredictable 
and random occurrence is the major debilitating factor. The actual 
mechanisms and dynamical principles responsible for seizure emer-
gence in the epileptic brain remain enigmatic. Theoretical and model-
ing studies have proposed several dynamical pathways governing the 
transition to seizure6,7. Experimental verification and identification of 
the neurobiological mechanisms governing their dynamics is a crucial 
prerequisite for our understanding of epilepsy and seizure genesis.

During interictal periods (that is, between seizures), the pres-
ence of pathologically interconnected neurons manifests as brief 

and transient episodes of synchronous activity known as interictal 
epileptiform dicharges (IEDs)8. The role of IEDs in the transition 
to seizure is still a matter of intense debate, and available theories 
appear to be mutually exclusive9. Studies have demonstrated that 
IEDs can be either seizure preventing10,11 or seizure facilitating12,13. 
Such dichotomy is currently explained by the existence of distinct 
cellular, synaptic, and network mechanisms that underlie the gen-
esis of different forms of IEDs9.

We sought to address these crucial and unresolved aspects of sei-
zure genesis. First, how do seizures emerge from neural networks 
and what dynamical trajectories do they follow? Second, what is the 
role of IEDs in seizure genesis? We found that the transition to sei-
zure was associated with a progressive loss of neural network stability 
and a slow, but inevitable, shift toward the seizure7,14,15. This process 
displayed features of critical slowing15, a dynamic phenomenon that 
has gained increasing attention across various research fields, as it is 
able to capture the essence of the dynamics of a wide range of natural 
systems characterized by alternations between dynamical regimes 
(ranging from cell signaling to ecosystems and climate)16. Notably, 
elucidation of the governing dynamical principles of the transition 
to seizure can explain the observed dichotomy of the complex role 
of IEDs on seizure genesis and allows unification of antagonizing 

Loss of neuronal network resilience precedes 
seizures and determines the ictogenic nature of 
interictal synaptic perturbations
Wei-Chih Chang   1,11,13, Jan Kudlacek2,3,13, Jaroslav Hlinka   4, Jan Chvojka2,3, Michal Hadrava4,5, 
Vojtech Kumpost2, Andrew D. Powell1,12, Radek Janca   3,6,7, Matias I. Maturana8, Philippa J. Karoly8,9, 
Dean R. Freestone8, Mark J. Cook   8, Milan Palus   4, Jakub Otahal2, John G. R. Jefferys   1,10,14* and 
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The mechanism of seizure emergence and the role of brief interictal epileptiform discharges (IEDs) in seizure generation are 
two of the most important unresolved issues in modern epilepsy research. We found that the transition to seizure is not a sud-
den phenomenon, but is instead a slow process that is characterized by the progressive loss of neuronal network resilience. 
From a dynamical perspective, the slow transition is governed by the principles of critical slowing, a robust natural phenomenon 
that is observable in systems characterized by transitions between dynamical regimes. In epilepsy, this process is modulated 
by synchronous synaptic input from IEDs. IEDs are external perturbations that produce phasic changes in the slow transition 
process and exert opposing effects on the dynamics of a seizure-generating network, causing either anti-seizure or pro-seizure 
effects. We found that the multifaceted nature of IEDs is defined by the dynamical state of the network at the moment of the 
discharge occurrence.
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theories and observations. On the basis of our results, we propose a 
new theory explaining the multifaceted nature of IED.

Results
Seizures and interictal activity in the isolated CA1 and intact hip-
pocampal slices. We analyzed 67 intact hippocampal slices and 73 
isolated CA1 slices. Perfusion of isolated CA1 slices, with the CA3 
region resected, with artificial cerebral spinal fluid (ACSF) contain-
ing 8–10 mM potassium resulted in spontaneous and recurrent 
electrographic seizures (Fig. 1a,b). The average duration of the sei-
zures was 14.3 ±​ 0.8 s (n =​ 114/17 seizures/slices) and the periods 
between seizures (that is, the interictal periods) lasted for 50.3 ±​ 2.4 
s (n =​ 114/17 interictal periods/slices). Interictal periods were char-
acterized by the presence of high-frequency activity (HFA), with 
an average peak frequency of 191.2 ±​ 6.5 Hz (n =​ 17 slices) and an 
amplitude of 82.6 ±​ 4.8 µ​V with superimposed multiunit activity 
(Fig. 1c–e). HFA occurred early after the perfusion of the slice with 
high potassium and preceded the development of seizures.

Similar electrographic activity was observed in intact hippocam-
pal slices with preserved CA3-CA1 connectivity (Fig. 1f–j). In this 
slice preparation, seizure duration was 44.4 ±​ 1.3 s (n =​ 83/15 sei-
zures/slices) and the periods between seizures lasted for 69.8 ±​ 2.1 s  

(n =​ 83/15 interictal periods/slices; Fig. 1f). Seizures were char-
acterized by an initial tonic phase followed by clonic discharges 
(Fig. 1g). Between seizures, the CA1 generated HFA, which had a 
frequency of 176.9 ±​ 5.8 Hz and an amplitude of 167.8 ±​ 40.7 µ​V 
(n =​ 15 slices; Fig. 1h–j).

In isolated CA1, the analysis of current source density profiles 
has suggested that individual HFA cycles are a result of action 
potential firing of neurons (Supplementary Fig. 1a–d). Tetrode 
recordings, phase analysis of cellular firing, and estimation of the 
strength of firing modulation using z score revealed that the negative 
phase of the HFA cycle was accompanied by significant increases 
in the probability of all pyramidal cell firing (n =​ 47/4 cells/slices, 
Kolmogorov–Smirnov test, P <​ 0.05; Fig. 2a,c). The activity of inter-
neurons was not uniform during the HFA cycle, and the phase rela-
tionship of individual interneurons with the HFA cycle displayed 
increased phase firing variability (n =​ 9/4 cells/slices, Kolmogorov–
Smirnov test, P <​ 0.05; Fig. 2b,c). Spatially, the HFA was present 
across the entire CA1 region (n =​ 50 slices; Supplementary Fig. 2b). 
Application of NMDA (AP5 25 µ​M, n =​ 9 slices) or non-NMDA 
(NBQX, 20 µ​M, n =​ 10 slices) antagonists did not block the HFA. 
In intact hippocampus, the HFA had a morphology, spatial prop-
erties (Supplementary Fig. 1e–h), and pharmacological profile that 
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Fig. 1 | Seizures and interictal activity in the high-potassium model. a, In the isolated CA1, perfusion of ACSF with a potassium concentration of 8–10 mM 
led to the development of spontaneous and repeated seizure-like episodes (n =​ 114/17 seizures/slices). b,c, Periods between seizures were characterized 
by the presence of HFA ~190 Hz with superimposed unit activity. These electrographic phenomena were accompanied by decreasing DC shift (n =​ 27/9 
interictal periods/slices). d, Time-frequency map showing the progressive increase in power in a high-frequency band with approaching seizure (n =​ 114/17 
seizures/slices). e, Detail of interictal HFA. f, In intact hippocampal slices, seizures were also generated in the CA1 region (n =​ 83/15 seizures/slices).  
g–i, Interictal periods in the intact hippocampus were characterized by an increase in the amplitude and power of HFA (n =​ 83/15 interictal periods/slices), 
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was similar to that of HFA observed in isolated CA1 preparations. 
The action potential firing of all principal cells displayed a signifi-
cant increase during the trough of the HFA cycle (n =​ 72/13 cells/
slices, Kolmogorov–Smirnov test, P <​ 0.05; Fig. 2d,f). However, 
we observed a greater trough-coupled action potential firing in a 
subpopulation of interneurons (n =​ 35/13 cells/slices, Kolmogorov–
Smirnov test, P <​ 0.05; Fig. 2e,f) than in the interneuronal profiles 
recorded in isolated CA1 preparations.

These data, supported by previous findings17,18, suggest that HFA 
represents low-amplitude population spikes that result from the co-
firing of a small number of pyramidal cells with a moderate inter-
neuronal contribution.

Interictal HFA dynamics display features of early warning sig-
nals. The observed HFA did not remain uniform in its properties; 
it displayed dynamic changes as the seizure approached (Fig. 1c,h). 
To examine these changes, we applied several measures, which are 
indicative of a progressive loss of resilience and an approaching 
transition to a different dynamic regime16. These measures included 
variance, frequency, autocorrelation, and spatial correlation; in 
complex dynamics theory, they are called early warning signals. In 
isolated CA1 preparations, the spatiotemporal profile of HFA was 
characterized by a progressive increase in signal variance (n =​ 76/17 

interictal periods/slices, one-way ANOVA, F(1,7500) =​ 154, P =​ 0.000; 
Fig. 3a). The temporal evolution of the frequency profile of HFA 
was characterized by the progressive slowing of the first moment of 
power spectra in the 100–500-Hz band (n =​ 76/17 interictal peri-
ods/slices, one-way ANOVA, F(1,7500) =​ 336, P =​ 0.000; Fig. 3b) and 
an increase in autocorrelation (n =​ 76/17 interictal periods/slices, 
one-way ANOVA, F(1,7500) =​ 1,821, P =​ 0.000; Fig. 3c). On the spatial 
scale, cross-correlation analysis demonstrated the gradual spatial 
expansion of HFA with the approaching seizure (n =​ 8/2 interictal 
periods/slices, one-way ANOVA, F(1,700) =​ 206, P =​ 0.000; Fig. 3d). At 
the cellular level, we observed an overall increase in neuronal firing 
(isolated CA1: n =​ 56/4 cells/slices, one-way ANOVA, F(1,3900) =​ 51, 
P =​ 0.000; Fig. 3e), which combined the increase, decrease, or no 
change in firing of individual neurons. In intact hippocampal 
slices, the spatiotemporal profile of variance (n =​ 57/15 interic-
tal periods/slices, one-way ANOVA, F(1,5600) =​ 307, P =​ 0.000), first 
moment (n =​ 57/15 interictal periods/slices, one-way ANOVA, 
F(1,5600) =​ 1,830, P =​ 0.000), autocorrelation (n =​ 57/15 interictal 
periods/slices, one-way ANOVA, F(1,5600) =​ 1,726, P =​ 0.000), spatial 
correlation (n =​ 40/11 interictal periods/slices, one-way ANOVA, 
F(1,3900) =​ 127, P =​ 0.000), and neuronal activity (n =​ 107/13 cells/
slices, one-way ANOVA, F(1,4100) =​ 9, P =​ 0.012) displayed a simi-
lar dynamical evolution as the seizure approached (Fig. 3a–e). In 
both slice preparations, the changes in early warning signals were 
accompanied by a negative DC shift (n =​ 24/8 interictal periods/
slices, one-way ANOVA, F(1,2399) =​ 35, P =​ 0.000 for intact hippo-
campal slice; n =​ 27/9 interictal periods/slices, one-way ANOVA, 
F(1,2699) =​ 13, P =​ 0.000 for isolated CA1; Fig. 3f). Apart from the early 
warning signals, the loss of a system’s stability is characterized by 
increased sensitivity to perturbations and a delayed recovery from 
them. The dynamical stability can be evaluated by actively deliv-
ering the perturbation19,20. In isolated CA1 sections, we examined 
the stability from the response of the system to stimulation of the 
Schaffer collaterals. The response was quantified using line length 
of the signal, which combines both measures, that is, changes in 
duration and amplitude respectively (Supplementary Fig. 3). With 
the approaching seizure, the response to perturbation of constant 
intensity progressively increased (n =​ 24/8 interictal periods/slices, 
one-way ANOVA, F(1,2399) =​ 2, P =​ 0.000; Fig. 3g).

The presence of early warning signals of an impending critical 
transition derived from the properties of HFA, suggest that, with an 
upcoming seizure, the CA1 becomes less resilient and progressively 
approaches the critical point (critical bifurcation) beyond which the 
dynamics in the CA1 enter the seizure regime. In intact hippocam-
pal slices, however, this process of critical transition was substan-
tially modified by the synchronous synaptic input incoming from 
the IEDs originating in the CA3 region.

The impact of CA3 synaptic input on the critical transition to sei-
zure. In an intact hippocampal slice, CA3 (predominantly the CA3b 
region) generated spontaneous and repeated IEDs with a duration 
of 68.9 ±​ 2.6 ms and an amplitude of 1.7 ±​ 0.2 mV (n =​ 17 slices;  
Fig. 4a,b). IEDs occurred approximately periodically with a mean 
frequency of 1.2 ±​ 0.1 Hz, and they were dependent on intact glu-
tamatergic transmission (n =​ 12 slices). Spatially, they propagated 
to the entire CA1 with an average propagation time of 6.4 ±​ 0.5 ms 
(n =​ 12 slices). In the CA1, propagated IEDs represented a popu-
lation of excitatory postsynaptic potentials with an amplitude of 
0.4 ±​ 0.1 mV (n =​ 17 slices; Supplementary Fig. 4). In the CA1, IEDs 
interfered in a phasic manner with the pre-seizure dynamics of 
HFA and the process of critical transition. During each discharge, 
the probability of HFA occurrence transiently increased, and HFA 
amplitude increased to 224.5 ±​ 53.2 µ​V (n =​ 17 slices; Fig. 4a–c). The 
discharge was then followed by the suppression or absence of HFA 
and neuronal firing for >​300 ms (Fig. 4a,c). Following this, HFA 
and neuronal activity progressively increased until the next IED. 
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In summary, the presence of discharges induced phasic changes in 
HFA, which were superimposed on the slow changes in the proper-
ties of HFA described above. This phasic profile of HFA was main-
tained for the entire interictal period (n =​ 17 slices; Fig. 4d).

To explore the IED capacity to delay the onset of seizures, we 
examined the duration of periods between seizures in individual 
preparations. In the isolated CA1, the duration of the interictal 
period was 50.3 ±​ 2.4 s (n =​ 114/17 interictal periods/slice), whereas 
the period between seizures lasted 69.8 ±​ 2.1 s in intact slices 
(n =​ 83/15 interictal periods/slice, two-sided Mann–Whitney–
Wilcoxon U test, U =​ 1577, P =​ 0.000; Fig. 4e). Pharmacological 
blockade of IEDs in intact slices with NBQX and AP5 led to a short-
ening of the interictal period from 53.6 ±​ 2.1 (n =​ 27/5 interictal 
periods/slices) to 41.4 ±​ 2.3 s (42/5 interictal periods/slices, two-
sided Mann–Whitney–Wilcoxon U test, U =​ 188, P =​ 0.000; Fig. 4f).

The discharges also influenced seizure onset and its pattern. 
In isolated CA1 slices, the seizure onset was characterized by the 
spontaneous emergence of low-amplitude rhythmic activity from a 
single-recording channel, which gradually increased in amplitude 
and progressively spread across the CA1 with an average time delay 
of 639.3 ±​ 63.2 ms between adjacent electrodes (n =​ 86/7 seizures/
slices; Fig. 4g,i). In intact slices, synchronous excitatory synaptic 
input from CA3 was able to trigger a seizure and change its onset 
pattern to a high-amplitude heralding discharge that occurred syn-
chronously across the entire or large parts of the CA1 with an aver-
age delay of 10.4 ±​ 2.1 ms (n =​ 49/9 seizures/slices; Fig. 4h,i).

Our data suggest that the CA3 input perturbs the slow process of 
the transition to seizure in the CA1 region and that the response to 
this perturbation is determined by the dynamical state of the CA1 
area. During the interictal period, the transient phasic suppression 
of HFA after IED may have a stabilizing (anti-seizure) effect and the 
capacity to delay the seizure onset. However, when the CA1 dynam-
ics are close to seizure initiation (critical bifurcation), the transient 

fast increase in excitation or neuronal firing resulting from the 
incoming IED may have a destabilizing (pro-seizure) effect that is 
capable of prematurely shifting the CA1 dynamics into the seizure 
and rapidly synchronizing seizure initiation over large spatial scales.

Modeling of cyclic dynamical shifts and the impact of interictal 
perturbations. To evaluate in detail the effect of CA3 synaptic per-
turbations on CA1 dynamics, we implemented a model of the slow-
fast process14,21 that simulates the cyclic dynamical shifts to seizure 
that are characteristic of in vitro models of seizures. In this model, 
the excitability represents the slowly changing variable, whereas the 
population-firing rate represents the fast variable. For small values 
of excitability, the system has a single dynamic equilibrium (stable 
fixed point) corresponding to a low-firing state between seizures 
(Supplementary Fig. 5a). For high excitability values, the system has 
a single equilibrium at a high-firing state, that is, seizure. For inter-
mediate excitability values, the system is characterized by the exis-
tence of two stable states and the curve describing the response of 
the system to external perturbations has the feature of a fold catas-
trophe separated by an unstable equilibrium (unstable fixed points; 
Supplementary Fig. 5a). This system has two catastrophic fold bifur-
cations (F1, F2), when an infinitesimally small change in a control 
parameter induces large changes in the system dynamics by shifting 
it to the contrasting dynamical regime (for F1 interictal→​seizure 
and for F2 seizure→​interictal). If the slow-fast process is driven by 
dynamical changes in excitability, its dynamics have the character 
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Fig. 3 | Interictal changes in HFA properties display features of early 
warning signals of the critical transition to seizure. a, In both slice 
preparations, seizures were preceded by a significant increase in HFA 
amplitude variance (isolated CA1: n =​ 76/17 interictal periods/slices, one-
way ANOVA, F(1,7500) =​ 154, P =​ 0.000; intact hippocampus (hipp.): n =​ 57/15 
interictal periods/slices, one-way ANOVA, F(1,5600) =​ 307, P =​ 0.000) . 
The duration of interictal periods was normalized from 0 to 1. b, Seizures 
were preceded by frequency slowing, which manifested as a progressive 
decrease of the first moment of power spectra (isolated CA1: n =​ 76/17 
interictal periods/slices, one-way ANOVA, F(1,7500) =​ 336, P =​ 0.000; 
intact hippocampus: n =​ 57/15 interictal periods/slices, one-way ANOVA, 
F(1,5600) =​ 1,830, P =​ 0.000). c,d, Both autocorrelation (c; lag =​ 5 ms; isolated 
CA1: n =​ 76/17 interictal periods/slices, one-way ANOVA, F(1,7500) =​ 1,821, 
P =​ 0.000; intact hippocampus: n =​ 57/15 interictal periods/slices, one-way 
ANOVA, F(1,5600) =​ 1,726, P =​ 0.000) and spatial correlation (d; isolated 
CA1: n =​ 8/2 interictal periods/slices, one-way ANOVA, F(1,700) =​ 206, 
P =​ 0.000; intact hippocampus: n =​ 40/11 interictal periods/slices, one-
way ANOVA, F(1,3900) =​ 127, P =​ 0.000) increase in advance of seizures. 
e, At the single-cell level, the seizures were predominantly preceded by 
an increase in cell firing (isolated CA1: n =​ 56/4 cells/slices, one-way 
ANOVA, F(1,3900) =​ 51, P =​ 0.000; intact hippocampus: n =​ 107/13 cells/slices, 
one-way ANOVA, F(1,4100) =​ 9, P =​ 0.012). f, In both preparations, the early 
warning signals were accompanied by a negative DC shift (isolated CA1: 
n =​ 27/9 interictal periods/slices, one-way ANOVA, F(1,2699) =​ 13, P =​ 0.000; 
intact hippocampus: n =​ 24/8 interictal periods/slices, one-way ANOVA, 
F(1,2399) =​ 35, P =​ 0.000). g, In the isolated CA1, seizures were preceded by 
progressively increasing the amplitude and duration of the response evoked 
by stimulations of Schaffer’s collaterals (n =​ 24/8 interictal periods/slices, 
one-way ANOVA, F(1,2399) =​ 2, P =​ 0.000). The responses were quantified 
using line-length measurement. Lines and shaded lines represent mean and 
s.e.m., respectively.

Nature Neuroscience | VOL 21 | DECEMBER 2018 | 1742–1752 | www.nature.com/natureneuroscience 1745
46



Articles NaTurE NEuroscIEncE

of a limit cycle (Supplementary Fig. 5b), periodically switching 
between seizure and interictal state (Supplementary Fig. 5b,c and 
Supplementary Video 1), mimicking the dynamics observed in iso-
lated CA1 slices. In such a scenario, the system will always slowly, 
but inevitably, shift toward seizure.

In a dynamically changing system, we explored the effect of IEDs 
on the transition to seizure. The perturbations were represented as 
approximately periodic transient increases in the population firing 
rate. Perturbation, which did not increase the firing rate beyond the 
unstable fixed point, shifted the system to the left, to a more stable 
state with lower excitability, before recovering from the perturba-
tion (Fig. 5a,c,e and Supplementary Video 2). It mimics the ‘refrac-
tory period’ observed after each IED. As a result, the IED increases 
the distance from the catastrophic bifurcation and slows down the 
transition to seizure. If the perturbation is capable of crossing the 
unstable point, then the dynamics of the system shift to a seizure and 
the perturbation has a destabilizing pro-seizure effect (Fig. 5a–d).  
However, these effects are dependent on the timing of the pertur-
bation. If the system dynamics are approaching the catastrophic 
bifurcation to seizure, then even weak interictal perturbations are 
capable of shifting the system dynamics prematurely into a seizure 
(Fig. 5a,b and Supplementary Video 2). Large-amplitude perturba-
tions have a stronger seizure-inducing capacity, and they can initiate 
seizures far in advance of the catastrophic bifurcation (Fig. 5c,d and 
Supplementary Video 3). We performed multiple iterations in which 
we systematically varied the most important model parameters, that 
is, the amplitude of the perturbation and its occurrence probabil-
ity. The simulations revealed complex nonlinear effects of IEDs on 
the transition to seizure, which emerged directly from interactions  

between the perturbation amplitude, frequency, and the timing 
of the discharge occurrence with respect to the dynamical state 
of the system (Fig. 5g). The seizure-delaying effect increased with 
the increased number of perturbations and with the amplitude of 
perturbation and could result in the complete abolition of seizures  
(Fig. 5e–g and Supplementary Video 4). However, sparse large-
amplitude perturbations had the capacity to substantially increase 
the seizure frequency (Fig. 5c,d,g).

The model of the slow-fast process is able to capture the basic 
complexity of the transition between interictal state and seizure. 
However, it neglects the faster dynamics of local field potentials, 
that is, seizure discharges. To determine whether the inclusion of 
local field potential dynamics is essential for explaining the multi-
faceted nature of interictal perturbation, we ran the simulations with 
a more biologically realistic model, the Epileptor (Supplementary 
Fig. 6)3. In the modified version of the Epileptor, we were able to 
replicate all of the state-dependent effects of interictal perturbation 
on ictogenesis, ranging from an increased probability of transition 
to seizure prevention.

State-dependent effect of interictal perturbations. To explore 
theoretical predictions derived from the numerical simulations, we 
performed a set of experiments in which interictal perturbations 
were mimicked using stimulation of Schaffer collaterals in isolated 
CA1 preparations. First, the CA1 network was perturbed with regu-
larly delivered stimuli with a frequency of 1 Hz. The stimulation was 
initiated after the end of the seizure (Fig. 6a). The duration of the 
interictal period with stimulation was compared with the nearest 
control interictal period. We found that the early onset stimulation 

CA3 1 mV

400 µV 500 µV

200 µV

40 ms

40 ms

CA1

CA3

1.4

a

e f g h i

b c d

HFA occurrence
probability

HFA occurrence
probability

Next
seizure

10 2.0
1.8
1.6
1.4
1.2
1.0

0.6
0.8

0.4
0.2
0

9
8
7
6
5
4
3
2
1Previous

seizure

S
eg

m
en

t

0.7

P
ro

ba
bi

lit
y 

(%
)

P
ro

ba
bi

lit
y 

(%
)

0
0

Phase (rad)

Seizure onset pattern

Intact hipp.

500 ms

lo
g(

m
V

2 )

–3

–6

CA1

(Hz)

Interictal
period

Interictal
period

Seizure onset pattern

Isolated CA1

5 mV
1 s

180 100 2 mV
100

50

0
10–1 100 101

Latency (ms)

102 103 104

1 s

C
A

1

C
um

ul
at

iv
e

fr
eq

ue
nc

y 
(%

)

c

a

CA3

C
A

1

90
80
70
60
50
40
30
20
10

0

*** ***
160
140
120
100

80
60

D
ur

at
io

n 
(s

)

D
ur

at
io

n 
(s

)

40
20

0
Isol.
CA1

Post-Intact
hipp.

Pre-
NBOX+APV

500

250

0
π 2π 0

Phase (rad)

Seizure spread latency

Intact
hipp.

Isolated
CA1

π 2π

Fig. 4 | The effect of IEDs on the transition to seizure. a, IEDs interfere with the slow process of transition to seizure and HFA. The raw data and 
corresponding time-frequency plot revealed the suppression of HFA after each discharge. b, Details of IEDs generated in the CA3 and propagating to 
the CA1. c, The average phase histogram revealed that the probability of HFA occurrence substantially increased during the peak of the discharge. It was 
followed by transient HFA suppression and then gradually increased until the next IED (n =​ 15 slices). d, Post-discharge suppression of HFA persisted 
throughout the course of entire period between seizures. e, Periods between seizures in intact hippocampi (n =​ 83/15 interictal periods/slice) had longer 
duration than in isolated (isol.) CA1 preparations, where the IEDs were absent (n =​ 114/17 interictal periods/slice; two-sided Mann–Whitney–Wilcoxon U 
test, U =​ 1,577, P =​ 0.000). f, Block of IEDs by NBQX and AP5 also shortened the interictal period (baseline recording: n =​ 27/5 interictal periods/slices; 
post-NBQX+​AP5: 42/5 interictal periods/slices, two-sided Mann–Whitney–Wilcoxon U test, U =​ 188, P =​ 0.000). g, IEDs modified the seizure initiation 
pattern. In isolated CA1 preparations, seizures were characterized by focal initiation and the slow spread of seizure activity to the rest of the CA1. h, In 
intact slices, seizures initiated instantaneously across either large areas or the entire CA1 as a result of incoming IEDs from the CA3. i, A cumulative 
histogram of the seizure spread velocity in the intact hippocampus and isolated CA1 slices revealed that the seizure spread is nearly two orders faster than 
in the intact slice. Line and error bars represent mean and s.e.m., respectively; ***P ≤​ 0.001.

Nature Neuroscience | VOL 21 | DECEMBER 2018 | 1742–1752 | www.nature.com/natureneuroscience1746
47



ArticlesNaTurE NEuroscIEncE

had the capacity to delay seizure onset by increasing the duration 
of the interictal period (n =​ 213/8 stimulations/slices, two-sided 
Mann-Whitney-Wilcoxon U test, U =​ 2180, P =​ 0.000; Fig. 6a–d). 
Prolongation of interictal period positively correlated with the 
duration of the stimulation (Fig. 6c,d). To evaluate the observation 
that the pro-seizure effect of IED occurs when the neural networks 
are unstable and close to the bifurcation point, we delivered single 
stimuli early after the previous seizure (before 25% of the time of the 
expected interictal period) and before the next seizure (after 75% of 
the time of the expected interictal period, n =​ 3 slices). Only 38% of 
stimulations with an intensity of 300 µ​A were able to induce seizure 
(n =​ 3/8 stimulations; Fig. 6e,g) if they were delivered during the 
early part of the interictal period. Simultaneously, all of the stim-
ulations delivered before the seizure were able to trigger seizures. 
Stimulation with the lowest intensity, 100 µ​A, triggered a seizure in 
36% of cases (n =​ 3/8 stimulations; Fig. 6f,g). Stimulation with an 
intensity of either 200 µ​A and 300 µ​A induced seizure in all cases 
(6/6 and 4/4 stimulations, respectively; Fig. 6g).

Loss of resilience in a chronic model of temporal lobe epilepsy. 
To ascertain whether the dynamical path characterized by the loss 
of resilience can be observed in vivo, we analyzed long-term record-
ings in the tetanus toxin model of temporal lobe epilepsy. In this 
model, we observed changes in network stability over longer time 
scales. In the tetanus toxin model, seizures tend to cluster in time22, 
separated by seizure-free periods lasting 2.7 ±​ 0.2 h (n =​ 6/6 inter-
cluster periods/animal). Between seizures and clusters is a specific 
type of pathological activity known as an epileptic burst22. Bursts 
are characterized by an initial high-amplitude discharge followed 
by a burst of rhythmic activity. They have an origin in the injected 
hippocampus and they are distinct from IEDs (Supplementary  
Fig. 7)22,23. The analysis of the properties of the burst (1,041.3 ±​ 149.2 
bursts per cluster) from the perspective of critical slowing suggested 
that the period between clusters is characterized by a loss of the sta-
bility with the approaching cluster. The temporal profile of burst 
duration (n =​ 6/6 intercluster periods/animals, one-way ANOVA, 
F(1,53) =​ 2.751, P =​ 0.012; Fig. 7a) and line length (n =​ 6/6 intercluster 
periods/animals, one-way ANOVA, F(1,53) =​ 3.347, P =​ 0.003; Fig. 7b)  
increased, which suggested that the brain displays a delayed recov-
ery from the perturbation. Recent results from a network model 
demonstrated that the approaching critical transition to seizure 
can manifest as an increasing rate of interictal activity19, which 
would correspond to the increased rate of epileptic bursts that we 
observed (n =​ 6/6 intercluster periods/animals, one-way ANOVA, 
F(1,59) =​ 3.105, P =​ 0.005; Fig. 7c). Spatial correlation of the bursts 
progressively increased (n =​ 6/6 intercluster periods/animals, one-
way ANOVA, F(1,53) =​ 7.792, P =​ 0.001; Fig. 7d) as a result of the 
enhanced propagation of bursts outside the right hippocampus 
to the left hippocampus and motor cortices of both hemispheres 
(Supplementary Fig. 7b–d). We did not observe significant changes 
in autocorrelation (n =​ 6/6 intercluster periods/animals, one-way 
ANOVA, F(1,53) =​ 0.57, P =​ 0.928; Fig. 7e), variance (n =​ 6/6 inter-
cluster periods/animals, one-way ANOVA, F(1,53) =​ 0.4, P =​ 0.814;  
Fig. 7f), or the first spectral moment of bursts (n =​ 6/6 intercluster 
periods/animals, one-way ANOVA, F(1,53) =​ 1.659, P =​ 0.128; Fig. 7g).

Loss of resilience and state-dependent effect of IEDs in humans. 
Next, we explored whether the transition to seizure via critical 
slowing can be observed in humans. We analyzed long-term intra-
cranial recordings obtained from patients implanted with seizure 
prediction devices (n =​ 12 patients)24. The average number of 
recorded seizures per patient was 157.5 ±​ 32.1 (n =​ 12 patients). In 
these recordings, we examined the temporal evolution of the lag-1 
autocorrelation coefficient 30 min before the seizure. In total, we 
analyzed 1,890 pre-ictal periods. In 4 of 12 patients, we observed a 
statistically significant increase in lag-1 autocorrelation before the 
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Fig. 5 | The complex effect of interictal perturbations on the transition to 
seizure. a, Approximately periodic perturbations interfered with the slow-
fast process, and frequent low-amplitude perturbations had an ambiguous 
effect on the transition to seizure. If the perturbation occurred at the 
moment when the system was far from the unstable fixed point (tipping 
point), it led to a transient increase in firing followed by a shift in the 
system’s dynamics back toward the more stable state (less excitable state). 
Such a perturbation has an anti-seizure property and prolongs the interictal 
period. In contrast, if the system was approaching the tipping point, then 
even small perturbations, which increase the excitability or firing rate, 
were able to shift the system over the unstable fixed point and prematurely 
initiate the seizure (arrow). b, The corresponding time series. c,d, Rare 
high-amplitude perturbations had the capacity to cross the unstable 
fixed (tipping) point (arrows) far in advance of catastrophic bifurcation F1 
and substantially increase the seizure rate. The pro-seizure effect of the 
perturbation outperformed the anti-seizure effect and was also dependent 
on the instantaneous dynamical state of the system. e,f, Frequent high-
amplitude perturbations were able to completely abolish the seizure by 
locking the system dynamics far from the tipping point and preventing the 
system from crossing the unstable region into seizure. g, The probability of 
occurrence and amplitude of perturbations were systematically varied. Our 
results demonstrate that all of the currently known effects on the transition 
to seizure—that is, no change, increase, decrease in seizure frequency, or 
the complete abolition of seizures—can be reliably replicated. Animations 
of the selected transitions can be found as Supplementary Videos 2– 4.
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onset of their habitual seizures, which were consistent within each 
patient (Fig. 8a). In 2 of 12 patients, we observed a simultaneous 
increase in signal variance (Supplementary Fig. 8). In 4 of 12 cases, 
the autocorrelation and variance significantly decreased (Fig. 8a). 
One patient demonstrated only a decrease in variance. In 3 of 12 
patients, the preictal changes were not significant. These results sug-
gest that, at least for specific populations of patients, critical slowing 
is evident in the lead up to seizures.

Next, we explored the plausibility of the state-dependent effect 
of IEDs by testing the hypothesis based on in vitro and numeri-
cal observations, that is, that the seizure-triggering spike (heralding 
spike) at the onset of seizure is an IED occurring during a highly 
unstable state of brain dynamics and capable of triggering a seizure. 

We compared heralding spikes to IEDs with respect to their mor-
phology and spatial distribution using a template-matching algo-
rithm. We identified 37 seizures initiating with a heralding spike 
in 13 patients. In four patients, we found a total of eight heralding 
spikes that displayed a >​98% morphological match to IEDs far in 
advance of the seizure, which did not have the capacity to trigger 
the seizure (Fig. 8b–f).

Discussion
Seizure initiation marks the onset of a sudden and dramatic change 
in brain function, which represents the bifurcation of a dynamical 
system3,6,7. The seizure can initiate through several bifurcation types, 
including Hopf, saddle-node, and fold bifurcations25,26. The nature 
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of a bifurcation can be inherent to specific seizure types (general-
ized tonic-clonic, absence, or focal seizures with distinct seizure 
onset patterns), as well as reflect the involvement of specific cellular 
and network mechanisms responsible for seizure initiation3,25,27. To 
understand seizures and the enduring predisposition of the brain to 
generate seizures, it is crucial to elucidate the dynamical pathways 
through which the brain reaches the bifurcation point. Results from 
computational modeling replicating seizure dynamics have pre-
dicted the existence of specific pathways to ictal bifurcation7,28. One 
of the key concepts assumes the existence of bistable or multistable 
brain dynamics7,26, where there is an initial separation between sei-
zure and interictal state, and random perturbations do not have the 
capacity to reach the critical threshold to induce seizure. However, 
the distance between these dynamical regimes may progressively 
decrease as a result of slow changes in critical unstable parameters 
and manifest as a loss in the brain’s resilience as the seizure approa
ches7,15,19,29. In medicine, catastrophic transition has been shown to 
drive seizure termination30, asthmatic attacks, cardiac arrhythmia, 
and the onset or termination of depression16,31.

In this study, we numerically, experimentally, and clinically 
inferred that the transition to focal seizure follows this dynamical 
route and that the slow process displays dynamical features of criti-
cal slowing that mark the progressive loss of neural network stabil-
ity16,21. Early warning signals derived from the properties of field 
potentials reflect the underlying discrete changes in the stability of 
neuronal networks and the increased susceptibility to a seizure18,32. 
Further evidence of decreasing resilience can be derived from the 
response to active probing20 or from the response to spontaneous 
perturbation19. The observed increasing probability of a pro-seizure 
effect of interictal synaptic perturbations with the approaching 
seizure, the progressively increasing sensitivity of the network to 
electric stimulation18, or increased rate of bursts can therefore be 
indicative of weakening brain resilience. The idea that the brain 
becomes fragile in a barely visible or invisible way because of very 
subtle changes in a slow underlying process is the most counter-
intuitive aspect of critical slowing16,29. Whenever a large transition 
occurs, the causative event is intuitively sought in close vicinity 
to the transition and may result in the formulation of false causal 
relationships29. Various cellular and network processes have been 
identified and postulated to have a crucial role in seizure genesis33. 
However, the majority of these processes may represent only sto-
chastic perturbations that initiate a seizure in a neural network 
whose dynamics are already approaching the catastrophic bifurca-
tion via critical slowing.

We found that insights into the dynamics of seizure emergence 
were a crucial prerequisite for clarifying the role of IEDs in sei-
zure genesis, an unresolved issue that has attracted the attention 
of generations of epileptologists9. Evidence from experimental 
and clinical studies has revealed that IEDs have both pro-seizure 
and anti-seizure effects10,12,13. Disconnection of seizure-generating 
networks from brain regions generating IEDs or pharmacological 
block of IEDs lead to increased seizure frequency10,34, whereas elec-
trical pacing mimicking IEDs can abolish seizures10,34. On the other 
hand, IEDs also have a well-documented capacity to induce sei-
zures12,13. Studies examining changes in IED properties before sei-
zures have found that IED frequency can both increase and decrease 
in advance of a seizure11,35. Finally, it has been claimed that IEDs 
have no relationship to ictogenesis at all35. Such complex behavior 
of IEDs is currently explained by the existence of different under-
lying cellular mechanisms36. The first type of discharges are repre-
sented by glutamatergic ones, which can display pro-seizure13 and 
anti-seizure effects10,34. In these types of discharges, the transient 
increase in excitation is usually curtailed by a subsequent suppres-
sion of the neuronal activity as a result of intrinsic neuronal mech-
anisms, inhibitory synaptic feedback, changes in the extracellular  
environment, etc.8,37,38. The second class of IEDs depend purely on 

GABAergic transmission39. They are accompanied by potassium 
transients and have been linked primarily with pro-seizure effects. 
IEDs in our study were of glutamatergic origin and, throughout the 
course of the period between seizures, were always followed by a 
transient suppression of neuronal and network activity. These syn-
aptic perturbations induced phasic changes, which interfered with 
the slow process of critical slowing, and the discharges possessed 
both pro-seizure and anti-seizure effects. Combining experimental 
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observations with modeling revealed that the complex effect of IEDs 
depends on when they occur, how often they occur, and how strong 
the perturbations are with respect to the instantaneous dynamical 
state of the seizure-generating network and with respect to the char-
acter of the dynamical process that governs the slow transition to 
seizure. The combination of these factors could explain all of the 
currently known effects of IEDs on seizure genesis and explain why 
their effects can vary in time. The anti-seizure effect is achieved via a 
subsequent suppression of neuronal activity, which shifts the neural  

network dynamics back to the more stable/resilient state. If the net-
work is close to the tipping point, transient excitation/synchroni-
zation acts as a destabilizing perturbation, which acts across large 
spatial scales. It then rapidly shifts the critical neuronal mass into 
a seizure in advance of the catastrophic bifurcation in which the 
seizure would have occurred spontaneously18,40.

The implemented phenomenological model of the slow-
fast process is a widely accepted model in nonlinear dynamics 
research14,21,29, including applications in neuroscience and epilepsy 
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Fig. 8 | The loss of resilience and state-dependent effect of IEDs in humans. a, Temporal profile of the autocorrelation coefficient (ACC) derived from 
intracranial recordings in 12 patients. The temporal profile 3 h before a seizure is shown. The dashed line marks the 30 min before the seizure during which 
the ACC profile was analyzed. In four patients, the ACC increased before the seizure. In four patients, ACC significantly decreased. n denotes the number 
of recorded seizures in each patient. P values were measured by the Wilcoxon sign-rank test. The sign after the P value indicates whether the right-tailed 
(+​) or left-tailed (–) Wilcoxon sign-rank tests were significant. Lines and shaded lines represent mean and s.e.m., respectively. b, Schematics of depth 
electrode implantation in a patient with refractory epilepsy. The signals from red contacts are shown. c, An example of spontaneous activity recorded  
5 min before and during the seizure (red). d,e, Examples of the IEDs. Their waveforms and patterns of spatial distribution displayed a >​98% match with 
the superimposed template of the heralding spike (red). f, Heralding spike at the onset of a habitual seizure.
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modeling proper41. Despite being a very simplified model, it is able 
to capture and explain the rich and complex dynamical phenomena 
that we observed. The identified principles also operate in the more 
advanced model of the Epileptor3, which can replicate epileptiform 
phenomena in greater detail and which also depends on the pres-
ence of basic slow-fast dynamics of switching between seizure and 
non-seizure state. Other models of epileptic dynamics have been 
proposed to provide an explanation of the principles of seizure 
onset. Apart from the interictal perturbations, phenomena such 
as the various types of instabilities6, the role of network structure 
and network effects42, slow variations in global excitability43, sei-
zure spread44, and the balance between excitation and inhibition25  
shape the seizure. However, experimental evidence points to the 
crucial role of the slowly changing variable of the slow process, 
which determines the dynamical trajectory of the epileptic brain, 
the probability of the transition to seizure, and complex response to 
interictal perturbation. Numerical simulations and understanding 
the governing dynamical principles can be beneficial in the search 
for candidate mechanisms that underlie this slow process and for 
the design of dynamics-based control strategies29. In addition, a 
slowly changing process and loss of resilience have the potential to 
be better controlled than the random occurrence of stochastic per-
turbations initiating seizure. In the high-potassium model, seizures 
tend to occur after dozens of minutes when the CA1 network enters 
the bi-stable state, which suggests that ictal events depend on more 
complex processes than just a change in membrane potential. The 
transition to seizure is associated with a DC shift, which reflects 
slow progressive neuronal and glial membrane depolarization, 
which is closely, but not ultimately, associated with the accumula-
tion of potassium in the extracellular space between seizures45,46. 
The slowly changing process may include a vicious circle of mul-
tiple cellular and network changes ranging from an alteration in 
the KCC2 co-transporter to increased intracellular load of chloride, 
erosion of inhibition, ectopic action potential generation, and the 
involvement of non-synaptic interactions, etc.33. The exact mecha-
nisms underlying the slow process in humans or in vivo remain to 
be elucidated.

Our results suggest that the progressive loss of resilience of epi-
leptic tissue may characterize the transition to both experimental 
and clinical seizures. In a complex system such as a human or rat 
brain, the loss of resilience, critical slowing, and the dynamical path 
of the transition to seizure can be substantially influenced by other 
parameters and processes such as the progressive nature of epilep-
togenesis47, long-term fluctuations in the brain’s predisposition to 
seize48, and seizure clustering47. Critical slowing will be difficult to 
observe if the seizure occurs prematurely as a result of a large exter-
nal perturbation, which may be the case for some human subjects. 
Furthermore, critical slowing does not have to be the only dynami-
cal pathway leading to seizure3,7,49, and trajectories leading to sei-
zure can vary inter-individually, that is, between patients, as well as 
intra-individually, that is, within each patient48–50. Recent theoretical 
work suggests that merging complex information about dynamical 
processes at multiple spatial and temporal scales can bring us much 
closer to understanding the principles of seizure emergence and 
initiation, and possibly to a unified theory of ictogenesis in the epi-
leptic brain to explain the existence of the various classes of seizure 
type and transitions to them49.
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6 The role of interictal discharges in icto-
genesis — A dynamical perspective

6.1 The contributions toward the progress of the field

Based on the evidence from Chang et al. (2018), there exists a plausible explanation for why
previous studies have reported a wide spectrum of effects of IEDs, ranging from pro-seizure,
anti-seizure effect, to no impact of IEDs on ictogenesis. We propose that the impact of IEDs
on seizure is determined by the dynamical state of the brain at the moment of IED discharge
occurrence, which explains the existing dichotomy. This study is important also from a clini-
cal perspective. It is not clear whether the complete cessation of IEDs is a reliable marker of
epilepsy remission and whether IED-free EEG or the cessation of seizures but persistence of
IEDs should be considered as a therapeutic success. The review also highlights the direct ther-
apeutic application of the findings (Chang et al., 2018), which may be highly relevant for the
optimization of therapeutic neurostimulation to stabilize the epileptic brain and prevent seizure
emergence. Stimulation delivered during the stable states may display seizure delaying and
stabilizing effect effect whereas stimulation applied during an unstable state may increase the
probability of seizure occurrence.

6.2 The author’s contributions

The author was responsible for the literature review and manuscript writing.
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6.3 Compliance with the thesis objectives

Thinking of the brain as a dynamic system that exhibits stable states of varying degrees is
very important in studying HFOs. As we have previously shown, (Chang et al., 2018) the
oscillatory nature of HFO is closely related to the degree of dynamical stability and may serve
as a biomarker in diagnostics.
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Interictal epileptiform discharge (IED) is a traditional hallmark of epileptic tissue that is generated by the syn-
chronous activity of a population of neurons. Interictal epileptiform discharges represent a heterogeneous
group of pathological activities that differ in shape, duration, spatiotemporal distribution, underlying cellular
and network mechanisms, and their relationship to seizure genesis. The exact role of IEDs in epilepsy is still
not well understood, and there remains a persistent dichotomy about the impact on IEDs on seizures. Proseizure,
antiseizure, and no impact on ictogenesis have all been described in previous studies. In this article, we review
the existing knowledge on the role of interictal discharges in seizure genesis, andwe discuss how dynamical ap-
proaches to ictogenesis can explain the existing dichotomy about the multifaceted role of IEDs in ictogenesis.
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1. Introduction

Interictal epileptiform discharge (IED) is a traditional electrographic
hallmark of the presence of epileptic tissue in the brain [1]. Its signifi-
cance was identified early after the introduction of electroencephalog-
raphy into the clinical practice [2]. Since then, IEDs are considered an
electrographic biomarker of epileptic tissue, and their presence in elec-
troencephalogram (EEG) is used to diagnose epilepsy. In a patient with
diagnosed epilepsy, IEDs and their properties are utilized tomonitor the
disease activity, determine the response to the antiepileptic drug treat-
ment, and define the epilepsy remission [1]. The spatial distribution of
IEDs helps to localize the epileptic focus, and it is extensively used in
presurgical examination in candidates of epilepsy surgery [3], where
IEDs define the irritative zone [3,4]. Additional information derived
from IEDmorphology, rate, time delay, spread etc. help to stratify irrita-
tive zone in greater detail and differentiate areas of IED origin from
areas of IED propagation [4,5]. Some of these features are more closely
associated with endogenous epileptogenicity and discriminate regions
of the irritative zone that colocalize with seizure onset or epileptogenic
zone — area of the brain necessary to remove or disconnect to achieve
seizure freedom. Unfortunately, the information that can be extracted

from IEDs is not always clear, andmultiple ambiguities about the clinical
significance of IEDs exist. It is not clear whether the complete cessation
of IEDs is a reliable marker of epilepsy remission and whether IED-free
EEG should represent the main therapeutic goal. Key questions include
whether changes in IED rates are a goodmarker of antiepileptic drug ef-
ficacy or whether the cessation of seizures but persistence of IEDs
should be considered as a therapeutic success. These clinical ambiguities
can be attributed to the incomplete knowledge about the cellular and
network mechanisms of IEDs and their role in epilepsy and seizures. It
is well established now that IEDs are not a uniform phenomenon.
They rather represent a group of heterogeneous epileptiform activities
thatmay share similarmorphological features in EEG, but theymay sub-
stantially differ in the underlying network mechanisms and their in-
volvement in seizure genesis and epileptogenesis.

2. Cellular and network mechanisms of IED

Traditionally, textbooks describe IED as a field potential (e.g., EEG)
correlate of the synchronous activation of a large population of principal
neurons [6]. At the cellular level, it is characterized by a large
depolarizing envelope due to giant excitatory postsynaptic potential —
paroxysmal depolarization shift [7]. Alternatively, the depolarization
envelope can result from the opening of calcium channels [8] although
other currents like impaired potassium currents or enhanced Na+-K+

(h) currents are involved, too [9–11]. This depolarizing component
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and synchronous activation largely depend on glutamatergic transmis-
sion; pharmacological blockage of both α-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid (AMPA) and N-methyl-D-aspartate
(NMDA) receptors suppresses or attenuates IEDs [12,13]. The IED is a
network phenomenon, and therefore, the cellular dynamics during
IED is very heterogeneous [14]. Early studies have shown that the depo-
larization shift is accompanied by a burst of action potentials of principal
cells [14]. Similarly, later studies showed that the shift is also observed
in interneurons. For example, soma-targeting (parvalbumin positive)
interneurons and axon-targeting interneurons were observed to fire
ahead of principal neurons, but then rapidly entered into depolarization
block [14]. The failure of soma-targeting inhibition allows principal neu-
rons to burst unlimitedly on the top of IED [14].

The depolarizing part of IED has a brief duration of 80–200 ms. It is
terminated by a hyperpolarizing event that can have intrinsic compo-
nent due to the outward currents (potassium, calcium-induced
potassium currents) or a network component. In the latter, the hyper-
polarization is induced by feedforward and feedback inhibition originat-
ing from interneurons recovered from the depolarization block [14].

The second major group of interictal discharges is dependent on
gamma-aminobutyric acid (GABA) transmission and GABAA receptor-
associated conductance. It was identified in the 4-aminopyridine
model of acute seizure in entorhinal cortex [15,16]. These discharges
are less frequent and of longer duration. They can be blocked by perfus-
ing slices with GABA receptor inhibitor, and they persist if both non-
NMDA and NMDA receptors are blocked [17]. It is assumed that these
discharges can have proseizure impact. The slow IED is associated
with moderate elevation of extracellular potassium due to upregulated
potassium chloride cotransporter (KCC2) activity [18,19]. If the brain is
balancing on the verge of transition to the seizure, then this potassium
transient can tip the balance towards the seizure initiation (see
below) [15,16].

Recently, the interictal epileptiform activitywas explored in detail in
human epileptic slices. In this elegant study, two types of discharges
were identified [20]. Interictal discharges that occurred widely distrib-
uted across large areas of the limbic system. Their occurrence was spa-
tially random; they had smaller amplitude and low velocity of
propagation. Their onset was preceded by interneuronal firing, and
they depended on both glutamatergic and GABAergic transmission, re-
spectively. A specific type of preictal discharges was observed in
subiculumwhere seizures also originated. These dischargeswere of glu-
tamatergic origin, had high amplitude, and were preceded by principal
cell firing. They occurred several seconds in advance of an approaching
seizure. Their close spatial relationship with seizure onset zone was ex-
amined using electrical stimulation. While the repeated stimulation of
subiculum induced preictal discharges and seizures, it was unable to in-
duce these phenomena in the areas of preictal discharge propagation
pointing to endogenous epileptogenicity of subiculum.

When considering the functional impact of IEDs and their potential
effect on seizures and disease activity, it is essential to recognize that
the cellular mechanisms of IEDs can differ in the areas where IEDs are
generated from the areas to which they propagate. In the site of IED or-
igin, neurons generate a typical depolarization envelope [7,21] with in-
tense high-frequency action potential firing. In contrast, neurons in
areas surrounding the epileptic focus and areas of IED propagation dem-
onstrate cellular behavior characterized by a sequence of excitatory and
inhibitory postsynaptic potentials [22,23], with increased action poten-
tial firing only in aminority of principal cells [24,25]. This difference can
be attributed to the inhibitorymechanisms and activity of interneurons.

Recent studies demonstrate that interneurons display very rich be-
havior during IEDs. Using calcium imaging in awake animals, Muldoon
et al. demonstrated that interictal discharge was associated with dra-
matic activation of interneuronal populations [26]. Although interneu-
rons may play a role in IED initiation, they play a crucial role in
shaping the morphology, propagation, spatial extent, and the effect of
IEDs on seizures [26,27]. It is well documented now that all these

phenomena are substantially modified by the activity of interneuronal
network, and each interneuronal subtype have specific role interictal
activity. Interneurons are recruited into epileptic activity via feedback
and feedforward activation, through interneuronal syncytia, or by
long-range neuronal and interneuronal connections [26–29].

3. The epileptogenic and ictogenic potential of IEDs

Interictal epileptiform discharges represent an electrographic
marker of the epileptic brain. They occur during early stages of
epileptogenesis and precede the occurrence of spontaneous seizures
[30–32]. Neuronal processes involved in the genesis of IEDs also have
epileptogenic and ictogenic potential. It has been shown that they pro-
mote the sprouting of axon collaterals and inducemolecular reorganiza-
tion and changes in the expression of ligand- and voltage-gated ion
channels [30,31]. These changes enhance the synaptic efficiency and tis-
sue excitability that lead to an increased endogenous propensity to gen-
erate seizures. In particular, IEDs with superimposed pathological high-
frequency oscillations are considered to be highly epileptogenic as they
spatially correlate with epileptogenic brain areas [33–36], and they can
promote epileptogenic conversion via kindling mechanisms. Also,
mechanisms that are involved in high-frequency oscillations seem to
be similar to the mechanisms responsible for seizure initiation [37]. It
is well established that IEDs interfere with the occurrence of seizures.
Specific types of IEDs have proictal effects and induce seizures, for ex-
ample, by increasing extracellular potassium concentration or enhanc-
ing glutamatergic transmission [13,16,20]. Other studies demonstrate
that the presence of IEDs is beneficial as they can display antiictogenic
effect [38,39].

Seminal work of Jensen and Yaari in a high-potassium model of sei-
zures in hippocampal slices in vitro showed that discharges generated
in CA3 and propagating to CA1 have the capacity to delay the onset of
seizures, which are primarily produced in CA1 [40]. In this preparation,
IED events were dependent on intact glutamatergic transmission as
they were blocked by AMPA and NMDA receptor antagonists [13,40].
If IEDs were pharmacologically blocked or CA3-disconnected from
CA1, seizure frequency increased [13,40]. The seizure frequency
returned to baseline if the IEDs were replaced by repeated electrical
stimulation of Schaffer collaterals. Electrical stimulation could even
lead to a complete cessation of seizures [40]. A similar observation
was described in hippocampal–entorhinal preparation exposed to 4-
aminopyridine [13,39]. Here, seizures were generated primarily in the
entorhinal cortex and transition to seizure is controlled by the IEDs
from CA3. After Shaffer collateral cut, IEDs disappeared from entorhinal
cortex, CA1, and DG, and seizure frequency increased. These studies
suggest that at least in the limbic system preparations, IEDs represent
a phenomenon that can display an antiictogenic effect. Negative corre-
lation between IEDs generated in piriform cortex and seizures originat-
ing in entorhinal cortex and hippocampalwere observed also in isolated
guinea pig brain exposed to bicuculline [41]. From this perspective, the
therapeutic suppression of IEDs could be a counterproductive approach
that could increase seizure propensity. Convincing studies or similar ob-
servations in vivo humans are lacking both in experiment rodents and
in humans.

Other studies suggest that interictal discharges are proictogenic,
i.e., they can directly trigger a seizure, or their presence reflects a
preictal state and the imminence of seizure. Specific seizure onset
types are characterized by the presence of large-amplitude discharge
so-called heralding spike, which shares morphology and spatial distri-
bution with IEDs (Fig. 3) [13,35,42,43]. Moreover, they can also share
a high-frequency component. Specifically, hypersynchronous seizure
onset is characterized by the initial IED-like discharge superimposed
with a high-frequency oscillation that has similarmorphology and spec-
tral profile as an oscillation superimposed on IEDs between seizures
[35]. It is assumed that because of these similarities, the cellular mech-
anism behind IEDs and high-frequency oscillation is also involved in
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seizure initiation, and on this occasion, they have a proictal or seizure-
triggering effect. Intracellularly recorded large depolarization accompa-
nying GABAergic interictal discharges was also recorded during the
onset of ictal discharge in entorhinal cortex. Preictal discharges identi-
fied by Huberfeld et al. immediately preceded the seizure onset in
human epileptic subiculum [20]. Neurophysiologists tend to explain
the proictogenic or antiictogenic potential of IEDs predominantly by
the existence of the specific network, cellular and pharmacological fea-
tures of IEDs [38]. Another parameter of IEDs that was explored in
greater detail, especially in seizure warning (prediction) studies, was
IED rate. Here, it was expected that changes in IED rate could predict
the approaching seizure, and it could also be informative about the net-
work changes responsible for the transition to seizure [44]. While spe-
cific studies demonstrated that IED rate increased ahead of seizures,
other studies showed rather a decrease or absence of changes in IED
rate ahead of seizure. Karoly et al. analyzed the relationship of IEDs
and seizures in patients with a chronically implanted recording device
[45,46]. They did not find any correlation between the patient's average
IED rate and seizure rate. When looking at possible preictal changes, in
9/15 patients, they discovered IED rate change before a seizure, where
in 6/9 patients, IED rate was decreased and in 3/9 patients, it was in-
creased. Is there any possibility how themultifaceted role of IEDs in sei-
zure genesis and existing (often antagonistic) theories about their
functional effect on the epileptic network activity could be explained?
This question could be addressed by studies that approach epilepsy
and seizures as dynamic phenomena [13,47–49].

4. Ictogenesis from a dynamical perspective

The brain can be conceptualized as a dynamical system that exists in
two states, interictal and seizure, respectively (Fig. 1A). Seizure initia-
tion and termination are viewed as a bifurcation. In the dynamics of
complex systems, bifurcation occurswhen a small change of specific pa-
rameter (the bifurcation parameters) of a system causes a sudden and
dramatic ‘qualitative’ shift in the system's behavior [48,49]. Various
pathways were identified how the brain could reach the bifurcation
and enter the seizure state [48,50–52]. The healthy brain operates in
the dynamical regime characterized by high stability and strong resil-
ience to internal or external perturbations. To shift its dynamics to sei-
zure and to reach the bifurcation requires the occurrence of a
significant and very strong perturbation (Fig. 1B). Such transition pro-
cess is typical for acute seizures, which emerge in normal brain after se-
vere traumatic brain injury, stroke, or intoxication, etc.

In contrast to the healthy brain, the epileptic brain is characterized
by enduring predisposition to generate seizures, i.e., it is bistable. Its dy-
namics is characterized by repeated switching between interictal and
ictal states. Such transition can easily occur in a brain that is very unsta-
ble with its dynamics operating very close to the tipping point (bifurca-
tion) separating interictal state and a seizure [48,49]. Such a system has
very low resilience to perturbations when even very weak perturbation
can tip the dynamics to the ictal regime (Fig. 1C). Because the brain is
constantly exposed to stochastic perturbations, seizures in the unstable
brain will occur randomly, and they cannot be predicted. It is assumed
that this type of transition to seizure is characteristic for generalized
epilepsies.

A secondmajor route for the epileptic brain to enter the seizure state
is characterized by gradual changes in system's stability due to changes
in a specific critical parameter, which slowly and inevitably shifts the
brain dynamics towards the tipping point (Fig. 1D) [48,50,53,54]. This
route is characterized by a progressively decreasing brain resilience
and increasing sensitivity to internal or external perturbations with ap-
proaching seizure. Close to the tipping point, the systembecomes highly
unstable, and any weak perturbation can flip the dynamics to the con-
trasting regime. This dynamical pathway was observed in focal epilep-
sies [13,55]. The exact cellular mechanisms that drive the system
slowly but inevitably to the seizure are not known. One of the most

commonly cited candidate mechanisms is a vicious circle of intense
neuronal activity, increased neuronal depolarization, an increase in ex-
tracellular potassium, alteration in the KCC2 cotransporter, shifts in the
direction of the ion transport, etc. The consequent increased intracellu-
lar load of chloride and an increase in extracellular potassium can be
further aggravated by active inhibition, which hampers the increased
cellular and network activity [13,55]. In slice preparations, pharmaco-
logical manipulations aiming at slow processes like extracellular potas-
sium transients, altered chloride shift, or the depolarizing effect of GABA

Fig. 1. A dynamical approach to ictogenesis. A: The brain can be conceptualized as a
dynamic system that can exist in the interictal or seizure state. Each state can be
described by the valley of stability with its stable node at the bottom of the valley to
which the system is attracted. Both states are separated by the unstable node (tipping
point) where bifurcation occurs. B: Seizure emerging from stable brain dynamics
requires significant perturbation to shift to seizure. C: Generalized epilepsies are
characterized by low stability and low resilience to perturbation when even weak
stochastic disruptions can easily initiate seizure. D: The transition to seizure via critical
slowing occurs when the system progressively loses stability and resilience. It manifests
by increasing sensitivity to perturbation and delayed recovery from the perturbation
with approaching seizure.
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can effectively suppress seizures. As the resilience and stability deterio-
rate other pathological phenomena like ectopic action potential genera-
tion, conversion of neurons to burst firing and increased nonsynaptic
interactions can come into action and contribute to a vicious circle.

The nature of this transition and the progressive decrease in resil-
ience can be monitored. The most effective tool to explore the system's
stability and resilience represents active perturbation using electrical
stimulation [13,55–57]. It has been shown that with approaching sei-
zure, the response to electrical stimulation (orthodromic, antidromic,
or applied external fields) is characterized by delayed recovery from
the stimulation and increased sensitivity to the stimulus intensity
[13,55]. Because of increasing delay from recovery, the process of how
the brain loses resilience is called critical slowing [58,59]. Because any
system is continuously challenged by internal or external perturbation,
the delayed recovery from the perturbations can be derived bypassively
observing the system's behavior. The features that characterize the
slowing of recovery are denoted as an early warning signal of critical
transition [60]. The representative signals are frequency slowing
down, increase in autocorrelation, flickering, increase in variance, spa-
tial expansion, etc. The second route was shown to be involved in
both transition to seizure [13,55,59] and seizure termination [51,61]. It
is important to note that even in the system characterized by a dramatic
decrease in its resilience, the early warning signals of critical slowing
could be very discrete or difficult to observe. The early warning signals
may also be absent in a dynamic scenario where the velocity towards
which the system evolves to a bifurcation is very fast.

5. IED effect depends on the dynamical state of the epileptic brain

From a dynamical perspective, IED can be viewed as a perturbation
of the epileptic brain dynamics [13]. The dynamical state of the brain
then determines how the brain will respond to the perturbation and
what will be the functional effect of interictal discharges. In the brain
that undergoes a change in brain resilience, incoming interictal dis-
charge acts as an external perturbation, which displaces the system
close to the tipping point. If the system rests in a stable state with
high resilience, IED, even of high amplitude, is not able to reach the tip-
ping point of bifurcation, and the system quickly recovers from IED (Fig.
2B). Only extremely strong IEDs can cross the tipping point and shift the
dynamics to seizure. In this scenario, IED can have a beneficial effect,
and it can move the brain dynamics even to a more stable state (Fig.
2B). Such a ‘positive’ impact of a perturbation of the system behavior
is well described in various dynamical systems, and refractory period
after IED could be a major contributor [13,62,63]. It has been shown ex-
perimentally in silico and in vitro that if the IED is mimicked by electri-
cal stimulation, then the stimulation delivered during early parts of the
interictal period characterized by high resilience can have stabilizing
seizure delaying effect [13]. In contrary, if the system is becoming less
stable and rests close to the tipping point (bifurcation), then exactly
the same perturbation has proictal nature, and even weaker perturba-
tion can prematurely shift the brain to seizure (Fig. 2B). In silico model-
ing showed that the functional effect depends on the dynamical state,
amplitude, and rate of the perturbation. The combination of all the pa-
rameters could replicate all the known features of IED, i.e., from increas-
ing the rate of seizures to seizure suppression or no effect on seizures
[13]. Here, it is important to note that the perturbation character re-
mains constant and does not change its properties. If applied to neuro-
physiology, it suggests that the cellular and network mechanisms of
IED remain consistent throughout the entire interictal period. The only
change is the response to the IEDs in the brain undergoing the loss of
resilience.

So far, we have discussed the scenario in which IED was generated
outside the seizure onset zone, for example, in the slice preparation
where CA3 is the irritative zone that generates IEDs that propagate to
CA1 region, which generates seizures. Similar principles can be applied
to the scenario when IEDs are generated directly within the seizure

onset zone. Here, the process of critical slowing can also be accompa-
nied by changes in IEDproperties [64]. Numerical simulations suggested
that as the epileptic brain is approaching bifurcation, the loss of resil-
ience manifests by the occurrence of interictal like spikes and their in-
creasing rate in the vicinity of the seizure [64]. It is explained by a
progressively decreasing threshold to IEDs, which can emerge sponta-
neously or be evoked using stimulation. The impending seizure and
loss of resilience can also manifest by delayed recovery from the
interictal discharge. Increased rate of preictal discharges was observed
by Huberfeld et al. in advance of seizures [20]. Changes in the rate and
duration of another epileptiform phenomenon were observed in a
chronic model of temporal lobe epilepsy [13]. In this model, increased
rate and increased duration of specific type of interictal activity, so-

Fig. 2. The impact of IEDs on ictogenesis. A: Changes in slow parameter result in
progressive loss of resilience, which will end up in a spontaneous transition to seizure.
B: The IED perturbs the interictal dynamics and displaces the system (brain). During the
stable state, even large perturbation is insufficient to shift the dynamic regime to seizure
and system rapidly recovers back. The perturbation may paradoxically stabilize the
system. Such IED has an antiictogenic effect. C: Similar IED perturbation that occurs
during the low-resilience state can have proictogenic effect and trigger seizure
prematurely.
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called epileptic bursts, was observedwith impeding seizure cluster. This
represents an evidence that critical slowing is present on a longer time-
scale, indicating the approach of the entire seizure cluster instead of in-
dividual seizures.

6. Conclusions

Interictal epileptiform discharge is a complex phenomenon that in-
volves various cellular and network processes and displays multiple ef-
fects of brain dynamics. Recent studies show that the multifaceted
nature of IEDs can also be explained from the dynamical perspective
when the response to IED is primarily determined by the dynamical
state of the epileptic networks. The combination of the neurophysiolog-
ical basis of IED combined with the temporal dynamics and knowledge
of the organization of the epileptic networks can provide meaningful
and highly informative insight into the role of IEDs. Improved knowl-
edge about IEDs and underlying dynamical routes to seizure can in-
crease the clinical yield of the information provided by interictal
discharges. For example, regions that increased IED rate ahead of seizure
may be highly indicative of unstable brain tissue that may colocalize
with seizure onset or epileptogenic zone and which should be consid-
ered for resection. Understanding IEDs from a dynamical perspective
may also have crucial implication for the brain stimulation therapy.
The stimulation delivered during the stable states may display seizure
delaying effect whereas stimulation applied during unstable state may
increase the probability of seizure occurrence.
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7 Computational modeling allows unsu-
pervised classification of epileptic brain
states across species

Epilepsy patients need constant brain monitoring to detect the onset of seizures from changes
in brain states. Visual inspection of intracranial EEG by experts is time-consuming and not
scalable. Furthermore, there is inherent variability across patients that makes reliable automated
classification challenging. Tools to quantify personalized brain states could thus enable tailored,
responsive treatment strategies.

7.1 The contributions toward the progress of the field

Computational models can provide mechanistic insight into state transitions. The proposed
methods classify brief EEG epochs into known epileptic brain state types in an unsupervised
way without a necessity for individualized algorithm training in each patient. The classification
works even between species without custom training. This demonstrates similarities between
rodent and human manifestations of epileptic brain states through unsupervised cross-species
classification.

Wendling neural mass model is a computational model that simulates the interaction be-
tween excitatory and inhibitory neuron populations in the hippocampus. By simulating the
Wendling model with known parameters, multiple realizations of four epileptic brain state types
(interictal, preonset, onset, ictal) were obtained. From these realizations, prototypical examples
of these states were computed and represented as cluster centroids in feature space. The 11
signal features calculated from each 5-second segment were: mean, band power in 5 frequency
bands, the distance between quantiles, spike count, variance, autocorrelation, and line length.
The features capture aspects like oscillations, spikes, and signal complexity. After comput-
ing the same 11 features from 5s segments of new data (electrographic signals from a high-
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potassium model of epilepsy in rat slices and intracranial EEG from temporal lobe epilepsy
patients), essentially representing these in the same feature space as the four prototypical class
templates, the classification is done using k-means approach (by finding the closest matching
prototype). This classification was validated against expert marking. The centroids serve as the
data-driven prototypes that can be matched to model-based types. The prototypes were directly
used for classification.

The whole pipeline does not leverage other expert knowledge beyond final validation, the
cross-species generalization makes the methods innovative. The work leverages a computa-
tional model to enable robust, generalizable automated EEG classification without supervision.
The work addresses inherent constraints in patient EEG data availability and variability. The
fact that unsupervised model-based classification transfers across species further validates the
capability of the modeling framework in capturing consistent dynamical disease signatures.

7.2 The author’s contributions

The author performed all in vitro experiments in brain slices perfused with the high-potassium
solution.

7.3 Compliance with the thesis objectives

The study aims to find a tool enabling better personalized treatment. Signal features, including
high-frequency activity, identified in previous works were essential in estimating distinct brain
states in an unsupervised manner from EEG and local field potentials suggesting HFO activity
is a fingerprint reflecting the brain network’s state.
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Computational modeling allows 
unsupervised classification 
of epileptic brain states 
across species
Isa Dallmer‑Zerbe 1,2, Nikola Jajcay 1,3, Jan Chvojka 2,4, Radek Janca 4, Petr Jezdik 4, 
Pavel Krsek 5, Petr Marusic 6, Premysl Jiruska 2 & Jaroslav Hlinka  1,3*

Current advances in epilepsy treatment aim to personalize and responsively adjust treatment 
parameters to overcome patient heterogeneity in treatment efficiency. For tailoring treatment to the 
individual and the current brain state, tools are required that help to identify the patient- and time-
point-specific parameters of epilepsy. Computational modeling has long proven its utility in gaining 
mechanistic insight. Recently, the technique has been introduced as a diagnostic tool to predict 
individual treatment outcomes. In this article, the Wendling model, an established computational 
model of epilepsy dynamics, is used to automatically classify epileptic brain states in intracranial EEG 
from patients (n = 4) and local field potential recordings from in vitro rat data (high-potassium model 
of epilepsy, n = 3). Five-second signal segments are classified to four types of brain state in epilepsy 
(interictal, preonset, onset, ictal) by comparing a vector of signal features for each data segment to 
four prototypical feature vectors obtained by Wendling model simulations. The classification result 
is validated against expert visual assessment. Model-driven brain state classification achieved a 
classification performance significantly above chance level (mean sensitivity 0.99 on model data, 0.77 
on rat data, 0.56 on human data in a four-way classification task). Model-driven prototypes showed 
similarity with data-driven prototypes, which we obtained from real data for rats and humans. Our 
results indicate similar electrophysiological patterns of epileptic states in the human brain and the 
animal model that are well-reproduced by the computational model, and captured by a key set of 
signal features, enabling fully automated and unsupervised brain state classification in epilepsy.

Despite decades of research, current approaches to epilepsy treatment remain unsuccessful in about a third 
of patients, and the mechanisms of the disease remain insufficiently understood1. It has been highlighted how 
epilepsies and seizures are highly heterogeneous2,3 and how treatment responses vary not only across patients 
but also across time4,5. Therefore, the modern approach to epilepsy treatment, as well as medicine in general, 
aims to tailor interventions to the individual and their current needs in a closed-loop and data-driven manner6–8.

Trying to explain (some of) the heterogeneity in epilepsy, current advances in epilepsy research study epilepsy 
as a dynamic disease9. It has been shown how patient-specific fluctuations in seizure likelihood on the scale from 
hours to days govern seizure emergence2,10–15. Moreover, varying levels of seizure likelihood could explain the 
variability in treatment responses to brain stimulation: The same stimulation, that helped prevent a seizure when 
delivered at low seizure likelihood, could trigger a seizure at high seizure likelihood4,5, a phenomenon that can 
be explained by fundamental dynamical systems principles16. Similarly, the varying efficiency of epilepsy surgery 
to render a patient seizure-free was linked to the percentage of resected brain areas that, in retrospect, were 
identified to have the highest seizure likelihood17–19. Finally, the variable patterns of seizure transitions could be 
classified according to a fixed set of “dynamotypes”20. The brain dynamics underlying the fluctuations in seizure 
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likelihood can be viewed as a dynamical system, the state of which develops based on some intrinsic laws of 
motion and is additionally driven by some endogeneous or exogeneous noise or forces21–24. While the space of 
possible brain states is very high-dimensional and continuous, just a subset of possible states corresponds to (at 
least transitionally) stable and attracting solutions. Attraction and stability in this context refer to the tendency 
of the brain to remain in or approach those states, such as a ball rolling down a slope and moving slower or 
coming to rest inside a valley until reaching or being pushed into another valley. The other brain states, such 
as the ball’s visited positions while rolling down the slope, are unstable and therefore are visited for a negligible 
amount of time only. Thus, the dynamics may be reasonably simplified by considering the brain state progression 
through a smaller, discrete set of distinct states (such as “resting state” and “seizure state”) corresponding to the 
ball positions when the ball has come to or is close to rest.

In the last years, studying recorded brain activity to uncover the latent brain states and the time points of 
their transitions has gained considerable interest, not just in the field of epilepsy, but also, for example, in the 
study of sleep and wakefulness25,26 and information processing27,28. Employed methods typically include clus-
tering analysis of segmented data from functional magnetic resonance imaging (fMRI), scalp, or intracranial 
electroencephalography (EEG or iEEG). Adding to such data-driven approaches, dynamical systems theory 
allows to characterize the observed brain states and their transitions (e.g., by linking distinct dynamical patterns 
to “resting state” and “seizure state” and showing how a change in a model parameter can lead the system to 
switch between the states). As observable from the recorded time series, the state-specific dynamic patterns can 
be simulated using models (sets of ordinary differential equations) given an initial condition and, potentially, 
some realization of dynamical or observation noise. Changing model parameters, different activity patterns, such 
as resting, oscillating, or spiking behavior, can be reproduced via simulations. Furthermore, transitions between 
different patterns can be studied, providing mechanistic insight and the means to predict or even control the 
likelihood of certain transitions29,30. Thus, in epilepsy, dynamical systems theory has provided valuable mecha-
nistic insight helping to characterize epileptic brain states and the different mechanisms that could govern seizure 
emergence31–34. Recently, dynamical brain models have further been introduced as tools to predict individualized 
treatment outcome and test beds for developing treatment strategies in general8,30,35,36; see Dallmer-Zerbe et al.37 
for a recent review. However, to date, no clinically available applications are explicitly contingent on dynamical 
systems theory or computational modeling. Thus, a bridge between theory and application is yet to be built.

This study aims to propose a model-driven classification of epileptic brain states using a well-known, bio-
physiologically realistic model of epilepsy dynamics38,39. In contrast to two recent studies40,41, that also used a 
model-driven approach, the proposed classification procedure is built on a prototype comparison using different 
types of model-generated activity. As in our case, only the model output (prototypical time series) is used; the 
modeling environment can be easily replaced in the developed pipeline. Furthermore, we include a direct com-
parison of the model-driven classification strategy with a data-driven one and a comparison between a general-
ized and individualized classification strategy. Data samples in this study include hippocampal rat slices in vitro 
(high potassium model), as well as intracranial EEG recordings (iEEG) collected in the human hippocampus 
from patients with temporal lobe epilepsy (TLE).

Results
Types of brain state in epilepsy.  Wendling et al.39 describe four types of brain state in epilepsy (interictal, 
preonset, onset, and ictal) that can be observed from hippocampal recordings from patients with TLE and are 
reproduced by their computational model. In this study, we simulate the four types of brain state in epilepsy 
using the Wendling model (Fig. 1A, B) and show that they match the types of brain state identified through 
clustering segmented data from in  vitro rat local field potential (LFP) recordings (high-potassium model of 
epilepsy, Fig. 1C) and human iEEG recordings (Fig. 1D). The interictal type of brain state is characterized by 
random fluctuations around a constant mean voltage of recorded activity. The preonset type of brain state fea-
tures occasional high amplitude spikes, while the onset type has high-frequency oscillations, typically in 15 to 40 
Hz frequency bands. Finally, the ictal type of brain state shows ongoing rhythmic activity, typically in the range 
of 4 to 10 Hz. Note that in the rat LFP recordings (see Fig. 1C), the captured dynamics seemingly take place at a 
higher temporal scale, and thus there was no observed onset type brain state.

Automatized brain state classification.  The proposed procedure for automatized brain state classifica-
tion from electrophysiological data is based on the four types of brain states in epilepsy and the comparison of 
each segment of data to the corresponding epileptic brain state prototypes. The prototypes are generated fol-
lowing five sub-steps (further elaborated below): data segmentation or simulation, feature calculation, principle 
component analysis, cluster analysis, and centroid labeling. The labeled centroids then serve as prototypes, and 
individual data segments are labeled according to the label of the most similar prototype, i.e., the closest cen-
troid. Classification performance is assessed against visual labeling for real data segments or against the known 
type-specific model configuration for simulated data segments. It is assessed in the dataset used for prototype 
generation to evaluate individualized classification performance (Table 1 and Fig. 2), as well as in all other data-
sets for assessing the generalizability of the prototypes (Table 2 and Fig. 3). Data- and model-driven classification 
differ regarding the dataset used for prototype generation: in model-driven classification, the prototypes are 
generated based on simulated segments with type-specific model configuration (100 segments per type). In data-
driven individualized classification, the prototypes are generated based on (all) data segments of a given rat or 
human. For assessing the generalizability of the data-driven classification, we use the prototypes obtained from 
the rat and human with the highest number of data segments to classify the data of all others. Notably, even the 
data-driven classification is model-informed in that the centroid labeling during prototype generation is always 
based on Wendling-type simulations. This way, the suggested data-driven approach is also wholly unsupervised 
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(i.e., no visual expert assessment of data segments needed) and thus fully automatized while utilizing the mecha-
nistic understanding of epileptic dynamics encoded in the well-established dynamical model.

Individualized, data-driven brain state classification is visually summarized in Fig. 2 for the rat and the 
human with the most recorded seizures (continuous recording in rat, concatenated in humans), and thus the 
highest number of data segments, respectively (rat 1 and human 1 in Table 1). After cutting the data into seg-
ments of five-second length (Fig. 2A), we calculate 11 signal features expected to indicate the current epileptic 
brain state. The features are chosen based on literature, where they have proven their utility to (a) differentiate 
between the four types of brain state in epilepsy in particular39,42 or (b) to capture critical slowing during epileptic 
transitions4,14 The features are: the signal mean, the average band power in different frequency bands (b0power: 
0–0.5 Hz, b1power: 0.5–4 Hz, b2power: 4–12 Hz, b3power: 12–64 Hz, b4power: >64 Hz), two spike measures 
(alphdiff: distance between 0.05 and 0.95 quantile; spikeabs: spike count as the number of outliers based on Tukey 
1.5 interquartile range threshold), as well as signal variance (sigvar), auto-correlation (autocorrel) at 5 ms lag, 
and line length (linelen). We find that feature values change over time and seem to be indicative of the current 
epileptic brain state, such that, for example, autocorrel typically drops at the onset, and b1power and spikeabs 
usually peak at the end of a seizure (Fig. 2B). Furthermore, it is apparent that the features behave similarly and 
thus overlap in the information they capture about seizure dynamics.

Figure 1.   Types of epileptic brain state during epileptic transitions in the model, rat, and human 
electrophysiology. (A) The Wendling model39 of neuronal population dynamics with two inhibitory interneuron 
populations, one communicating with the pyramidal cell population through somatic synapses (fast inhibition) 
and one through dendritic synapses (slow inhibition). The synaptic gain parameters A, B, and G control the 
amplitude of postsynaptic potentials of excitation, and slow and fast inhibition, respectively. (B) Under different 
model configurations of A, B, and G, the model output, the summed average postsynaptic potentials on 
pyramidal cells, resembles electrophysiological recordings during four distinct tissue states. (C,D) Randomly 
selected exemplary time series for each one of four clusters in rat 1 and human 1. Clusters are matched with the 
four types of brain state defined by Wendling so that cluster 1 is the interictal, cluster 2 is the preonset, cluster 3 
is the onset, and cluster 4 is the ictal type of brain state (see Methods section). Rat data segments did not include 
onset type segments due to faster and more local dynamics.
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Figure 2.   Individualized, data-driven brain state classification in rat 1 (left) and human 1 (right). (A) 
Continuous rat LFP and concatenated human iEEG seizure recordings are segmented into 5-s segments. 
(B) 11 signal features are calculated for each 5-s segment and displayed over time. Characteristic changes in 
feature values indicate the current brain state concerning seizure dynamics. (C) Dimensionality reduction from 
11 features to four principle components (PC). Factor loadings for each of the features (left) show a shared 
contribution to PC 1 and main contributions to PC 2–4 by auto-correlation, spike count (spikeabs), and band 
power in slower frequencies (b0- to b2power ≤ 12 Hz). Cluster identity of each data segment (right, color-coded 
for type 1: interictal, 2: preonset, 3: onset, and 4: ictal) shows well-separated clusters in rat and human data, 
especially for PC 1. (D) Resulting data-driven brain state classification over time. Color code in the background 
of each data segment indicates which of the cluster centroids from data-driven clustering was closest to the 
segment’s PCA-projected signal features. The brain state classification shows to identify time points of seizures 
and their transitions reliably. However, in the human data (right), Wendling-defined preonset type of brain state 
(type 2, light blue) is often detected during the transitions out of instead of into seizure.

Table 1.   Individualized classification performance for all datasets. . Model-driven classification, here applied 
to model data only, is marked in boldface. Generally, bigger datasets (higher # segments) had higher sensitivity, 
and more identified clusters matched the Wendling types (hence higher # types).

Model Rat 1 Rat 2 Rat 3 Human 1 Human 2 Human 3 Human 4

Sensitivity 0.99 0.74 0.79 0.65 0.63 0.51 0.45 0.39

PPV 0.99 0.75 0.66 0.97 0.66 0.64 0.79 0.46

# segments 400 204 110 108 160 127 98 70

# prototypes 4 3 3 2 4 3 2 3
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Figure 3.   Generalized, model-driven brain state classification of real data segments. (A) Model simulation of 
different types of brain state in epilepsy. Due to noise, the model output varies slightly over the 100 iterations 
performed for each type of model configuration. (B) Cluster analysis on features calculated from the 400 
simulated data segments. Feature loadings on the four components show very similar patterns to data-driven 
clustering (Fig. 2C, left). The four types (right, color-coded) form separated clusters with small overlaps of type 
1 and type 2 due to varying amounts of spikes in the preonset segments (type 2). (C) Example rat (top) and 
human data (bottom) are projected into model-driven PC space and assigned a color-coded type label based on 
the closest model centroid. (D) The assigned label (predicted) is then compared to the visually obtained label 
(true). In the displayed dataset, classification performance (left) was especially good for interictal and ictal types 
of brain state and preonset type in rats; however, low for preonset type in humans.

Table 2.   Generalizability of prototypes across different datasets. . The mean sensitivity and standard deviation 
of type-averaged sensitivity and PPV rates are shown across all dataset individuals. In the case of labeling data 
of a given species (values on diagonal, marked in boldface), the individual whose data were used to derive the 
brain state prototypes was excluded. Model-driven prototype origin led to the best results for sensitivity in all 
datasets and had better PPV than human-driven classification. Rat-driven classification had higher PPV in the 
rat and human datasets. All classifications had performance significantly above the chance level: ** significant 
with p < 0.01; * significant with p < 0.05.

Prototype origin

Model Rat Human

Sensitivity PPV Sensitivity PPV Sensitivity PPV

Model-driven 0.99** 0.99** 0.77** ± 0.05 0.65** ± 0.11 0.56** ± 0.07 0.52** ± 0.05

Rat-driven 0.69** 0.81** 0.76** ± 0.04 0.70** ± 0.10 0.50** ± 0.08 0.61** ± 0.07

Human-driven 0.56 * 0.84** 0.62** ± 0.07 0.54** ± 0.09 0.47** ± 0.11 0.55** ± 0.11
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To eliminate redundant information and thus help differentiate the epileptic brain state types based on the 
features, principle components analysis (PCA) was conducted, reducing the dimensionality from the 11 features 
to four principal components. The biggest part of captured information, PC 1, is shared among most features. 
Additional information is captured by power in lower frequency bands, spikeabs, and autocorrel, which in turn 
substantially contribute to PC 2–4 (Fig. 2C left panels). In the next sub-steps, the projected signal features (i.e., the 
PCA scores) for all data segments are clustered into four clusters, and the cluster centroids are matched with the 
Wendling-defined types (so that, e.g., the centroid of cluster 2 becomes the prototype for type 4: ictal), to obtain 
the labeled brain state prototypes. Figure 2C right panels shows that PC 1 reliably differentiates interictal (type 
1) and ictal (type 4) state, while PC 2 helps to differentiate preonset (type 2) and onset (type 3) state. Moreover, 
human and rat-driven clustering show astonishing similarity, especially for the interictal state (across PCs) and 
ictal state (PC 1). Finally, for each data segment (dot in Fig. 2C right panel), we identify the labeled centroid 
(prototype) that is spatially closest in PC space, thus most similar, to predict the type label of each segment 
(color-coded in Fig. 2D). Predicted labels are then compared against visual data labels to obtain individualized 
sensitivity and positive predictive value (PPV) performance.

As Table 1 shows, individualized model-driven brain state classification performs best. In data-driven clas-
sification, individualized rat data classification performs better than individualized human data classification. 
Overall, higher classification performance is achieved in larger datasets, and more of the Wendling types match 
the clusters of observed brain states. Only in human dataset 1 does data clustering manage to identify all four 
types of brain states in epilepsy. Testing the mean sensitivity and PPV across datasets of each species for sig-
nificance, we find that classification results are always highly significant (p < 0.01, for group level permutation 
testing against classification performance for Markov chain simulations, see Methods: Statistical Analysis), with 
mean ± STD sensitivity in the model: 0.99, rat: 0.73 ± 0.07, or human: 0.45 ± 0.15, and PPV in the model: 0.99, 
rat: 0.79 ± 0.16, or human: 0.56 ± 0.10.

Generalizability of prototypes across datasets in data‑ and model‑driven brain state classi‑
fication.  Using the four prototypes obtained from any dataset, we can also label data segments from other 
datasets based on the closest prototype, e.g., using rat-driven prototypes to label human data segments. Figure 3 
visually summarizes generalized, model-driven brain state classification for rat and human data. After simulat-
ing data segments using different model configurations for each type of brain state (Fig.  3A) and calculating the 
signal features, PCA, clustering, and centroid labeling (Fig.  3B), feature vectors obtained from rat and human 
data segments can be projected into (and labeled in) the model-driven PC space (Fig. 3C). For performance 
assessment, the predicted segment label (predicted type) is then again compared against the visually assessed 
segment labeling (true type; Fig. 3D). For ease of visual comparison with Fig. 2, Fig. 3 displays the same data of 
the rat and the human with the longest recording (rat 1 and human 1). The same individuals are used for gen-
eralized, data-driven brain state classification. Classification performance across all individuals of another (or 
the same species, excluding the one individual used for prototype generation) for model-, rat- or human-driven 
prototype generation is shown in Table 2.

We find that model-driven brain state classification is generalizable and thus reliably detects the type of brain 
state in epilepsy in our rat and human dataset, with highly significant mean sensitivity and PPV rates across the 
different types of brain state (see Table 2, row ’model-driven’). Also, rat- and human-driven brain state classifica-
tion (see row ’rat-driven’ and ’human-driven’) performed significantly above chance (p < 0.01 in rat and human 
datasets). While sensitivity was consistently highest for model-driven classification, rat-driven classification had 
higher PPV in both the rat and the human data set.

Comparing the mean sensitivity and PPV rates in rats and humans between the individualized and general-
ized classification strategies (Table 2 vs. Table 1), we find that for model-driven classification, the generalized 
approach achieved higher sensitivity, but lower PPV than the individualized approach (sensitivity: rat 0.77 > 
0.73, human 0.56 > 0.45; PPV: rat 0.65 < 0.79, human 0.52 < 0.56). Also, rat- and human-driven classification 
showed the pattern of higher sensitivity but lower PPV in generalized vs. individualized (rat-driven classifica-
tion in rat, sensitivity: 0.76 > 0.73, PPV: 0.70 < 0.79; human-driven classification in human, sensitivity: 0.47 > 
0.45, PPV: 0.55 < 0.56).

Overall, the generalized, model-driven approach achieved the best mean sensitivity in both the rat and human 
data set (rat 0.77, human 0.56). The best mean PPV in the rat was achieved by the individualized, data-driven 
approach and in the human by using generalized rat-driven classification (rat 0.79 and 0.61, respectively).

Discussion
In this study, we propose epileptic brain state classification for data segments according to four types of brain 
state in epilepsy as described in Wendling et al.39. Notably, the prototypes for each type of brain state can be 
obtained from simulated, rat, or human data, respectively. Prototype generation included several sub-steps of data 
analysis, including feature calculation, principle component analysis, clustering, and centroid labeling (crucially, 
model-informed even during data-driven classification).

We find that the type of brain state of a given data segment was predicted significantly above chance for all 
datasets and strategies (model-driven vs. data-driven and individualized vs. generalized). Model-driven classifica-
tion achieved higher sensitivity but lower PPV than data-driven classification, a pattern we commonly observed 
when comparing the generalized and individualized approaches. However, the model-driven approach not only 
generalized better to other datasets overall (Table 2) but achieved even higher sensitivity than using the same data 
to be also classified for prototype generation (individualized classification: Table 1). The classification of model-
generated segments was particularly successful in terms of PPV. However, this might be partially ascribed to the 
homogeneous distribution of simulated segments between the four classes, which generally improves average 
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PPV compared to imbalanced classes. This is a general problem faced in real data, given the varying occurrence 
rate of the types. As proposed in this study, a model-driven approach has the natural advantage that the number 
of segments used for prototype generation is up to the experimenter. However, even in the imbalanced rat and 
human data, the achieved PPV was relatively high and significantly above the random classifier expectation.

The overall results of this study suggest that epilepsy dynamics manifest with consistent electrophysiological 
patterns across species well-captured by the Wendling model. For epilepsy diagnosis and treatment, this implies 
that brain state classification (1) is automatizable in an unsupervised and mechanism-enlightening manner, and 
(2) might not need to be tuned to the individual to achieve good classification results (especially to achieve high 
sensitivity), despite the substantial heterogeneity among patients. These implications will be discussed in the 
following, alongside a more detailed discussion of our findings.

Model‑driven brain state classification is unsupervised and provides mechanistic insight.  In 
recent years, significant advances have been achieved in the field of data-driven, automatized seizure detection 
for epilepsy (dealing with the classification of ictal against other states). Available seizure detection devices for 
EEG and non-EEG data have proven their efficiency primarily for tonic-clonic seizures43,44. Tracking epilepsy 
brain states over time, including transition states such as the preonset and onset type in this study, is a much 
more complex problem. Debates about the existence of a preictal brain state, as well as whether or not slow 
processes (like a successive loss of network resilience4) govern seizure emergence, are on-going45,46. Due to the 
mixed outcomes from the countless attempts to characterize and detect the preictal state, the research com-
munity has moved on to focus on detecting the so-called pro-ictal state, i.e., the state of increased seizure likeli-
hood. Thus, our focus has shifted from trying to predict seizures deterministically towards seizure forecasting 
following a probabilistic approach47. As it has been shown, computational modeling, replicating different pat-
terns of observed activity and providing means to test the mechanisms of their transitions, can serve as tools 
to fill in our gaps of understanding and better characterize current brain states29,33. We consider this study, the 
same as the work of Song et al.40,41, an essential step on the way to making use of the advantages of modeling for 
modern brain state tracking for epilepsy, adding to the successes of data-driven strategies, instead of competing 
with them. Our results highlight that the model-driven approach can add to the data-driven strategy, achiev-
ing comparable or even better results than a data-driven approach. We demonstrate that a model can generate 
a set of “pure” prototypes (further elaborated below), which we believe lies at the heart of modeling: creating 
a highly simplified yet helpful representation of reality. Our results, in particular, support the usefulness of the 
four Wendling types of brain state for hippocampal recordings from TLE patients and the high potassium rat 
in vitro model. While the classification performance of real data in this study, overall, did not meet some of the 
seizure detection performances achieved in the literature, the achieved values in the range of 0.42 to 0.99 can 
be considered quite successful, given that the expected sensitivity in four-way classification in case of random 
assignments is 25%. It is important to note that the performance was not homogeneous across the states. As 
expected, it was typically the highest for the interictal and ictal states and lower for the transition types. This can 
be explained by the inherently heterogeneous nature of the segments corresponding to the transitions to and 
back from seizure. Furthermore, different types of seizures are preceded and followed by different types of brain 
states in epilepsy20,31,35. Thus, further studies are needed to extend our results beyond the four types of brain 
states and the narrow choice of epilepsy type and recording location in this study.

To eliminate redundant information and thus help differentiate the brain state types based on the features, 
principle components analysis (PCA) was conducted, reducing the dimensionality from the 11 features to four 
principal components. The biggest part of captured information, PC 1, is shared among most features. Additional 
information is captured by power in lower frequency bands, spikeabs, and autocorrel, which in turn substan-
tially contribute to PC 2–4 (Fig. 2C left panels). In the next sub-steps, the projected signal features (i.e., the 
PCA scores) for all data segments are clustered into four clusters, and the cluster centroids are matched with the 
Wendling-defined types (so that, e.g., the centroid of cluster 2 becomes the prototype for type 4: ictal), to obtain 
the labeled brain state prototypes. Figure 2C right panels shows that PC 1 reliably differentiates interictal (type 
1) and ictal (type 4) state, while PC 2 helps to differentiate preonset (type 2) and onset (type 3) state. Moreover, 
human and rat-driven clustering show astonishing similarity, especially for the interictal state (across PCs) and 
ictal state (PC 1). Finally, for each data segment (dot in Figure 2C right panel), we identify the labeled centroid 
(prototype) that is spatially closest in PC space, thus most similar, to predict the type label of each segment 
(color-coded in Fig. 2D). Predicted labels are compared against visual data labels for individualized sensitivity 
and PPV performance. We found the lower sensitivity of the data-driven classification might be a consequence 
of the limited amount of data segments to derive the prototypes (a problem that data-driven classifiers often 
face). Real data segments contain noise (produced by other ongoing brain processes, artifacts, and measurement 
noise) and segments of mixed type (e.g., first half onset, second half ictal type). This is one of the major reasons 
why data-driven classifiers typically require large, multi-center datasets and an appropriate time scale for data 
segmentation to identify reliable types of brain states. Data-driven prototypes of brain states that are identified 
via cluster analysis, thus, may be epileptic or tied to other brain processes taking place at the same time. There-
fore, assuming that the modeled types of brain state capture relevant activity patterns of epileptic brain states, 
clustering model data has, by default, the advantage of providing somewhat “pure” type representatives instead 
of the more noise- and segmentation bias-prone clustering of real data. Thus, noise and segmentation bias most 
likely influenced the performance of data-driven classification in this study. That we did not find any onset type 
segments in the rat data could be an example. The captured dynamics in rat LFP recordings seemingly take 
place at a higher temporal scale (see Fig. 1). This could be attributed to (a) capturing neuronal activity from a 
more localized environment, i.e., from a few neurons instead of from thousands as recorded by the human iEEG 
macro-electrodes and (b) generally faster transitions between interictal and ictal states in the rat slice (see Fig. 2A 
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left panel, approximately one seizure per minute), than in the human intracranial recording (see Fig. 2A right 
panel, approximately one seizure per three hours; for plotting purposes inter-seizure interval is cut so that only 
1 min before until 1 min after the seizure is kept). In the case of (b) segmentation bias might have played a role. 
Presumably, the 5-s interval for data segmentation was too long to contain mostly the high-frequency type of 
activity. Also, other choices in the pipeline could have influenced the results: for example, the chosen number 
of components of PCA kept for further analysis. We chose four components, as they contained more than 80% 
of variance for all datasets (88% in humans, 94% in rats, and 98% in model data). However, optimal thresholds 
are data-specific. Furthermore, overall, we worked with a limited sample size. Therefore, real data classification 
results might not be sufficiently robust. Overall, due to the outlined considerations, the performance of data-
driven classification in this study could have been underestimated.

A significant practical advantage of the proposed model-driven approach, when compared to the data-driven 
approach, is that brain state labeling is achieved unsupervised, i.e., without the need for visually classified data to 
serve as ground truth for building the classifier. Visual labeling is a lengthy and cumbersome procedure requir-
ing much clinical expertise, especially for classifying transition types of brain states. Thus, in this study, visual 
labeling was only used to validate the classification results so that even data-driven classification was partially 
model-informed and thus unsupervised. It is pretty remarkable that each data cluster in the human data (human 
1) could be uniquely assigned one of the Wendling types and that in the rat data, where no onset type of brain 
state was present, the onset label was the only one not assigned to any of the clusters. This finding supports our 
main conclusion of consistent patterns in brain states in epilepsy across species. Yet, in shorter datasets, there 
were fewer type matches (Table 1). The different numbers of prototypes might have influenced the classifica-
tion results. For example, in the rat data without onset type data, there were only three types of brain state to 
detect and sensitivity, increasing the chance level to assign a correct type label. On the contrary, classification 
performance was likely to be decreased in datasets where centroids were dropped because the same type label 
was given to two or more centroids.

Another vital advantage of the model-driven approach mentioned above is that it can add relevant mechanistic 
insight. In the employed model, the epileptic brain states are explained and linked in the mechanical framework 
of hippocampal excitation and inhibition levels. This is particularly relevant in the context of brain state track-
ing for the application of timing-specific intervention. There, defining the current brain state based on a specific 
balance in excitatory and inhibitory population dynamics (A, B, G parameters in the Wendling model) could 
have direct implications for the desired treatment effects (e.g., a reduction of peri-dendritic inhibition to achieve 
a transition from preonset type back to the interictal type of brain state). Classifying brain state according to 
four prototypes with given model parameters, as done here, is a more conservative approach than the one that 
was used by Song et al.40,41, where the authors fit model parameters to individual data segments and infer brain 
states based on classifying the identified parameters. Our approach is more conservative in the sense that the 
specific model to generate the time series of prototypical activity for a given brain state is less relevant and, thus, 
can be more easily replaced (e.g., to obtain patient-specific prototypes from data-informed phenomenological 
models such as in35,36).

Model‑driven brain state classification might help tackle patient‑heterogeneity.  The high het-
erogeneity among and within epilepsy patients and their seizures is one of the main challenges in epilepsy treat-
ment, which has been suggested to be overcome by treatment approaches tailored to the individual patient and 
time point6,7. The proposed brain state classification approach provides a tool to assess the current brain state in 
a data-driven and, thus, time and patient-specific manner. We assessed the potential advantage of characterizing 
brain states, i.e., deriving prototypes, in a patient-tailored way over the generalizing approach, i.e., across-subject 
brain state classification. The individualized brain state classification had better PPV but worse sensitivity than 
the generalizing approach. Keeping in mind that sensitivity levels for the data-driven strategy might have been 
underestimated due to the limited sample size in this study and that the occasional smaller number of derived 
prototypes in the individualized approach might have influenced the results, we speculate that, especially when 
little data is available for a given patient (and a given type of brain state), the generalized approach might be 
preferable. The model-driven classification performed best among the different prototype datasets for the gen-
eralized approach. Conversely, generalized human-driven classification achieved the lowest performance in this 
study, suggesting that generalizing from one human to another might be problematic. Therefore, we propose 
that model-driven classification might better capture generalizable patterns and thus help overcome some of the 
observed patient heterogeneity in epilepsy. Note that the human dataset of this study was rather homogeneous, 
as it was recorded in the hippocampus from patients with hippocampal, temporal lobe epilepsy. Therefore, the 
presented results do not sufficiently address the patient heterogeneity due to the etiological background and 
varying locations of the epileptic focus. However, the types of brain state and model environment used here 
have been observed and applied outside of temporal lobe epilepsy48,49 Future work is needed to assess the per-
formance of the suggested approach to model-driven classification in bigger and more heterogeneous samples. 
Due to the chosen prototyping approach, the model and features are easily replaceable in the presented pipeline, 
which could thus be tailored to different patterns and types of brain states, if needed.

Conclusion
This study highlights the potential of model-driven brain state classification in epilepsy and provides a pipeline 
for unsupervised model- and data-driven classification based on prototype comparison. We are convinced that 
the potential of model-based approaches for clinical application is still on the verge of being explored. Future 
research for a potential clinical application of model-driven brain state classification includes optimization of 
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the performance of suggested procedures, a possible extension of the types of brain states, validation on a more 
extensive dataset, and a comparison with other machine learning schemes.

Methods
Study design.  We compare the performance of epileptic brain state classification across different strate-
gies (generalized classification: model-, human- and rat-driven; individualized classification: every individual 
for themselves) in three data sets (model, human, rat). The different employed strategies can be understood as 
treatment conditions. The outcome measures of this study are the sensitivity and PPV rate. They are assessed 
against the visual expert assessment of the data and statistically tested against the classification performance in 
1000 realizations of a matching Markov Chain (permutation testing) per individual, which can be understood 
as the control condition in this study. Statistical testing was done on a group or individual level for generalized 
or individualized classification. The visual expert assessment was blinded to the predicted brain state of a given 
data segment. The experimental unit was a single rat or human. The sample size in this study was not calculated 
a priori but depended on the data available to us, fulfilling our data-specific selection criteria (see below). Table 1 
shows the amount of data segments per individual.

Data.  Simulated data.  We simulate the Wendling neural mass model38,39 of interacting populations in the 
hippocampus as implemented by Fietkewicz et al.42 (customized code available at our GitHub repository), using 
the parameters listed in Table 3.

Changing additional parameters A, B, and G leads to different signal patterns in the model output represent-
ing the EEG signal. We simulate 100 segments of five seconds length at a sampling rate of 512 Hz for each type 
of brain state in epilepsy, given A, B, and G values from Wendling et al.39: interictal: A = 3.5, B = 13.2, G = 10.76; 
preonset: A = 4.6, B = 20.4, G = 11.48; onset: A = 7.7, B = 4.3, G = 15.1; ictal: A = 8.7, B = 11.4, G = 2.1.

Rat data.  The data were obtained from three male Wistar rats (approximately 200 g) that underwent the fol-
lowing procedure. Before the experiment, animals were housed in an enriched environment in 12/12 h light and 
dark conditions. The health status of the animals was checked regularly. For the experiment, the animals were 
deeply anesthetized (ketamine 80 mg/kg, xylazine 25 mg/kg) and then decapitated. The brains were removed 
from the skull and placed into ice-cold, oxygenated protective solution sucACSF (containing mMol 189 Sucrose, 
2.5 KCl, 0.1 CaCl2 , 5 MgCl2 , 26 NaHCO3 , 1.25 NaH2PO4· H 2 0, and 10 glucose). The brain was cut in the sagittal 
plane into slices of 350 µ m thickness using a vibratome (Campden Instruments, Loughborough, UK). The hip-
pocampus was cropped, and the CA3 area was cut off. The hippocampal slices were stored, at room temperature, 
in a holding chamber filled with “normal” ACSF consisting of (in mMol) 125 NaCl, 26 NaHCO3 , 3 KCl, 2 CaCl2 , 
1 MgCl2 , 1.25 NaH2PO4 , and 10 glucose, aerated with a humidified 95% O2–5% CO2 mixture. After >60 min, 
slices were transferred to an oxygenated interface recording chamber (34 ± 1 ◦C), constantly superfused with 
normal ACSF. Local field potentials were recorded using extracellular glass microelectrodes (diameter 10–15 
µ m) filled with ACSF. Signals were amplified (AC/DC Differential Amplifier Model 3000, A-M Systems, Inc., 
Carlsborg, Washington, USA) and digitized (Power1401, CED, Cambridge, England) with a sampling frequency 
of 10 kHz and stored using Spike 2 for further analysis. The slices were left for at least 10 min in the recording 
chamber to accommodate them. Then, the recording electrode was put on the stratum pyramidale. For sponta-
neous seizures to emerge, we increased the K+ concentration by adding KCl solution in large steps (1–3 mMol) 
until a total concentration of 6.5–7 mMol was reached. Then we increased the concentration further in small 
steps (0.2–0.5 mMol) until spontaneous seizure-like events occurred. The Ethics Committee of The Czech Acad-
emy of Sciences approved all experimental procedures. All methods were performed in accordance with the 
relevant guidelines and regulations, and the study is reported in accordance with ARRIVE (Animal Research: 
Reporting of In Vivo Experiments) guidelines. The data used in this study were chosen upon the occurrence of 
spontaneous seizure-like events up until the time point of stimulation, which was later applied to the slices for a 
different experiment. Recordings of Rat 1 included a total of 16 seizure-like events (Rat 2: 6, Rat 3: 7).

Human data.  Intracranial EEG data were obtained from four patients recorded during their presurgical 
workup at Motol Epilepsy Center in Prague, Czech Republic, between 2009 and 2017. Data were recorded using 
macro depth electrodes (Dixi Medical or Ad-Tech) in the referential montage using Stellate Harmony (sampling 
frequency 1 kHz) or Natus NicOne (sampling frequency 512 Hz). The study was performed in accordance with 
the Declaration of Helsinki, ethical approval was granted by the Ethical Committee of Motol University Hospi-
tal, and written informed consent was obtained from all subjects. For this study, patients were retrospectively 
selected based on their type of epilepsy (temporal lobe epilepsy), that they had at least one resected channel in 
the hippocampus and had excellent surgery outcomes (Engel Ia 2 years after surgery). In those patients, data 
were selected from each recorded seizure, particularly the time interval ranging from one minute before the 
start to one minute after the end of the seizure, from a hippocampal and resected channel. iEEG contacts in 
hippocampal structure CA1 were identified by assigning MNI coordinates to the probabilistic cytoarchitectonic 

Table 3.   Model parameters used for simulations.

Parameter a b g C C1 C2,C7 C3,C4 C5 C6 Sigmoid v0, e0, r Noise mean, std

Value 100 30 350 135 C 0.8 C 0.25 C 0.3 C 0.1 C 6, 2.5, 0.56 90, 30
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atlas using SPM Anatomy toolbox50(version 2.2c), and the channel with the highest probability was selected for 
analysis. Individual patient characteristics are summarized in Table 4.

Data preprocessing and visual labeling.  There was no data preprocessing, apart from centering the rat and 
human data around zero and inverting their polarity (to achieve consistency between rat, human, and model 
recordings). Furthermore, data were 50 Hz filtered to exclude line noise. Data were segmented into five-second 
segments, and for the rat and human data, each segment was assigned to one of the four Wendling types based 
on a visual assessment that took into account (1) the clinical marks of seizure on- and offset and (2) the order of 
brain state types (e.g., onset preceded ictal and was preceded by preonset). Figure 3D shows an example of visual 
assessment results. Visual labeling was not necessary for simulated data; for each segment, the used A, B, and G 
parameters—and thus the true type of brain state—was known.

Brain state classification procedure.  Brain states are classified based on a prototype comparison proce-
dure. The prototype generation follows these sub-steps: (1) feature calculation, (2) principle component analysis, 
(3) clustering analysis, and (4) centroid matching to Wendling types. Matched centroids then serve as proto-
types, and any data segment can be classified by choosing the most similar of the prototypes. Code will have 
been made available at our GitHub repository at https://​github.​com/​cobra​group/​epile​ptic-​brain-​states by the 
publication date.

Feature calculation and normalization.  We chose 11 signal features: signal mean, the average band power in 
range 0–0.5 Hz, 0.5–4 Hz, 4–12 Hz, 12–64 Hz, and >64 Hz, the distance between 0.95 and 0.05 quantile, spike 
count as the number of outliers based on Tukey 1.5 interquartile range threshold, signal variance, auto-correla-
tion at 5 ms lag and line lengths; due to their demonstrated usefulness to differentiate between the specific four 
types of brain state in epilepsy considered in this study39 and to characterize seizure transitions in general4,14. 
Features are calculated on each data segment separately and then z-normalized across all segments of a given 
individual or, in the case of the model, across all 400 simulated segments. Normalization is done to account for 
different scaling of the signal features.

Principle component analysis.  For prototype generation, we aim to reduce the dimensionality by removing 
information that was shared among features. Therefore, we conducted the principal component analysis with 
four components, which always accounted for more than 80% of the variance in all datasets used for prototype 
generation (88% in humans, 94% in rats, and 98% in model data). To be able to project other data into the same 
PC space, PCA coefficients need to be stored.

Cluster analysis and centroid matching to Wendling types.  In the next step of prototype generation, we cluster 
the PC data using kmeans algorithm to obtain cluster centroids which then serve as the prototypes for brain state 
classification. We choose four clusters of brain state, as our goal is to find clusters matching the four Wendling 
types. We then ask which of the four obtained clusters corresponds to which type of brain state (Fig. 4 “centroid 
matching”). We need to assign each cluster a unique type label to answer this question. For this, we use the 
model dataset, as in this dataset, the ground truth of the brain state type for each segment is known. Note that 
this step is done both in the model- and data-driven classification, as it solely matches the data-driven clusters 
with the Wendling-type brain state. Thus, in data-driven classification (Fig. 4A), real data is used to carry out 
the dimension reduction, clustering, and defining the prototypes as the centroids of the clusters, however, the 
model data is used to assign the four interpretable labels to the clusters. Therefore, for each segment of model 
data, z-normalized signal features are projected into the PC space of the prototype dataset. We then carry out a 
Voronoi tiling of the PCA space concerning the cluster centroids: to each centroid, we associate the region of all 
points, i.e., model data segments, that are closer to this centroid than to any of the remaining three centroids. 
Then the label for a given centroid is decided by voting among the model data segments within each region.

In some individuals, two of the centroids received the same label by this procedure; in this case, we kept 
only the prototype with the higher number of label-defining simulated segments, while the latter was dropped. 
Sometimes no model segment fell into the region defined by a centroid, again leading to omitting the centroid. 
Thus, in some individuals, we find fewer prototypes than four (marked as # types in Table 1).

Table 4.   Individual patient characteristics, as well as the recording location of the contact selected for this 
study, and the number of recorded seizures. . Recording location according to probabilistic cytoarchitectonic 
atlas (see text for details). aHuman 1 was used for prototype generation in human data-driven brain state 
classification.

Patient Gender Type of epilepsy Age (epil. duration) Rec. location (probability) n seizures

Human 1 a Male Left temporal 28 (8) years CA1 (100%) 3

Human 2 Male Left temporal 54 (28) years CA1 (92%) 3

Human 3 Female Left temporal 41 (23) years CA1 (94%) 2

Human 4 Female Right temporal 23 (4) years CA1 (99%) 1
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Classification of a new data segment.  Using the obtained prototypes (model, rat or human; colored dots in 
Fig. 4), we classify the type of brain state of any data segment by projecting its z-normalized feature values into 
the respective prototype dataset-derived PC space by multiplying them with the individual PCA coefficients and 
identifying the closest prototype centroid. That centroid’s type label (color in Fig. 4) becomes the segment’s label.

Statistical analysis of classification performance.  For statistical analysis, we calculate the confusion 
matrix for predicted versus true type (see Fig. 3D) for each individual. Then, we calculate sensitivity and positive 
predictive value (PPV) before averaging across the four types of brain state as:

Significance testing is done on the group level for each species (model, rat, or human) by comparing the group 
mean sensitivity or PPV against group mean sensitivity or PPV in 1000 surrogates (discrete-time, finite-state, 
time-homogeneous Markov chain simulations using the given data-specific true type transition matrix). For 
the model, the type transition matrix contains equal amounts of transitions for all types. Reported p-values 
correspond to the percentage of data realizations (including all surrogates and the single original data) that 
achieved the same or a higher sensitivity or PPV than the obtained group mean sensitivity or PPV, respectively.

Data availability
The datasets generated and analyzed during the current study are available from https://​osf.​io/​8cdz5/.

Code availability
All data processing and analysis were conducted in Matlab version R2021a (Mathworks Inc., USA). Relevant 
code is publicly available at the COBRA group GitHub repository at https://​github.​com/​cobra​group/​epile​
ptic-​brain-​states.
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8 Long-term seizure dynamics are deter-
mined by the nature of seizures and the
mutual interactions between them

8.1 The contributions toward the progress of the field

The study showed that seizures tend to cluster in time and are followed by seizure-free periods.
Within these clusters, the time interval between the seizures increases while the seizures be-
come progressively more severe and spread to other brain areas. The key novel idea expressed
in the study is that the seizures themselves determine the long-term dynamics of the seizure
clusters. The authors propose that the trajectory of the disease is governed, or at least substan-
tially influenced, by the mutual interaction between seizures. Specifically, the changes in the
ictal dynamics within the cluster can be attributed to the occurrence of non-convulsive and con-
vulsive seizures. Each non-convulsive focal seizure makes the next seizure stronger and more
severe via the kindling mechanism. During the cluster progression, the cerebral network under-
goes functional reorganization that facilitates the recruitment of extra-hippocampal structures
which manifests itself by a progressive increase in the proportion of convulsive seizures. Mean-
while, convulsive seizures decrease the probability of a subsequent seizure occurrence, increase
the time between the seizures, and decrease the seizure duration. The cumulative effect of re-
peated convulsive seizures leads to cluster termination. Understanding the long-term seizure
dynamics and mechanisms driving fluctuations in seizure susceptibility is crucial for improving
the treatments for epilepsy. This knowledge will greatly improve our comprehension of seizure
genesis, ultimately leading to better therapeutic approaches.
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8.2 The author’s contributions

The author was involved in experimental work, data analysis and contributed to the discussion.

8.3 Compliance with the thesis objectives

Although the study was not directly focused on the research of high-frequency oscillations,
it suggested the existence of a similar relationship between HFOs between clusters and con-
tributed substantially to a sense of new ideas and research questions. Specifically, the results of
the study can stand as a basis for the following research. The study found that seizure cluster-
ing is marked by the spread of electrographic epileptiform activity outside of the limbic system
and suggests that the cerebral network undergoes functional reorganization during the cluster.
Under the reorganization, it is likely that the properties of HFOs recorded between the seizures
will change. Further research could investigate the spatial distribution of HFOs during seizure
clustering to determine whether HFO activity is also spreading to extra-hippocampal structures
and how its properties change. These changes in time in different sites of the brain could be
exploited, possibly revealing the mechanism of how HFOs are generated. Therefore, further re-
search should focus on investigating the long-term fluctuations in interictal activity, particularly
ripples and fast ripples, with respect to the seizure clusters.
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A B S T R A C T   

The seemingly random and unpredictable nature of seizures is a major debilitating factor for people with epi
lepsy. An increasing body of evidence demonstrates that the epileptic brain exhibits long-term fluctuations in 
seizure susceptibility, and seizure emergence seems to be a consequence of processes operating over multiple 
temporal scales. A deeper insight into the mechanisms responsible for long-term seizure fluctuations may provide 
important information for understanding the complex nature of seizure genesis. In this study, we explored the 
long-term dynamics of seizures in the tetanus toxin model of temporal lobe epilepsy. The results demonstrate the 
existence of long-term fluctuations in seizure probability, where seizures form clusters in time and are then 
followed by seizure-free periods. Within each cluster, seizure distribution is non-Poissonian, as demonstrated by 
the progressively increasing inter-seizure interval (ISI), which marks the approaching cluster termination. The 
lengthening of ISIs is paralleled by: increasing behavioral seizure severity, the occurrence of convulsive seizures, 
recruitment of extra-hippocampal structures and the spread of electrographic epileptiform activity outside of the 
limbic system. The results suggest that repeated non-convulsive seizures obey the ‘seizures-beget-seizures’ 
principle, leading to the occurrence of convulsive seizures, which decrease the probability of a subsequent 
seizure and, thus, increase the following ISI. The cumulative effect of repeated convulsive seizures leads to 
cluster termination, followed by a long inter-cluster period. We propose that seizures themselves are an 
endogenous factor that contributes to long-term fluctuations in seizure susceptibility and their mutual interaction 
determines the future evolution of disease activity.   

1. Introduction 

Epilepsy is a chronic neurological disorder characterized by spon
taneous recurrent seizures. From the patient’s perspective seizures are 
usually unpredictable and random, occurring suddenly, with no 
apparent relationship to previous seizures. The unpredictability of sei
zures is a major debilitating factor that decreases the quality of life for 

people with epilepsy (Cook et al., 2013; Fisher et al., 2000). Statistical 
analyses of patients’ seizure diaries demonstrated non-random patterns 
in seizure distribution (Binnie et al., 1984; Milton et al., 1987; Balish 
et al., 1991; Tauboll et al., 1991; Bauer and Burr, 2001; Sunderam et al., 
2007). One of the most important factors contributing to a non-random 
seizure occurrence is seizure clustering. Clinically, a cluster is defined as 
a closely grouped series of seizures or an overall increase in the patient’s 
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typical seizure frequency (Haut, 2006). In patients with pharmacor
esistant epilepsy, the prevalence of clustering ranges from 13 to 78% 
(Binnie et al., 1984; Milton et al., 1987; Balish et al., 1991; Tauboll et al., 
1991; Bauer and Burr, 2001; Sunderam et al., 2007; Haut, 2006). 
Recently, the existence of a non-random seizure distribution was 
confirmed in studies in which intracranial EEG was recorded for months 
or years (Baud et al., 2018; Cook et al., 2014; Karoly et al., 2016). In 
these pivotal studies, nearly every patient displayed long-term rhythms 
in seizure probability, and in individual patients, even multiple rhythms 
(circadian, multi-day, multi-week, or multi-month) in seizure occur
rence could be identified. Detailed analysis of long-term intracranial 
electrographic data revealed that the long-term fluctuations in seizure 
susceptibility were accompanied by changes in the dynamics of inter
ictal discharges or specific signal properties (Baud et al., 2018; Maturana 
et al., 2020). The clinical observations are supported by data obtained 
from various chronic animal models of epilepsy, where seizure clus
tering is a common phenomenon. Clustering has been observed in 
models of temporal (Arida et al., 1999; Bajorat et al., 2011; Cavalheiro 
et al., 1991; Goffin et al., 2007; Pitsch et al., 2017; Mazzuferi et al., 
2012; Grabenstatter et al., 2005; Williams et al., 2009), neocortical 
(Chang et al., 2018a), and generalized epilepsy, including genetic 
models. 

Each patient or animal can experience multiple seizure types ranging 
from electrographic (asymptomatic seizures) or focal seizures with mild 
clinical correlates, to severe generalized seizures. The seizure type can 
change from one seizure to another, and the mechanisms and circum
stances that are responsible for this fluctuation are unknown. However, 
it is now well established that detailed investigation of the long-term 
dynamics of the epileptic brain is one of the key steps in understand
ing seizure genesis and the emergence of various seizure types. 

Whilst a myriad of mechanisms responsible for seizure initiation or 
transition to seizure have been identified (Blauwblomme et al., 2014), 
the cellular and network mechanisms underlying long-term fluctuations 
in seizure susceptibility, seizure clustering and clinical severity of sei
zures are not well understood. Seizure clustering can be associated with 
intercurrent illness or exogenous risk factors like drug withdrawal 
(Haut, 2006). In catamenial epilepsy, the seizure susceptibility is driven 
by changes in plasma levels of estrogens and progesterone (Herzog et al., 
2004). In the majority of cases, the mechanisms responsible for endog
enous fluctuations remain to be elucidated. 

In this study, we explored long-term seizure dynamics and seizure 
clustering in the tetanus toxin (TeNT) model of temporal lobe epilepsy. 
The results demonstrate that fluctuations in seizure probability and 
seizure clustering are associated with functional reorganization of brain 
network properties. We show that the nature of past seizures, seizure 
severity, and network reorganization determine the brain propensity to 
seize and the evolution of disease activity. 

2. Methods 

2.1. Animals 

Two groups of animals were used. The first group consisted of 11 
adult male Sprague-Dawley rats weighing approximately 250 g. These 
animals were part of a study examining neurogenesis in the tetanus toxin 
model of temporal lobe epilepsy and the animals were implanted with 
wire-less telemetry (Jiruska et al., 2013a). The second group consisted of 
9 Wistar rats weighing between 350 and 540 g. All animals were housed 
under standard conditions in a room with controlled temperature (22 ±
1 ◦C) and 12/12 h light/dark cycle. The animals had ad libitum access to 
food and water. All animal experiments were performed under the An
imal Care and Animal Protection Law of the Czech Republic, fully 
compatible with the guidelines of the European Union directive 2010/ 
63/EU or with the Animal Scientific Procedures Act (1986) of the United 
Kingdom and Institutional Ethical Review. 

2.2. Surgery, electrode implantation and recording 

In the first group, TeNT injection and electrode implantation were 
performed under generalized ketamine or isoflurane anesthesia. Small 
trephine openings were drilled symmetrically over both hippocampi at 
coordinates AP: − 4.1 mm, L: ±3.9 mm in mm with respect to bregma 
(Paxinos and Watson, 1998). Using a Hamilton microsyringe and infu
sion pump (KD Scientific Inc., USA) 1 μl of TeNT (Sigma-Aldrich, UK) 
solution was injected into the stratum radiatum of the right dorsal 
hippocampal CA3 area (Jiruska et al., 2013a). TeNT solution contained 
25 ng of TeNT in 1 μl of 0.05 M phosphate-buffered saline (PBS; Sigma- 
Aldrich, UK) and 2% bovine serum albumin (Sigma-Aldrich, UK). TeNT 
solution was injected at speed of 200 nl/min. The microsyringe was left 
in place for five minutes after the injection ended to avoid backflow 
along the injection track. Following the injection, silver ball electrodes 
were inserted into both openings epidurally over both cortices and fixed 
to the skull using dental acrylic. Electrodes were connected to single 
channel bipolar telemetric transmitters (Data Sciences International, 
s’Hertogenbosch, Netherlands), which were implanted subcutaneously 
over the dorsal aspect of the thorax and secured with sutures. 

Following surgery, animals were housed in single cages and moni
tored by continuous electrocorticography starting on the 4th day until 
the 17th day. Electrocorticographic signals were recorded using Data
quest A.R.T. 4.3 acquisition system (Data Sciences International, 
s’Hertogenbosch, Netherlands) and sampled at 100 Hz. On day 17, an
imals were humanely overdosed with ketamine. This first group was part 
of a separate study focused on neurogenesis (Jiruska et al., 2013a). 

In the second group, surgery was performed under generalized iso
flurane anesthesia. Using a Hamilton 7001 syringe with a blunt needle 
and electronic infusion pump (KD Scientific Inc., USA) 1 μl of TeNT 
solution (Quadratech, UK) was injected into the stratum radiatum of the 
right dorsal hippocampal CA3 area, at coordinates AP: − 4.1, L: ±3.9, D: 
− 3.8 (Paxinos and Watson, 1998). The TeNT solution contained 10 ng of 
TeNT in 1 μl of 0.05 M phosphate-buffered saline (PBS; Sigma-Aldrich, 
UK) and 2% bovine serum albumin (Sigma-Aldrich, UK). Tetanus 
neurotoxin solution was injected at speed of 200 nl/min and the 
microsyringe was left in place for five minutes after the injection ended 
to avoid backflow along the injection track. Afterward, the animals were 
implanted with bipolar twisted electrodes bilaterally in the dorsal hip
pocampus and motor cortex. The electrodes were made from silver wire 
with a bare diameter of 120 μm, insulated by a 30 μm layer of PFA (A-M 
Systems, Inc., Carlsborg, Washington, USA). The two contacts of each 
electrode were 0.5 mm apart. The coordinates of hippocampal and 
cortical electrodes with respect to bregma were AP: − 4.6, L: ±2.6, D: 3.3 
and AP: 1.5, L: ±3.0, D: 1.5 respectively. Ground/reference stainless 
steel jeweler’s screws were placed over the cerebellum. 

Following a 5-day recovery period, the animals were subjected to 
video-EEG monitoring for at least three weeks. Two different recording 
setups were used. The Neuralynx setup consisted of a headstage unit 
gain amplifier HS-27 (Neuralynx, Bozeman, Montana, USA) and a Lynx- 
8 amplifier (Neuralynx, Bozeman, Montana, USA) set to a gain of 196, 
high-pass filter at 0.1 Hz and low-pass filter at 3 kHz. The signal was 
then digitized using a Power 1401 CE converter (Cambridge Electronic 
Design, Cambridge, UK) at the sampling frequency of 10 kHz and 16-bit 
resolution and recorded to a computer using Spike2 software (Cam
bridge Electronic Design, Cambridge, UK). The synchronized video was 
recorded by Spike2 using a USB webcam. Signals recorded using the 
Intan setup were amplified, analog-filtered and digitized by a RHD2132 
headstage board (Intan Technologies, Los Angeles, California, USA). The 
digitized signals were transferred via swivel using the SPI bus to the 
RHD2000 evaluation board, which was connected to a computer via 
USB. The analog high-pass filter was set to 0.1 Hz and the low-pass filter 
to 1.7 kHz. The sampling frequency was 5 kHz and the resolution was 16 
bit. Custom-made software was used for EEG recording. The synchro
nized video was recorded using a USB camera. 
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2.3. Identification of seizures and interictal epileptiform discharges 

Recorded signals were exported, reviewed, and analyzed using 
Spike2 (Cambridge Electronic Design, Cambridge, UK) and custom 
made programs written in Matlab (Mathworks Inc., USA). The EEG re
cordings from the second group of rats were analyzed in the unipolar 
montage. In the examination of seizure occurrence, animals from both 
groups were pooled. Seizures were identified visually in the hippo
campal EEG traces. If the presence of artifacts complicated identification 
of seizures, the visual analysis was combined with spectral analysis. 
Using fast Fourier transform, time-frequency maps were constructed and 
seizures were determined according to their characteristic spectral 
profiles (Cook et al., 2014; Schiff et al., 2000). To differentiate clearly 
short ictal discharges from interictal bursts (Chang et al., 2018b), only 
ictal discharges lasting more than 15 s were selected for subsequent 
statistical analysis. Seizures less than three minutes apart were joined 
into a single event. For each animal, we obtained a series of seizure 
onsets and durations. 

In 9 animals, synchronized video recordings of the seizures were 
used to visually evaluate seizure behavioral severity using the Racine 
scale (Racine, 1972a). Then we separated seizures into non-convulsive 
(Racine stage 1–2) and convulsive (Racine stage 3–5) group for the 
subsequent analysis. 

Interictal epileptiform discharges (IEDs) were detected in each 
channel using an automatic detector (Janca et al., 2015). Subsequently, 
we combined the detections from all four motor cortex channels into one 
series and detections from all four hippocampal channels into another 
series. Events in different channels closer than 0.2 s were considered one 
propagating IED. 

2.4. Statistical evaluation of trends 

The statistical evaluation of trends with respect to intra-cluster time 
was performed by the following procedure. Each cluster was divided 
into 10 time bins. We computed the mean of a given parameter in each 
time bin. We fitted a straight line to the means of the bins. The slopes of 
the fitted lines were subjected to the Wilcoxon signed-rank test to 
determine whether they were statistically significantly different from 
zero. Data are given as mean ± standard error of the mean followed by 
the median value in parentheses; mean ± SEM (median). 

3. Results 

3.1. Seizure profiles 

All 17 rats from both groups developed spontaneous recurrent sei
zures (Fig. 1A,B) of varying behavioral intensity ranging from Racine 1 
up to 5. Both groups presented a similar mean seizure frequency (0.54 
vs. 0.53 seizure/h). Each animal experienced 152 ± 33 (109) seizures. 
The first seizure occurred on day 12 ± 1 (Arida et al., 1999). The average 
seizure duration was 81 ± 2 (Shapira et al., 1996) s. The mean inter- 
seizure interval (ISI) was 103 ± 9 (Hawkins and Mellanby, 1987) min. 
In 2/17 rats, long-term dynamics could not be studied, because the 
recording terminated prematurely due to the loss of the implant. In the 
remaining 15/17 rats, seizures occurred in visually discernible clusters 
(Fig. 1D). In addition to clusters, in three animals, we also recorded a >
10 day long period of moderate seizure incidence of 1.00 ± 0.29 (0.78) 
seizures per hour, towards the end of the recording. We checked whether 
the seizures could form a homogeneous Poisson process, which would 
imply an exponential distribution of ISIs. In all 15 rats, we confirmed a 
non-exponential distribution of ISIs (p < 0.05, χ2 test); thus, the seizure 
profiles were not entirely random (Fig. 1C,D). 

We defined a seizure cluster, based on visual investigation on the 
seizure profiles, as a group of at least 10 seizures separated by an ISI of 
no more than 12 h and lasting no more than 96 h (Fig. 1D). In three of 
the 15 rats, after the first inter-cluster period, we observed a long period 

of moderate seizure incidence without the longer seizure-free intervals. 
One to three clusters were recorded per animal. In total, we identified 26 
clusters. The mean cluster duration was 46 ± 3 (Howbert et al., 2014) 
hours and the mean inter-cluster period was 61 ± 10 (Jirsa et al., 2014) 
hours. The mean number of seizures in a cluster was 60 ± 6 (Krystal 
et al., 1998). The ISI duration within clusters was 46 ± 2 (Chang et al., 
2018b) min. 

3.2. Temporal distribution of seizures within the cluster 

To find possible mechanisms responsible for clustering, we evaluated 
the seizure distribution in each cluster. We observed that ISIs increased 
with intra-cluster time (Fig. 1E, 2A). A regression line was fitted to the 
ISI duration versus the intra-cluster time. In 22/26 clusters there was a 
positive slope (Fig. 2B; p < 0.001, Wilcoxon signed-rank test). For vis
ualisation of the population data, we divided each cluster into 10 equal 
time segments in which we evaluated the mean duration of the ISIs 
(Fig. 2C). We then graphically displayed the mutual relationship be
tween the duration of a given ISI (ISIn) and the next ISI (ISIn+1) for each 
cluster (Fig. 2D). The results demonstrated that the durations of future 
ISIs are a function of past ISIs (Fig. 2D,E). Short ISIs are followed by 
short ISIs, which happens typically during the early parts of the cluster 
(Fig. 2D, cold colors). Meanwhile, long ISIs tend to be followed by long 
ISIs, dynamics that occur almost only during the terminal stages of the 
cluster (Fig. 2D, warmer colors). This is in line with the fact, that sub
sequent ISIs were correlated in 19/26 clusters (Spearman’s correlation 
coefficient, ρ > 0.3, p < 0.05) which is evidence that seizures within 
these clusters are not a fully random (Poisson) process. The presence of 
interdependency between ISI durations suggests that seizures must be 
governed by a non-random underlying process. However, it is not clear 
whether this process is driven by endogenous changes in the 

Fig. 1. Seizure clusters. (A) Four hours of hippocampal EEG containing nine 
seizures. (B) An example of ictal discharge. (C) Example of artificially generated 
completely random data, i.e. Poisson process. (D) Raster plot of the seizure 
times in a selected animal. It displays an accumulation of seizures into three 
clusters, interspersed with prolonged seizure-free inter-cluster periods. (E) 
During an individual seizure cluster, inter-seizure intervals progres
sively increase. 
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epileptogenic tissue caused by the seizures per se or whether this process 
is external in origin. Therefore, in the next step, we explored in detail 
whether intra-cluster seizure properties could explain the seizure dis
tribution pattern. 

3.3. Changes in seizure properties during the cluster 

Firstly, we evaluated whether the observed changes in ISI could be a 
consequence of seizure duration. With cluster progression, the seizure 
duration decreased, particularly during the terminal parts (Fig. 3A, B, n 
= 26 clusters, p = 0.007, Wilcoxon signed-rank test, see Methods). In the 
second group of animals (n = 9), we analyzed seizure severity and 
spread. Changes in ISI were paralleled by increasing behavioral severity 

of seizures, which was classified according to the Racine scale (Racine, 
1972a). The cluster typically started with non-convulsive seizures 
(Racine 1–2) with a progressively increasing percentage of convulsive 
seizures (Racine 3–5) towards the end of the cluster (Fig. 3A,C; n = 9 
clusters, p = 0.004, Wilcoxon signed-rank test, see Methods). Usually, 
the cluster terminated with multiple Racine stage 5 seizures. We then 
explored the relationship of seizure severity and subsequent ISI. The ISI 
probability distributions showed that non-convulsive seizures are fol
lowed by shorter ISIs (Fig. 3D). The mean duration of ISI was 0.53 ±
0.13 (0.39) hours after the non-convulsive seizures (n = 9 cluster ISI 
means) and 1.77 ± 0.18 (1.65) hours after convulsive ones (n = 9 cluster 
ISI means, p < 0.001, Wilcoxon signed-rank test). 

The aggravation in behavioral seizure severity was associated with 
increased electrographic seizure spread. Since the seizures initiated in 
the hippocampal electrodes, similarly to other temporal lobe epilepsy 

Fig. 2. Intra-cluster changes in ISIs. (A) An example of the temporal evolution 
of the ISIs during the course of the cluster. The duration of ISIs progressively 
increases with time. (B) The ISI data for each cluster was fitted with a regression 
line. Each line represents an individual cluster. Black color marks regression 
lines with a positive slope, while red lines have a negative slope. (C) Population 
statistics of ISI for all analyzed clusters. The x-axis represents evenly spaced 
time intervals from the beginning to the end of each cluster. (D) Scatter plot 
showing the duration of the nth and nth 

+ 1 ISI (ISIn and ISIn+1, respectively) 
within an example cluster (the time is color-coded). Thus, the future ISIn+1 is 
the function of the current ISIn. Short ISIs occuring during the early stages of the 
cluster (cold colors) will also be followed by short ISIs, while long ISIs observed 
during the terminal stages of the cluster (warm colors) will be preferentially 
followed by ISIs with a long duration. (E) The scatter plot of each cluster was 
fitted with a regression line, showing that these relationships are observable in 
the majority of clusters. 

Fig. 3. Changes in seizure duration and severity during the clusters. (A) Stem 
plot demonstrating time-dependent changes in seizure severity and duration 
with cluster progression. The cluster starts with non-convulsive seizures of long 
duration. With cluster progression, the number of seizures with a convulsive 
component increases. The terminal parts are usually associated with Racine five 
seizures of short duration. (B) Population data demonstrate a decrease in 
seizure duration and an increase in seizure severity (C) throughout the course of 
the cluster. (D) Probability distribution of subsequent ISIs after non-convulsive 
and convulsive seizures. The distribution of ISIs after a convulsive seizure is 
shifted to the right, which indicates that severe seizures tend to be followed by 
longer ISIs. 
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models (Bertram, 2009; Toyoda et al., 2013), the spatial spread of a 
seizure can be assessed using the power of the seizure EEG signal in the 
motor cortices (Fig. 4A,B). Convulsive seizures had higher signal power 
in the motor cortices compared to non-convulsive seizures (n = 9 cluster 
means, 0.13 ± 0.02 (0.13) mV2 vs. 0.05 ± 0.00 (0.04) mV2, p < 0.001, 
Wilcoxon rank-sum test). Temporal analysis showed that the power in
creases with the progression of the cluster (Fig. 5A,D; n = 9 clusters, p =
0.004, Wilcoxon signed-rank test, see Methods). In contrast, the hippo
campal ictal signal power did not show any significant changes during 
the cluster course (Fig. 5C, n = 9 clusters, p = 0.82, Wilcoxon signed- 
rank test, see Methods). 

The data suggest that with cluster progression, the cerebral network 
undergoes functional reorganization that facilitates the recruitment of 
extra-hippocampal structures and the spread of epileptiform activity 
outside the hippocampus. This suggestion is also supported by the 
analysis of interictal epileptiform discharges (IEDs). IEDs were gener
ated in the hippocampus and motor cortex (Fig. 4C). IEDs in the motor 
cortices occurred both, in synchrony with, and independently of, hip
pocampal discharges, which points to the active involvement of the 
motor cortex in epileptiform activity. With cluster progression, the IED 
rate in the motor cortices significantly increased (Fig. 5B,F; n = 9 clus
ters, p = 0.004, Wilcoxon signed-rank test, see Methods), whereas in the 
hippocampi, no such trend was observed (Fig. 5 E; n = 9 clusters, p =
0.359, Wilcoxon signed-rank test, see Methods). 

To assess whether convulsive seizures produce a more pronounced 
postictal depression, we computed signal power in 5-s periods after 
seizure offsets. The signal was high-pass filtered with a cut-off frequency 

Fig. 4. Seizure spread and IEDs during the cluster. (A) An example of seizure 
activity recorded from the hippocampi (Hipp) and motor cortices (MCx) of both 
hemispheres during the early stages of the cluster. Note the low amplitude of 
the EEG signal in the motor cortex. (B) An example of a seizure during the 
terminal part of the cluster is characterized by enhanced involvement of motor 
cortices, which manifests as increased amplitude of ictal activity in each cortex. 
(C) Interictal recording during the late stages of the cluster. In the motor cortex, 
some IEDs are synchronous with the hippocampal ones whereas some are in
dependent of the hippocampal activity (arrows). 

Fig. 5. Changes in seizure propagation and IED activity during the clusters. (A) 
Stem plot demonstrating the time-dependent evolution of the power of ictal 
discharge in the motor cortex (MCx) during the cluster. With cluster progres
sion, the EEG signal power in the motor cortex and behavioral seizure severity 
increase, indicating enhanced seizure spread to extra-hippocampal structures. 
(B) An example of intra-cluster changes in the IED rate in the hippocampus and 
motor cortex. IED rate in the motor cortex increases with the approaching 
cluster termination. (C) Population analysis demonstrates that while the seizure 
power in the hippocampus did not change, it significantly increased in the 
motor cortex (D). (E) The IED rate did not change in the hippocampus. (F) The 
IED rate in the motor cortex progressively increased with cluster progression. 
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of 2 Hz prior to the power computation. Hippocampal and motor cortex 
channels were analyzed separately. In the hippocampus, postictal power 
was 0.016 ± 0.004 (0.011) mV2 after non-convulsive seizures and 0.010 
± 0.002 (0.009) mV2 after convulsive seizures (n = 9 cluster means, p =
0.16, Wilcoxon signed-rank test). In 6/9 clusters, the postictal signal 
power in the hippocampi was higher after non-convulsive seizures 
(Fig. 6A). In these clusters, we observed a decreasing trend of the hip
pocampal postictal power with intra-cluster time, which also dominates 
in the population data (Fig. 6B). In the motor cortex, signal power after 
non-convulsive seizures was 0.007 ± 0.001 (0.006) mV2 while power 
after convulsive seizures was 0.008 ± 0.002 (0.009) mV2 (n = 9 cluster 
means, p = 0.57, Wilcoxon signed-rank test). No changes in postictal 
power were observed with cluster progression (Fig. 6C). 

4. Discussion 

4.1. Long-term seizure dynamics 

The growing body of evidence from experimental and clinical studies 
suggests that insights into long-term dynamics of seizures are critical for; 
1) understanding the principles of ictogenesis, and 2) identification of 
the mechanisms that are driving the long-term fluctuations in seizure 
susceptibility. Long-term fluctuations in seizure probability or seizure 
clustering are present in both humans and animal models of chronic 
epilepsy, respectively. The period of fluctuations can range from a few 
days to weeks, months (Binnie et al., 1984; Balish et al., 1991; Bauer and 
Burr, 2001; Baud et al., 2018; Karoly et al., 2016; Maturana et al., 2020; 
Karoly et al., 2020) or even years (Griffiths and Fox, 1938). In humans, 
the analyses of seizure diaries demonstrate that seizure clustering is a 
common phenomenon (Milton et al., 1987; Balish et al., 1991; Tauboll 
et al., 1991; Bauer and Burr, 2001; Baud et al., 2018; Cook et al., 2014; 
Griffiths and Fox, 1938; Osorio et al., 2009; Fisher et al., 2015; Haut 
et al., 2005; Sillanpaa and Schmidt, 2008). 

Recently, seizure-induced inhibition mechanism were explored in 

great detail using data from long-term intracranial recordings obtained 
from patients implanted with seizure prediction (Cook et al., 2013) or 
closed-loop stimulation devices (Baud et al., 2018). These recordings 
provided data about the real incidence of seizures, because a significant 
discrepancy exists between the number of electrographic seizures and 
number of seizures reported by patients (Cook et al., 2013). The analysis 
of detected electrographic seizures confirmed the existence of circadian 
and multidien cyclicity in seizure occurrence in nearly every patient. 
Also, the co-existence of multiple rhythms was identified, even in indi
vidual patients (Baud et al., 2018; Maturana et al., 2020). The subse
quent studies showed that these rhythms could be tracked by analyzing 
biomarkers, such as interictal epileptiform activity or markers of 
dynamical stability derived from interictal EEG (Baud et al., 2018; 
Karoly et al., 2016; Maturana et al., 2020; Baud et al., 2019). Seizures 
preferentially occurred during specific (rising) phases of biomarker 
fluctuation and the combination of biomarker dynamics at multiple 
temporal scales was highly informative about the risk of seizure 
occurrence. 

Long-term seizure fluctuations and clustering are also inherent to 
many chronic models of epilepsy in rodents. Seizure clustering is well 
documented in the pilocarpine (Arida et al., 1999; Bajorat et al., 2011; 
Cavalheiro et al., 1991; Goffin et al., 2007; Pitsch et al., 2017), kainic 
acid (Grabenstatter et al., 2005; Williams et al., 2009; Baud et al., 2019), 
hippocampal (Hawkins and Mellanby, 1987) and neocortical tetanus 
toxin models (Chang et al., 2018a), or in epilepsy induced by hypoxic- 
ischemic injury (Kadam et al., 2010). Seizures in dogs with naturally 
occurring epilepsy also tend to occur in clusters (Howbert et al., 2014; 
Gregg et al., 2020). Similar to human studies, the changes in seizure 
probability can be monitored. In the tetanus toxin model, the observed 
changes in brain stability were also indicative of the approaching period 
of seizure accumulation (Chang et al., 2018b). 

4.2. Intra-cluster dynamics 

In this study, we provide new data about cluster organization and 
how seizures themselves determine the long-term clustering dynamics. 
We propose that cluster evolution is an emergent phenomenon 
combining the well-known principles of kindling (Racine, 1972a; God
dard et al., 1969), the ‘seizures-beget-seizures’ theory, and the anti- 
seizure effect of generalized seizures (Mucha and Pinel, 1977; Hand
forth, 1982; Herberg and Watkins, 1966; Reisner, 2003; Fink, 1978). We 
showed that early parts of the cluster are characterized by the presence 
of non-convulsive seizures with short ISIs. The cluster progression is 
accompanied by increasing behavioral seizure severity, a gradual in
crease in the propagation of seizure activity and the involvement of 
extra-hippocampal regions. The progressive worsening of seizures and 
recruitment of extra-temporal structures into the epileptic activity are 
phenomena that were typically observed in the original kindling studies 
(Racine, 1972a; Goddard et al., 1969) and is in line with the ‘seizures- 
beget-seizures’ maxim. Note that the kindling studies showed that it was 
only the non-motor (focal) seizures that progressively decreased the 
seizure threshold (Stripling and Russell, 1989; Racine, 1972b). 

On the contrary, the electrically induced seizures that were associ
ated with a motor component (convulsive seizures, i.e. Racine 3–5) 
displayed an acute inhibitory effect on subsequent kindled seizures and 
increased the threshold for their induction (Mucha and Pinel, 1977; 
Herberg and Watkins, 1966). Interestingly, the inhibition lasted from 
one to two hours, which is similar to the ISI duration observed during 
the later parts of seizure clusters in our study. The inhibitory effect of 
generalized seizures was also demonstrated in experiments with 
maximal electroshock applied during the kindling (Handforth, 1982) 
and in humans who underwent electroconvulsive therapy (ECT) for 
pharmacoresistant depression (Reisner, 2003; Fink, 1978; Shapira et al., 
1996; Green, 1960; Krystal et al., 1998). Thus, the ISI prolongation, 
which we observed in the second half of the seizure cluster, could be 
attributed to convulsive seizures emerging as a consequence of initial 

Fig. 6. Impact of seizures on the post-ictal period. (A) Stem plot demonstrating 
the time-dependent evolution of the signal power of the post-ictal period in the 
hippocampus. In this cluster, note that a more prominent post-ictal suppression 
follows the convulsive seizures at the end of the cluster. (B) Time evolution of 
post-ictal power in the hippocampus and the cortex during the cluster (C). 

J. Kudlacek et al.                                                                                                                                                                                                                               

84



Neurobiology of Disease 154 (2021) 105347

7

kindling by focal seizures. 
Previous studies have shown that the effect of convulsive seizures is 

cumulative. In the kindling model, the induction of repeated convulsive 
seizures by application of maximal electroshocks increased the 
threshold for elicitation of afterdischarges and led to a refractory period 
lasting several days (Mucha and Pinel, 1977; Handforth, 1982). The 
observed time course of the increased threshold for seizure induction is 
in good agreement with the presence of multiple convulsive seizures at 
the terminal parts of the cluster, followed by a long inter-cluster period. 
Therefore, we propose that the cumulative effect of repeated convulsive 
seizures led to a gradually increasing ISI and ultimately, resulted in 
cluster termination followed by a prolonged period of low seizure sus
ceptibility that determined the duration of the inter-cluster period. A 
similar phenomenon was observed on a shorter time scale, at the level of 
individual seizures. Several studies demonstrated that seizure termina
tion is characterized by large-amplitude bursts with a long interval be
tween individual bursts and a high level of spatial synchronization 
(Jiruska et al., 2013b; Jirsa et al., 2014). Boido et al. showed that the 
inter-burst interval was associated with the refractoriness to burst in
duction (Boido et al., 2014). Each refractory period was determined by 
inhibitory synaptic transmission and also by seizure-induced non-syn
aptic and intrinsic mechanisms. The authors proposed that the bursts 
with high-amplitude have the capacity to induce a stronger and longer 
refractory period and that seizure termination occurs due to the cumu
lative effect of burst-induced anti-seizure mechanisms. 

4.3. Mechanisms of seizure-induced inhibition 

Several candidate mechanisms could be responsible for the long- 
term inhibitory effect of generalized seizures. The mechanism of 
seizure-induced inhibition is likely to be the same as that which termi
nates the seizure (Loscher and Kohling, 2010). One promising mecha
nism is the release of endogenous opioids that have an anti-seizure 
effect. Opioids are released into the cerebrospinal fluid after maximal 
electroshock seizures. Interestingly, when the cerebrospinal fluid was 
transplanted to the brain of naive animals, it increased seizure threshold 
and this effect could be blocked by the application of naloxone (Kryz
hanovsky et al., 1989; Shandra et al., 1994). 

Another promising neuromodulator with a long-term effect is neu
ropeptide Y (NPY). NPY targets 5 classes of receptors (Y1–Y5). In the 
hippocampus, the most abundant is Y2, which reduces excitation (Lado 
and Moshe, 2008). NPY was shown to inhibit electrically elicited sei
zures in rats (Woldbye et al., 1996) and coexpression of NPY with Y2 
receptor was shown to decrease seizure frequency in epileptic rats 
(Melin et al., 2019). NPY expression is enhanced by recurrent seizures in 
various brain areas. Following kainate-induced status epilepticus, the 
NPY overexpression is maximal after 6–12 h, depending on the brain 
region. The NPY system is believed to represent another seizure-limiting 
factor (Loscher and Kohling, 2010; Lado and Moshe, 2008; Vezzani and 
Sperk, 2004) and could possibly also contribute to the prolongation of 
inter-seizure interval with seizure cluster progression and finally, cluster 
arrest. Another candidate mechanism of long-term inhibition is changes 
in the neurotransmitter receptor expression, for example, acetylcholine, 
GABA, or norepinephrin receptors (McNamara et al., 1980). 

5. Conclusions 

Deeper knowledge about long-term seizure dynamics and the driving 
factors will significantly contribute to our understanding of the complex 
mechanisms behind seizure generation. In this work, we suggested that 
fluctuations in seizure incidence are caused by the seizures themselves. 
Focal, non-convulsive, seizures at the beginning of the cluster act via 
positive feedback, contribute to cluster progression and aggravation of 
successive seizure activity. The subsequent occurrence of convulsive 
seizures has a negative feedback effect by progressively decreasing 
seizure rate and shifting the dynamics towards cluster termination, 

followed by a long seizure-free period. Understanding the impact of 
seizures on long-term brain dynamics is an important prerequisite for 
improving seizure forecasting (Tauboll et al., 1991; Sunderam et al., 
2007; Karoly et al., 2016), a research field, fortunately, experiencing a 
renaissance. Ultimately, identifying the key mechanisms responsible for 
seizure probability fluctuation and cluster termination is highly relevant 
for the development of more effective anti-seizure therapy (Loscher and 
Kohling, 2010). 
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9 Dissociation between the epileptogenic
lesion and primary seizure onset zone
in the tetanus toxin model of temporal
lobe epilepsy

9.1 The contributions toward the progress of the field

This study provides important insights into the complex network organization of temporal lobe
epilepsy (TLE) and the roles of different limbic structures in seizure initiation and propaga-
tion. By utilizing a non-lesional TLE model induced by tetanus toxin injection into the dorsal
hippocampus, the authors were able to investigate the seizure onset and limbic structure recruit-
ment without the confounding effects of widespread limbic damage seen in conventional TLE
models. The findings reveal that seizures can initiate in any limbic structure, with a surprisingly
high incidence of seizure onset in the ipsilateral and contralateral ventral hippocampi, despite
the primary epileptogenic lesion being in the dorsal hippocampus.

9.2 The author’s contributions

The author was involved in experimental work, performed part of the data analysis and con-
tributed to the discussion and manuscript writing.
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9.3 Compliance with the thesis objectives

HYP onset seizures are associated with discharge and high-frequency activity. The study sug-
gests that HFOs may not always be localized to the primary epileptogenic lesion and can be
generated by distant, interconnected limbic structures due to complex network interactions
demonstrated in TLE. This has implications for the interpretation and clinical utility of HFOs in
identifying the seizure onset zone. The ventral hippocampus was found to be the most common
seizure onset zone, despite the primary lesion being elsewhere. The ventral hippocampus’s
increased excitability and susceptibility to disinhibition could make it a primary generator of
HFOs in TLE.
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Summary

Despite extensive temporal lobe epilepsy (TLE) research, understanding the specific limbic

structures' roles in seizures remains limited. This weakness can be attributed to the complex

nature of TLE and the existence of various TLE subsyndromes, including non-lesional TLE.

Conventional TLE models like kainate and pilocarpine hinder precise assessment of the role

of individual limbic structures in TLE ictogenesis due to widespread limbic damage induced

by the initial status epilepticus. In this study, we used a non-lesional TLE model characterized

by the absence of initial status and cell damage to determine the spatiotemporal profile of

seizure initiation and limbic structure recruitment in TLE. Epilepsy was induced by injecting

a minute dose of tetanus toxin into the right dorsal hippocampus in seven animals. Following

injection, animals were implanted with bipolar recording electrodes in the amygdala, dorsal

hippocampus,  ventral  hippocampus,  piriform,  perirhinal,  and  entorhinal  cortices  of  both

hemispheres. The animals were video-EEG monitored for four weeks. In total, 140 seizures

(20 seizures per animal) were analyzed. The average duration of each seizure was 53.2±3.9 s.

Seizure could initiate in any limbic structure. Most seizures initiated in the ipsilateral (41 %)

and contralateral (18 %) ventral hippocampi. These two structures displayed a significantly

higher probability of seizure initiation than by chance. The involvement of limbic structures

in seizure initiation varied between individual animals.  Surprisingly, only 7 % of seizures

initiated in the injected dorsal hippocampus. The limbic structure recruitment into the seizure

activity wasn't random and displayed consistent patterns of early recruitment of hippocampi

and entorhinal cortices. Although ventral hippocampus represented the primary seizure onset

zone,  the  study  demonstrated  the  involvement  of  multiple  limbic  structures  in  seizure

initiation in a non-lesional TLE model. The study also revealed the dichotomy between the

primary epileptogenic lesion and main seizure onset zones and points to the central role of

ventral hippocampi in temporal lobe ictogenesis.

Introduction 

Epilepsy  represents  a  cerebral  network  disorder  where  seizures  emerge  from  complex

interactions between the components of the epileptic network rather than from one specific

brain  region  [1,2].  In  temporal  lobe  epilepsy  (TLE),  the  limbic  structures  and  their

connections with other brain areas represent the crucial components of the abnormal epileptic

networks. The large interconnectivity of limbic structures plays a crucial role in physiological
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functions, and limbic connectivity alterations represent a structural substrate contributing to

high epileptogenicity and ictogenicity of the limbic system [3]. In TLE, the multiple limbic

structures of both hemispheres become involved in the genesis of interictal and ictal activity.

TLE is classified into various subsydromes in humans according to the level of involvement

of individual limbic structures that also determine the outcome of epilepsy surgery [4,5]. The

hippocampus  is  the  most  prominent  limbic  structure  involved  in  TLE,  and  hippocampal

sclerosis is one of the most common epileptogenic lesions and the most common source of

seizures in TLE [6]. Seizure onsets can occur in entorhinal  cortex,  amygdala,  or piriform

cortex  but  less  frequently  than  in  the  hippocampus  [5].  The  degree  of  involvement  of

individual limbic structures varies between patients but also within individuals. Human and

animal studies demonstrate that multiple limbic structures can be involved in seizure genesis

in the same patient or animals, and seizure onset can change in the long term [1, 7-9]. The

high seizure onset variability explains why epilepsy surgery fails to provide seizure freedom

in a significant proportion of patients with temporal lobe epilepsy. Non-lesional TLE is the

most  challenging  form  of  TLE  from  the  clinical  perspective  [10].  The  absence  of

epileptogenic lesions in MRI (hippocampal or mesiotemporal lobe sclerosis, low-grade tumor)

prevents  the  non-invasive  identification  of  the  plausible  seizure  onset  zone.  Therefore,

patients with non-lesional TLE often undergo invasive exploration with intracranial electrodes

to map the epileptic  network  and identify  the  most  epileptogenic  structures  [11].  Despite

advances in presurgical diagnostics, the success rate of post-surgical freedom remains less

than optimal  [10]. Experimental  knowledge on the organization of TLE networks and the

pathophysiology of TLE was obtained mainly from the status epilepticus models induced by

pilocarpine  or  kainic  acid  models  [12-17].  It  is  well  documented  that  prolonged  status

epilepticus  causes  severe  structural  damage  (cell  loss,  axonal  sprouting,  gliosis)  affecting

multiple limbic structures [13-16]. Multisite damage represents one of the disparities between

human  TLE  and  animal  models  and  hinders  the  precise  evaluation  of  individual  limbic

structure contributions to the TLE network [18].

The experimental model of non-lesional TLE induced by intrahippocampal injection

of a minute dose of tetanus toxin (TeNT) is characterized by the absence of initial  status

epilepticus and the absence of severe cell loss or hippocampal sclerosis [19,20]. In this study,

we  took  advantage  of  the  unique  nature  of  the  TeNT  model  to  explore  the  network

organization and role of limbic structures in TLE ictogenesis. The results demonstrate that

seizure can initiate in multiple limbic structures despite a localized epileptogenic lesion in the
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dorsal hippocampus. Surprisingly, the most common seizure onset zones were the ipsilateral

and contralateral ventral hippocampi, while the injected dorsal hippocampus played a minimal

role in seizure initiation. Similarly to humans, the seizure onset varied between animals with

various  degrees  of  involvement  of  individual  limbic  structures  in  seizure  genesis.  The

observed dichotomy between the primary lesion and principal seizure onset zone could be

attributed  to  the  ventral  hippocampus's  high  endogenous  epileptogenic  potential  and

interconnectivity  that  may  predispose  the  ventral  hippocampus  to  generate  seizures  in

response to distant lesions [21-24].  

Materials and methods 

TLE induction and electrode implantation

Seven adult  male Wistar  rats  250 – 400 g underwent  implantation  of  multiple  electrodes

across the limbic structures, followed by long-term video-EEG monitoring.  All experiments

were performed under the Animal Care and Animal Protection Law of the Czech Republic,

fully compatible with the European Union directive 2010/63/EU guidelines. The protocol was

approved by the Ethics Committees of the Second Faculty of Medicine (Project Licence No.

MSMT-31765/2019-4).  Animals  were  housed  in  groups  under  standard  and  enriched

conditions in a room with a controlled temperature (22 ± 1°C) and a 12/12 h light/dark cycle

in open cages, enabling all but physical interaction. 

Animals were anesthetized using 5% isoflurane in a plexiglass chamber. Then, the rat was

fixed in  the stereotaxic  apparatus,  and the anesthesia  was maintained by 2.5% isoflurane,

slowly  decreasing  to  1.5%.  TLE  was  induced  by  injection  of  10  ng  of  tetanus  toxin

(Quadratech  Diagnostic  Ltd,  Epsom,  UK,  No  #190A)  to  the  right  CA3 region  of  dorsal

hippocampus at the coordinates AP -4.1 mm, L 3.9 mm from bregma and D 4.2 mm from the

skull surface. Recording electrodes were implanted in the key structures of the limbic system

using stereotaxic  atlas  [25],  according to  Table 1.  Four  animals  had implanted  additional

electrodes in the dorsal hippocampal CA3 and subiculum, which were, however, not analyzed

in this study (marked by gray shading in the table).
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EEG recording and analysis 

Following a 5-day recovery period, the animals were subjected to video-EEG monitoring for

at least three weeks. Two different recording setups were used. The Neuralynx setup consisted

of  a  headstage  unity-gain  amplifier  HS-27  (Neuralynx,  Bozeman,  Montana,  USA)  and  a

Lynx-8 amplifier (Neuralynx, Bozeman, Montana, USA) set to a gain of 196, high-pass filter

at 0.1 Hz and a low-pass filter at 3 kHz. The signal was then digitized using a Power 1401

analogue-digital converter (Cambridge Electronic Design, Cambridge, UK) at the sampling

frequency of 10 kHz and 16-bit resolution and recorded to a computer using Spike2 software

(Cambridge Electronic Design, Cambridge, UK). The synchronized video was recorded by

Spike2 using a USB webcam. Signals recorded using the Intan setup were amplified, analog-

filtered, and digitized by an RHD2132 headstage board (Intan Technologies, Los Angeles,

California, USA). The digitized signals were transferred via swivel using the SPI bus to the

RHD2000 evaluation board, which was connected to a computer via USB. The analog high-

pass filter was set to 0.1 Hz and the low-pass filter to 1.7 kHz. The sampling frequency was 5

kHz, and the resolution was 16 bit. Custom-made software was used for EEG recording. The

synchronized video was recorded using a USB camera.

Seizure onset detection and recruitment analysis

From each of the eight animals,  we have chosen their  first 20 seizures lasting > 10 s for

detailed evaluation of electrographic seizure onset times. Seizures and seizure onsets were

visually identified in each electrode using custom-written Matlab scripts (Mathworks Inc.,

USA).  Seizure  onset  was defined as  the  earliest  appearance  of  a  persistent  and profound

change  in  EEG  background  activity  that  developed  into  clear  ongoing  seizure  activity.

Electrode with the earliest signal change was marked as a seizure onset (initiation) zone. The

timing of seizure onset in each electrode was used to estimate the time delays of seizure

propagation and limbic structure recruitment pattern. Seizure onsets time generated a 12x20

matrix (12 structures x 20 seizure onsets) from which propagation time delays and limbic

structure recruitment plots were generated. We computed the "recruitment pathway" for each

seizure onset as a vector of limbic structure ranking according to observed recruitment delays.

Recruitment pathways were then compared to random pathways to assess significance.
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Statistical analysis

Unless otherwise stated, all results and graphs are shown as mean ± s.e.m (median). All tests

used level α = 0.05 to determine the statistical significance. No data points were excluded. We

did  not  implement  any  statistical  approach  to  a  priori  define  the  sample  size,  but  it

corresponds to sample sizes that are generally used in this field of research.  

Measured seizure onset frequencies were first compared to uniform frequencies using a one-

way chi-square test, followed by an analysis of confidence intervals.

The PERMANOVA method  of  10,000 iterations  was  used  in  the  recruitment  analysis  to

determine  the  statistical  significance  of  dissimilarity  between  observed  and  random

recruitment  pathways.  The  dissimilarity  was  evaluated  utilizing  Kendall's  Tau  rank

correlation as the distance metric. Recorded data and analytical tools used in this study are

available from the corresponding author upon request.

Results 

TeNT epileptic syndrome

All seven animals developed an epileptic syndrome characterized by recurrent spontaneous

seizures (Fig. 1A). Seizures were behaviourally accompanied by staring, loss of awareness,

and facial automatisms (sniffing, chewing; Racine scale 1-2) [26]. The seizure could progress

further into a convulsive phase accompanied by motor phenomena ranging from forelimb

clonus to rearing and ictal falling (Racine scale 3-5). A substantial number of seizures were

electrographic without any apparent change in the animal's behavior. Wet dog shakes often

followed the seizure termination. During the period between seizures, interictal epileptiform

discharges of various morphologies were present in recordings.     

Seizure onset analysis

In total,  140 seizures  from seven  male rats  were analyzed.  The average duration of each

seizure was 53.2±3.9 s. The seizure onset pattern was characterized as hypersynchronous in

all seizures (Fig. 1B). It manifested by initial high-amplitude discharge (heralding spikes),

often with superimposed high-frequency oscillations. Spatially, the initial discharge occurred

simultaneously in multiple limbic structures. Low-frequency, high-amplitude periodic spikes

6
94



Chvojka et al.

followed the heralding discharge. Using the onset of the heralding spike, we determined the

seizure onset in each recorded limbic structure. The analysis of seizure onset and time delays

between each limbic structure recruitment into ictal activity allowed us to determine the major

seizure onset structures and pattern of seizure propagation in this  model of temporal  lobe

epilepsy.

The results showed that the seizure onset structure was not stable, and seizures could

initiate  between  five  to  seven  limbic  structures  in  each  animal,  although  with  various

proportions of initiation (Fig. 2 and 3A). On average, 55 ± 3 (55) % of seizures were initiated

in the limbic structures of the right hemisphere (ipsilaterally to TeNT injection), while 45 ± 3

(45)  % of  seizures  originated  in  the  contralateral  (left)  limbic  structures.  The  ipsilateral

ventral hippocampus was the main seizure onset structure, with 41 ± 5 (40) % of seizures

initiated  in  this  structure  (Fig.  3B,  C).  The  proportion  of  ipsilateral  ventral  hippocampal

seizure onsets varied from 30% up to 60% across the animals (Fig. 3A). Contralateral ventral

hippocampus was the second most common seizure onset structure 18 ± 3 (20) % and was

above chance levels (Fig 3B). The other limbic structures did not cross the significance of the

random initiation threshold (Fig 3B). Surprisingly, only 6 ± 1 (5) % of seizures started from

the injected right dorsal hippocampus. Dorsal and ventral hippocampi generated 75 ± 4 (75)

% of all seizures (Fig 3B, C). 

Seizure propagation and limbic structure recruitment 

Because of the statistically significant difference (p<0.001, one-way chi-square test), we then

focused  on  seizure  onset  propagation  patterns  of  seizures  generated  only  in  ventral

hippocampi.  The  ictal  propagation  maps  of  the  right  ventral  hippocampal  seizures  (n=63

seizures) suggested that the seizure propagation pattern is consistent in each animal (Fig. 4 A-

F) and across animals (Fig. 4 H). We determined the average propagation delay for each

limbic structure to quantify the propagation pattern. We then ranked the recruitment of each

structure (Fig. 5A). Entorhinal cortices and hippocampal subregions demonstrated the earliest

recruitment.  The  average  delay  from the  right  ventral  hippocampus  of  the  right  and  left

entorhinal cortex was 17 ± 3 (9) ms and 31 ± 4 (19) ms, respectively. The contralateral ventral

and dorsal hippocampi were recruited into the seizure activity with a time delay of 29 ± 4 (18)

ms and 50 ± 6 (29) ms. Surprisingly, the amygdalar complex wasn't amongst the structures

with the fast recruitment. The average time delay to the ipsilateral amygdala was 44 ± 7 (23)

ms,  and  the  time  delay  to  the  contralateral  amygdala  was  70  ±  10  (46)  ms.  The results
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confirmed the  existence  of  consistent  propagation  pathways and a  consistent  sequence  of

limbic  structures'  recruitment.  To statistically  evaluate  this  observation,  we compared the

observed recruitment pattern with surrogate data of random recruitment (Fig. 5 B-D). The

analysis demonstrated statistically significant dissimilarity between propagation pathways of

seizures  originating  from  the  right  ventral  hippocampus  (PERMANOVA,  pseudo-F  test

statistic  of  2.84,  p-value  of  0.011)  compared to  random recruitment.  Propagation  patterns

(Fig. 4 I-P), average propagation delays (Fig. 6A), and limbic structure recruitment sequence

(Fig. 6 B-E) of left ventral hippocampal seizures (n=28 seizures) demonstrated that they also

followed  the  consistent  paths  and  recruitment  sequences  (PERMANOVA,  pseudo-F  test

statistic  of  2.87,  p-value  of  0.015)  that  mirrored  recruitment  patterns  of  the  right  ventral

hippocampus. The average propagation delay to the left and right entorhinal cortex was 12 ± 2

(10) ms and 29 ± 8 (21) ms, respectively. The contralateral ventral and dorsal hippocampi

were recruited into the seizure activity with a time delay of 26 ± 8 (15) ms and 34 ± 6 (27) ms

(Fig. 6 A).

 

Discussion 

Temporal lobe networks

One of the reasons behind the unsatisfactory results of TLE surgery is that the temporal lobe

epileptic network can be spatially extensive, and critical components of the network can differ

in each subsyndrome [1,5,27-30].  TLE networks involve multiple  structures of the limbic

system, ranging from the hippocampus to entorhinal  and perirhinal  cortices  [5,31,32],  the

amygdala,  contralateral  hippocampus,  cingulate  gyrus,  and thalamic nuclei  [8,33].  Animal

models  and human case  studies  show that  in  TLE,  the  seizure  can initiate  in  any limbic

structure, even in the same animal or patient, and often, seizures can have a diffuse multi-

regional onset [8,9,34,35]. Such a complex network organization explains why the current

surgical treatment of TLE, targeting primarily the hippocampus, results in seizure freedom for

some patients  and why seizures  persist  even after  hippocampus  resection  in  a  substantial

patient population. Significantly improving the outcome of epilepsy surgery relies on a better

understanding  of  limbic  network  organization  in  appropriate  models  of  these  TLE

subsyndromes [5]. 
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In this  study, we took advantage of a unique feature of the TeNT model  of non-lesional

temporal lobe epilepsy to explore how spatially limited lesion (unilateral dorsal hippocampal

TeNT injection) affects limbic network ictogenesis.  The TeNT model is a reliable model of

acquired non-lesional  TLE, although genetic models of TLE epilepsy with mild or absent

hippocampal damage were also reported [36]. Results showed that single-site TeNT injection

leads  to  widespread  limbic  network  dysfunction.  In  our  study,  the  network  dysfunction

manifested by multisite seizure onset that varied across animals. Although the seizures could

initiate in any explored limbic structure, the ipsilateral ventral hippocampus played the central

role and represented the primary seizure onset zone [37,38]. Past studies that sampled only

dorsal  hippocampal  subregions  have  already  demonstrated  widely  distributed  abnormal

network activity in the TeNT model that was manifested mainly by bilateral interictal activity

[35]. Interictal epileptiform discharges were generated in both hippocampi in all animals, and

interictal discharge rates were higher in the contralateral hippocampus in 40% of animals. Up

to 27% of seizures originated from the contralateral dorsal hippocampus [35].

The involvement of multiple structures in our model was probably attributed to the

functional  changes  rather  than  structural  changes  and  cell  damage  observed  in  status

epilepticus models of TLE [14,39]. Tetanus toxin cleaves two proteins, VAMP-1 and VAMP-

2, critical for synaptic transmission [40]. The area of VAMP cleavage is spatially limited to

the  ipsilateral  dorsal  hippocampus,  leading  to  the  complete  absence  of  spontaneous  and

evoked inhibitory postsynaptic currents and a significant reduction in excitatory postsynaptic

currents [41,42]. The altered synaptic transmission can cause local hippocampal disinhibition

and induce disinhibition in distant interconnected structures of limbic circuitry. A decreased

excitatory  drive  from  the  injected  dorsal  hippocampus  can  be  associated  with  reduced

feedforward  inhibition  in  a  targeted  area  (entorhinal  cortex,  contralateral  hippocampus).

Alternatively, dorsal hippocampal toxin injection may affect long-range inhibition provided

by hippocampal interneurons projecting to remote limbic structures [43,44]. This mechanism

would  explain  the  presence  of  entorhinal  disinhibition  in  the  chronic  epileptic  entorhinal

cortex  that  maintains  the local  inhibition  intact  [45].  In  this  scenario,  disinhibited  distant

structures may become active, if not dominant, components of the epileptic network that will

substantially  contribute  to  seizure  genesis  [46,47].  The  ventral  hippocampus  represents  a

limbic structure (see below) that may be highly susceptible to disinhibition and become the

primary seizure-generating structure.

9
97



Chvojka et al.

The observed dissociation between the primary molecular lesion (TeNT injection site) and the

major seizure onset zone was unexpected. Our results support the central role of the ventral

hippocampus in the pathogenesis of seizures of temporal lobe (limbic) origin. Functional and

structural differences between dorsal and ventral hippocampus are well determined, as well as

higher  epileptogenicity  of  the  ventral  hippocampus  [48].  Similarly  to  humans,  the  rodent

hippocampus is divided into functionally distinct regions along its longitudinal axis [49,50].

The rodent ventral hippocampus is homologous to the human anterior hippocampus, the most

common seizure initiation site in temporal lobe epilepsy patients [51-56]. Animal models of

TLE  corroborate  this  observed  intrinsic  difference  in  ictogenicity  of  ventral  and  dorsal

hippocampal poles, but the underlying cause remains to be fully elucidated.

Ventral and dorsal hippocampus differ in their synaptic input and output and were shown to

activate different networks when seizing [57]. The dorsal hippocampus receives polymodal

sensory  information  from the  cortex,  whereas  the  ventral  hippocampus  is  more  linked to

subcortical structures, such as the amygdala and hypothalamus [21]. The trisynaptic circuit of

the  hippocampus  remains  conserved along  its  longitudinal  axis,  but  the  circuitry  exhibits

quantitative  differences  [24,58,59].  Injection  of  TeNT  or  kainic  acid  into  the  ventral

hippocampus  generates  a  seizure  phenotype  that  is  analogous  to  TLE  in  humans

[12,41,49,60]. In another widely used model of epilepsy using systemic pilocarpine injections,

the subsequent seizures were also generated in the ventral hippocampus [9,61]. At a cellular

level,  CA1 pyramidal  neurons  in  the  ventral  hippocampus  are  more  depolarized  and fire

action  potentials  in  response  to  significantly  smaller  current  injections  than  dorsal

hippocampal  neurons  [22].  Increased  neuronal  excitability  could  result  from  expression

profile  differences  between  the  dorsal  and  ventral  hippocampus.  In  particular,  increased

ventral hippocampal pyramidal neuron excitability likely relates to the differences in NMDA

receptors[24], A-type and KCNQ potassium channels [22,33], different subunit composition

of  voltage-gated  sodium  channels  [62],  and  differences  in  adenosine  signaling  [63].  An

imbalance  of  excitatory  and inhibitory  neuron populations  might  also  explain  the  overall

changes in excitability. The loss of GABAergic ventral hippocampal interneurons correlates

with the seizure frequency in a mouse model of epilepsy [64]. Similarly, in humans, TLE is

associated  with  more  significant  cell  loss  and  hippocampal  sclerosis  in  the  homologous

anterior hippocampal region [13,65]. Experimentally, local pharmacological suppression of

the  ventral  hippocampal  neurons  [61]  or  transplantation  of  inhibitory  neurons  [66]

successfully reduced the seizure frequency in the systemic pilocarpine model. The ventral
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hippocampus also plays a pivotal role in TLE with dual pathologies cases where hippocampal

sclerosis  is  associated  with  focal  cortical  dysplasia.  It  is  hypothesized  that  the  highly

epileptogenic focal cortical dysplasia recruits the susceptible ventral hippocampus, becoming

the primary seizure onset zone [6]. 

Conclusions 

This study reveals the complex nature of TLE networks, highlighting the dissociation between

the  primary  lesion  and  seizure  onset  zone  that,  in  our  observations,  manifested  as  an

unexpectedly  central  role  of  the  ventral  hippocampi  in  seizure  initiation.  These  findings

emphasize the importance of understanding the functional differences between the dorsal and

ventral  hippocampus  and  the  need  for  a  deeper  understanding  of  the  limbic  network's

organization in different TLE subsyndromes.
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Table legend

Table 1. Stereotactic coordinates of the implanted limbic structures. Units are millimeters.

Positive values are rostral from bregma, while negative values are caudal from bregma. AP –

anterio-posterior.

Figure legends

Figure 1. Seizure and seizure onset analysis. (A) An example of a seizure in the tetanus toxin

model induced by the dorsal hippocampal TeNT injection. Seizure activity rapidly propagates

across the limbic structures of both hemispheres. The seizure initiation displays features of

hypersynchronous  onset  characterized  by  the  initial  high-amplitude  discharge  (heralding

spike),  often with superimposed high-frequency activity.  Seizure terminates synchronously

over the wide areas of both hemispheres. (B) The detail of seizure onset. The initial high-

amplitude  (hypersynchronous)  discharge  rapidly  spread into  the  limbic  structures  of  both

hemispheres. The red lines mark visually determined seizure onset in each electrode. This

seizure was initiated in the ipsilateral (right) ventral hippocampus. (C) Seizure onset and early

ictal propagation analysis. The lines connect the limbic structures where the seizure activity

propagates from the seizure onset structure (ventral hippocampus). The color coding reflects

the propagation time. In this  case,  the propagation to the ipsilateral  entorhinal  cortex and

contralateral ventral  hippocampus is reflected by the hot color of the line endings. On the

contrary, the propagation of ictal activity to piriform cortices of both hemispheres is slow,

resulting in their late recruitment into the seizure. The cold color of the line endings reflects

long propagation time and late recruitment. (D) The overlay of all seizure onsets (n=20) from

one animal. In this animal, 30 % of seizures were initiated in the right ventral hippocampus,

30% in the left  ventral  hippocampus,  20% in the left  dorsal hippocampus,  5% in the left

entorhinal  cortex,  10% in  the  right  (injected)  dorsal  hippocampus,  and 5% from the  left

perirhinal  cortex. The  white-red  color  coding  of  the  limbic  structure  lable  identifies  the

proportion of seizures initiated from the specific limbic structure. L – left hemisphere, R –

right hemisphere, Pir – piriform cortex, Amy – amygdala, Prh – perirhinal cortex, DHip –

dorsal hippocampus, VHip – ventral hippocampus, Ent – entorhinal cortex. The graph also

displays  the  most  common  patterns  and  time  delay  of  seizure  propagation  (parula  color

coding).
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Figure 2. Seizure onset analysis in each animal. (A-G) The proportion of limbic structures

involved in seizure initiation and propagation varies across the animals. Ventral and dorsal

hippocampi and entorhinal cortices of both hemispheres were the most common structures

triggering seizures. (H) Overlay and propagation of all 140 seizures from all animals. L – left

hemisphere, R – right hemisphere, Pir – piriform cortex, Amy – amygdala, Prh – perirhinal

cortex, DHip – dorsal hippocampus, VHip – ventral hippocampus, Ent – entorhinal cortex.

Figure  3. Limbic  structures  involved  in  seizure  initiation.  (A)  The  matrix  displays  a

fraction/proportion  of  seizures  initiated  in  a  specific  limbic  structure  in  each  animal

(individual  column).  The  number  and  proportion  of  limbic  structures  triggering  seizures

varies across animals. All animals had multiple seizure onset sites, but the ipsilateral ventral

hippocampus  represented  the  main  seizure  onset  zone  in  most  animals.  (B)  The  mean

proportion of seizure-initiating  structures.  The number designates  the rank,  while  the star

marks structures where the seizure initiation is significantly  (p<0.001, one-way chi-square

test)  above the uniform distribution (vertical  dashed line).  Seizures initiated mainly in the

ipsilateral  ventral  hippocampus,  followed  by  the  contralateral  ventral  hippocampus.  (C)

Schematics  of  a  rat  brain  with  the  proportion  of  the  individual  structure  involvement  in

seizure initiation (perirhinal cortex not shown). Asterix marks the tetanus toxin injection to

the  right  dorsal  hippocampus.  L  –  left  hemisphere,  R –  right  hemisphere,  Pir  –  piriform

cortex, Amy – amygdala, Prh – perirhinal cortex, DHip – dorsal hippocampus, VHip – ventral

hippocampus, Ent – entorhinal cortex.

Figure 4. Analysis  of seizure pathway propagation for seizures originating from the right

ventral hippocampus.  (A-G) Pathways and time delays of seizure propagation for seizures

initiating  in  the  right  ventral  hippocampus  in  each  animal.  (H)  Overlay  of  the  seizure

propagation patterns for all  seizures initiated in the ipsilateral  (right)  ventral  hippocampus

(n=63). Maps show the consistent seizure recruitment/propagation pattern in each animal and

across  animals.  (I-O)  Recruitment  pattern  for  seizures  initiating  in  the  left  ventral

hippocampus  in  each  animal  and across  the  animals  (P).  L  –  left  hemisphere,  R –  right

hemisphere, Pir – piriform cortex, Amy – amygdala, Prh – perirhinal cortex, DHip – dorsal

hippocampus, VHip – ventral hippocampus, Ent – entorhinal cortex

Figure 5. Seizure pathway propagation and structure recruitment for seizures initiating in the

right  ventral  hippocampus.  (A)  Average  time  delays  show  the  recruitment  sequence  for

seizures  initiating  in  the  right  ventral  hippocampus.  The  numbers  mark  the  rank  of  the

recruited  structure.  (B)  Map of  structure  recruitment  for  one  seizure  starting  in  the  right
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ventral hippocampus. The numbers and color coding mark the rank of the recruited structure.

(C) Map of random recruitment. (D) Recruitment maps of all 63 seizures initiating the right

ventral hippocampus demonstrate the presence of a recruitment pattern. (E) An equal number

of randomly generated recruitment maps without any recruitment pattern. L – left hemisphere,

R – right hemisphere, Pir – piriform cortex, Amy – amygdala, Prh – perirhinal cortex, DHip –

dorsal hippocampus, VHip – ventral hippocampus, Ent – entorhinal cortex.

Figure 6. Seizure pathway propagation and structure recruitment for seizures initiating in the

left ventral hippocampus. (A) Average time delays show the recruitment sequence for seizures

beginning  in  the  contralateral  ventral  hippocampus.  The  numbers  denote  the  rank  of  the

recruited structure. (B) Map of limbic structure recruitment for a seizure originating in the left

ventral hippocampus. The numbers and color coding mark the rank of the recruited structure.

(C) Map of a random recruitment. (D) Recruitment maps of all 28 seizures initiating the left

ventral hippocampus demonstrate the existence of a recruitment pattern. (E) Maps of all 28

randomly  generated  limbic  structures  recruitment  display  the  absence  of  any  recruitment

pattern. L – left hemisphere, R – right hemisphere, Pir – piriform cortex, Amy – amygdala,

Prh – perirhinal  cortex,  DHip – dorsal hippocampus,  VHip – ventral  hippocampus,  Ent –

entorhinal cortex.
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Tables

Table 1.

Brain structure AP Lateral Depth

Piriform cortex 0.2 4.2 8.2

Amygdala -2.8 4.8 8.6

Perirhinal cortex -2.8 6.2 7.4

Dorsal dentate gyrus -4.6 2.6 3.3

Ventral hippocampus -5.5 4.8 7.1

Entorhinal cortex -8.0 5.0 7.0

Dorsal CA3 -4.1 4.2 4.4

Dorsal subiculum -6.0 2.0 3.2
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Figures

Figure 1.
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Figure 2
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Figure 3
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Figure 4
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Figure 5

25
113



Chvojka et al.

Figure 6
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10 NeuroPorator: An open-source, current-
limited electroporator for safe in utero
gene transfer

10.1 The contributions toward the progress of the field

In utero electroporation (IUE) is a powerful technique for introducing genetic modifications in
specific tissues of developing embryos, enabling the study of somatic mutations and their effects
on brain development and neurological disorders. However, commercially available electropo-
rators for IUE are often expensive and lack customizability. This study presents NeuroPorator,
an inexpensive, open-design, and customizable electroporator optimized for safe IUE. Neu-
roPorator addresses the limitations of existing commercial electroporators and facilitates the
adoption of IUE in various research laboratories because it is more affordable than comparable
commercial ones, safe, easy to use, customizable, and capable of visualizing and storing the
electroporation data. Safety is ensured by a current limiter that dynamically adjusts the voltage
to constrain both applied voltage and current, preventing harmful insults to the uterus and em-
bryos from excessive currents. NeuroPorator’s functionality has been demonstrated by inducing
FCD, a neurological disorder caused by somatic mutations, in mice through IUE.

10.2 The author’s contributions

The author was responsible for the methodology of the NeuroPorator.
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10.3 Compliance with the thesis objectives

The mouse model of FCD (Chvojka et al., 2024b) requires a somatic mutation to be introduced
precisely into the lateral ventricle of a mouse embryo on a certain day through IUE. The IUE
itself is a challenging method that necessitates a high degree of motor skill and precision. When
not done properly, the animals either lack the required phenotype or die prematurely. Its open
design and subsequent customizability allow targeting DNA delivery to specific brain regions
and supporting modifications for techniques like tripolar electroporation, which is necessary to
achieve low variability across the electroporated subjects. The development of NeuroPorator
aligns with the thesis objectives by providing a device for genetic manipulation of embryos
using the IUE. Without such a device, the study of neocortical HFOs in a highly relevant model
of FCD would not be possible.
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Abstract 

Background: Electroporation is an effective technique for genetic manipulation of cells, both in vitro 

and in vivo. In utero electroporation (IUE) is a special case, which represents a fine application of this 

technique to genetically modify specific tissues of embryos during prenatal development. Commercially 

available electroporators are expensive and not fully customizable. We have designed and produced an 

inexpensive, open-design, and customizable electroporator optimized for safe IUE. We introduce 

NeuroPorator.  

Method: We used off-the-shelf electrical parts, a single-board microcontroller, and a cheap data logger 

to build an open-design electroporator. We included a safety circuit to limit the applied electrical current 

to protect the embryos. We added full documentation, design files, and assembly instructions.  

Result: NeuroPorator output is on par with commercially available devices. Furthermore, the adjustable 

current limiter protects both the embryos and the uterus from overcurrent damage. A built-in data 

acquisition module provides real-time visualization and recordings of the actual voltage/current pulses 

applied to each embryo. Function of NeuroPorator has been demonstrated by inducing focal cortical 

dysplasia in mice. 

Significance and Conclusion: The simple and fully open design enables quick and cheap construction 

of the device and facilitates further customization. The features of NeuroPorator can accelerate the IUE 

technique implementation in any laboratory and speed up its learning curve.  

REVISED Manuscript Click here to access/download;REVISED
Manuscript;Prochazkova and Ngueyn - NeuroPorator Elsevier

Click here to view linked References
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1. Introduction  

Genetic manipulation of animals has brought unprecedented possibilities to model human diseases in 

vivo. Animal models, especially mice and rats, have been modified with various genes up to entire 

artificial transgene cassettes inserted to their genomes. Such lines of genetically modified animals 

usually carry germinal alteration, e.g. mutation, meaning the gene modification is present in all cells of 

the model animal. Many of these animal models have been successfully developed and established in 

preclinical research of a wide spectrum of diseases. However, it is increasingly recognized that the 

pathogenesis of various disorders can be attributed to somatic mutations occurring during early stages 

of embryonal development. The mutation then affects a limited number of cells (daughter cells), 

resulting in tissue mosaicism, affecting multiple parts of the organ. The specific gene, character, and 

embryonal timing of the mutation determine the severity of the phenotype. In neuroscience, recent 

genetic studies demonstrated that somatic mutations occurring during brain development are associated 

with various neurological conditions, such as malformations of the cortex (Lim et al., 2015) or brain 

tumors (Zhang et al., 2021), which are often related to epilepsy.  

In contrast to breeding mouse lines with germinal mutations, where the mutation is hereditary to the 

offspring, modeling brain disorders due to somatic mutations require introducing the mutation in the 

naïve developing brain to mimic a spontaneous mutation occurring during the gestational period in 

humans.  

Affecting a specific population of cells in a developing embryo can be achieved by a technique of in 

utero electroporation (IUE). The goal of electroporation is to deliver DNA into cells using an electric 

field. Transient electric fields form pores in the cell membrane, allowing charged DNA molecules to 

enter the cell. Electroporation was first introduced more than 40 years ago for transfecting mouse cell 

lines in vitro (Neumann et al., 1982; Potter et al., 1984). The technique had been modified for in vivo 

usage (Saito and Nakatsuji, 2001; Tabata and Nakajima, 2001) and successfully applied to study 

neuronal migration and various aberrations of brain development (Ackman et al., 2009; Bogoyevitch et 

al., 2012; Feliciano et al., 2011; Lim et al., 2015; Tsai et al., 2005).  

In terms of special equipment, IUE requires platinum tweezer electrodes and a device that can generate 

and deliver a series of short electric pulses – mostly termed as electroporator. While both tools are 

commercially available, the electroporator comes at a substantially high price that can prevent many 

laboratories from taking advantage of the IUE method. Here, we present an alternative termed as 

NeuroPorator: A fully documented, open-design, easy-to-make electroporator that is affordable, largely 

configurable, and fits the parameters for IUE.  

Our electroporator design comprises a current-limiting circuit to protect the embryos. Additionally, it 

includes a built-in data acquisition (DAQ) module that enables for real-time visualization and recording 

of the actual voltage and current applied during IUE to each embryo. NeuroPorator can be assembled 

within two days with only basic knowledge of soldering and almost no necessary knowledge of 

programming. In Supplementary materials, we have attached complete documentation with a detailed 

description of the manufacturing process, bill of materials, 3D models of all printable parts, documented 

and customizable Arduino code, and a parts layout for a printed circuit board (PCB) or solderless 

assembly. We have demonstrated routine usage of NeuroPorator in modeling a specific neurological 

disorder caused by localized somatic mutation – focal cortical dysplasia (FCD), which often manifests 

with epileptic seizures.  
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2. Material and methods 
 

2.1. NeuroPorator design and hardware 

NeuroPorator consists of three main parts – Pulse generator, Current limiter, and Pulse recorder 

modules. The source of energy in our design consists of five 9 V batteries connected in series to create 

a 45 V voltage source. Voltages of 30 V–45 V can be found as typical in literature for IUE (Baumgart 

and Baumgart, 2016; Saito and Nakatsuji, 2001; Tabata and Nakajima, 2001). 

The Pulse generator module is based on an Arduino Uno Rev3 microcontroller (Arduino LLC, Italy) 

and a fast reed relay (figure 1(a)). The fast reed relay can be directly driven by an Arduino digital output 

(+5 V). The module produces precisely timed pulse trains. The Arduino board continuously senses a 

contact on the sustain pedal to trigger the predefined pulse sequence. This is sent to both the reed relay 

and a small active buzzer (figure 1(b)) for audio signaling of the pulse train. We provide a ready-to-use 

code sample for the microcontroller, including the default settings (five 50 ms pulses, 950 ms inter-pulse 

intervals), in the Supplementary material (Default_code.ino). The code was modified and uploaded to 

the board using Arduino Integrated Development Environment, Arduino IDE 2.0. The Pulse generator 

module connects voltage supply with the Current limiter module (figure 1(c)).  

 

Figure 1. Circuit schemes and arrangement of the pulse-delivering NeuroPorator modules: (a) Circuitry of 

the Pulse generator module showing a fast reed relay driven by the Arduino Uno R3 digital pins. (b) Arrangement 

of the Pulse generator module in a 3D-printed case. (c)  Circuitry of the Current limiter module with described 

input output points. (d) Arrangement of the Current limiter module. 

The Current limiter serves as a module that dynamically adjusts its output voltage to keep output current 

below a predefined value. It includes one additional fast relay (G5V-1-DC24, Omron, Japan) that 

connects the pulses (NO pin of the relay) to the output during the high phase and short-circuits the output 

(the electrode contacts) during the low phase. The rated voltage of the relay is 24 V, but up to 48 V 

driving voltage is tolerated by the relay. 

The current limitation mechanism is set by a combination of two transistors (T1, T2) and a potentiometer 

(P1). Transistor T1 is open when T2 is closed, as the voltage on T1 base is high. The voltage at the base 
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of T2 is given by the product of P1 resistance and the current through P1 that in series flows through the 

electrode. Once the electrode current rises, the T2 base voltage also rises, crosses the threshold (typically 

0.6–0.7 V), and T2 opens. Once T2 opens, the voltage on T1 base drops as it is given by power supply 

voltage divided by R2 resistance (high) and T2 collector-emitter resistance (low for open transistor). T1 

then closes. This mechanism sets this circuit to a steady state with the maximum current through T1 

(and in series also through the electrode), governed by the P1 resistance as their product is kept under 

the T2 base threshold voltage. P1 resistance is adjustable (blue multiturn trimmer in figure 1(d)) to 

enable the setting of a maximum current. We incorporated a fast bistable relay that opens during the 

pulse and short-circuits the electrode pins between pulses to minimize capacitance-related artifacts, 

which would distort the pulse shape. Resistor R1 serves as a circuit protection and concurrently as a 

load of known resistance. The applied current can be monitored and calculated from the voltage 

(SenseCurrent+, SenseCurrent-) across R1. Resistors R4 and R3 constitute a voltage divider of 

substantially higher total resistance compared to the expected impedance at the electrode. The actual 

pulse voltage and shape is read out across R3 (SenseVoltage+, SenseVoltage-). Unwanted back-

induction voltages generated at the relay coil during pulse ending are eliminated by a Zener diode (ZD). 

We provide three variants of PCB layouts made from off-the-shelf prototyping boards in the 

Supplementary materials (Current limiter PCB layouts.pdf). 

 The aforementioned modules are accompanied by a third one—Pulse recorder—for which we use a 

commercially available system, USB-6001 (National Instruments, USA). It mainly serves to monitor 

and record the timing and amplitude of the pulses using a PC application (e.g. DAQExpress, National 

Instruments, USA). The module is connected to the Current limiter output through the SenseCurrent 

and SenseVoltage wires (figure 2). 

 

Figure 2. Arrangement of the NeuroPorator modules: (a) Block diagram of NeuroPorator, including an 

Arduino-based Pulse generator, analogue Current limiter, and a commercially available Pulse recorder (National 

Instruments USB-6001). The pulses are energized from five 9 V batteries connected in series. (b) Arrangement of 

individual modules inside the NeuroPorator box; here, the Pulse generator module has been removed. (c) Overall 

look of the presented electroporator together with CUY650P3 tweezer electrodes. 

The Pulse generator and the Current limiter modules were assembled with solder and hot glue. Boxes 

for both modules and the main box were 3D printed with an FFF printer (Prusa i3 MK3S+, Prusa, Czech 

Republic). The 3D object files are attached as Supplementary materials in .stl and .step formats. Detailed 

assembly and setting instructions for all modules, connecting cables, and PCB variants are given in the 

Supplementary text and figures as well as the list of all necessary electronic parts (bill of material – 

NeuroPorator_BOM.xlsx). The whole process of assembling NeuroPorator is thoroughly described in 

Supplementary materials: Assembly_instructions.pdf.  

2.2. Animals 

Mice used in this study were crossbreeds of an SST-IRES-Cre strain (Jackson Laboratory cat. number 

#018973), a PV-P2A-Cre strain (Jackson Laboratory, USA, cat. number #012358), or a VIP-IRES-Cre 
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strain (Jackson Laboratory cat. number #010908) and a flex-tdTomato reporter strain (Jackson 

Laboratory cat. number #007909). All strains were on a C57Bl/6J background except VIP-IRES-Cre 

strain, that was based on a mixed C57BL/6 x 129S4Sv background. Mice were kept under standard 

conditions in a room with controlled temperature (22±1 °C) and a 12/12 h light/dark cycle and ad libitum 

access to food and water.  

2.3. In utero electroporation 

Pregnant mice (day 14.5±0.5 post-fertilization) were anesthetized with isoflurane (5 % induction, 1.5 % 

maintenance). The fur on the abdomen was shaved off and a 1.5 cm incision was made in the middle of 

the abdomen to expose the muscle layer. A 1 cm-long laparotomy was performed in parallel with the 

linea alba to access the uterus. The exposed uterine horns were then placed on sterile gauze around the 

incision and frequently moistened with warm phosphate-buffered saline (PBS). To induce FCD and 

mark the transfection localization, embryos were injected with a plasmid mixture containing 3 µg/µl of 

expression plasmid CAG-mTOR7280T>C-IRES-EGFP (SOVARGEN, Korea [1]), or its wild-type variant 

together with 1.5 µg/µl of expression plasmid CAG-EGFP, or CAG-iRFP (infrared fluorescent protein). 

Animals in one control group were electroporated with 1.5 µg/µl CAG-EGFP only. The expression 

plasmids were diluted in 2 ug/ml Fast Green (F7252, Sigma, USA) for visualization. Each embryo was 

injected into the left lateral ventricle using a pulled and beveled glass capillary (figure 3(a)). After each 

injection, forceps-type electrodes (3 mm, CUY650P3, Nepagene) were positioned on the head of the 

embryo, with the positive electrode facing the left side of the embryo’s head, and electroporation of the 

plasmids was performed using NeuroPorator that delivered five 50 ms pulses with 950 ms inter-pulse 

intervals (figure 3(b)).  

 

 

Figure 3. Basic principle of gene delivery through electroporation with focus on in utero conditions: (a) 

Outline of in utero electroporation of the brain. Each embryo is gently positioned in the uterus, a small volume of 

DNA solution is injected into embryo’s brain ventricle through the uterine wall, and tweezers with platinum-plated 

electrodes are attached to the uterine wall, surrounding the embryo’s head. Electrical pulses to transduce the 

targeted cells are delivered. (b) Real image of electroporation of previously injected embryo. The injected plasmid 

is visible as dark green substance in the lateral ventricle. 

The applied voltage was 30–45 V (dynamically adjusted by the device) and the current limitation was 

set to 40 mA. 

 

 

2.4. Electrode implantation and EEG recording 
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To evaluate the epilepsy phenotype induced by FCD, successfully electroporated pups (confirmed by 

fluorescence screening) were fostered and later implanted with recording electrodes and placed into a 

video-EEG monitoring chamber. Custom EEG connectors were prepared by soldering PFA-coated 

silver wires (AM Systems, Inc., USA, cat. no. 786000) to prefabricated connectors (TME Electronic 

Components, Poland, cat. no. DS1065-03-2*6S8BV). Animals were implanted with EEG electrodes at 

8–10 weeks of age. The animals were anesthetized with isoflurane and their heads were fixed by a mouse 

gas anesthesia head holder (Kopf Instruments, USA, cat. no. 923-B). After exposing the dorsal skull, 

the exact position of GFP signal was assessed using a green bandpass filter (525/45 nm, Edmund Optics) 

attached to the surgical microscope and a 488 nm laser pointer (Sanwu, PRC). Using a high-speed 

microdrill (Osada Electric Co., Ltd., Japan, cat. no. OS-40) with 0.3 mm drilling bits, 2–6 holes were 

drilled through the skull carefully to avoid any damage to dura mater. At least one electrode was 

positioned directly over the FCD and one electrode to the mirror position in the contralateral skull area. 

Two holes were positioned over the cerebellum for grounding/reference electrodes. All electrode bare 

endings were placed on the surface of the dura, and the holes were covered with bone wax (SMI, 

Belgium, cat. no. Z046). Electrodes and the connector were attached to the skull using cyanoacrylate 

glue gel (Loctite, USA, cat. no. 1363589) accelerated with cyanoacrylate glue accelerator (Bob Smith 

Industries Inc., USA, cat. no. BSI-152).  

After the surgery, animals were allowed to recover for five days and subsequently placed into the video-

EEG recording chambers. All mice were individually video-EEG monitored for four weeks for 24 hours 

a day. Recorded electrographic activity was amplified, bandpass filtered (0.1 Hz–1.6 kHz), and digitized 

at 5 kHz using a 32-channel amplifier chip (Intan Technologies, USA, cat. no. RHD2132). Finally, EEG 

data were manually labeled for seizures using custom-made software in MATLAB 2019b (Mathworks 

Inc., USA). 

2.5. Tissue clearing and microscopy 

Animals were overdosed with a ketamine/xylazine intramuscular injection (120 mg/kg and 20 mg/kg, 

respectively) and intracardially perfused with cold saline followed by 4 % paraformaldehyde in PBS. 

Brains were explanted and postfixed overnight in 4 % paraformaldehyde, after which they were stored 

in 0.05 % sodium azide in PBS until they were processed according to the CUBIC clearing protocol 

(Susaki et al., 2015) for subsequent morphological imaging.  

Images were taken using a custom-made two-photon microscope with a femtosecond laser (Chameleon 

Vision S, Coherent), an 8 kHz resonant scanner (LSK-GR08, Thorlabs), a 20x XLUMPLFLN water-

immersion objective (Olympus), and two silicon photomultipliers (Hamamatsu). Cytoarchitecture of the 

fluorescently labeled tissue was recorded using sequential two-photon tomography (Ragan et al., 2012). 

In this procedure, a block of cleared tissue is embedded in agarose and glued to a vibratome inset. The 

brain was cut at a specific transversal position and moved to the two-photon microscope. The coronal 

section of the brain was mapped for fluorescence and tiled with an appropriate number of 800 µm-sided 

fields of view. At each field of view, the microscope took a fine 1200 µm-thick Z-stack, 2 µm step in Z, 

with 800 x 800 µm (2048 x 2048 pixels) X-Y field of view.   
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3. Results 

Improved design to minimize the tissue damage 

The current between the tweezer electrodes can flow through many ways (figure 4(a)). If the embryo is 

not positioned properly and the electrode is not compressed against the uterine wall, instead of the 

embryo’s brain tissue, a large proportion of the current can flow through approximately four times more 

electrically conductive amniotic fluid (Pachi et al., 2001). However, all the current must flow through 

the uterine wall–electrode contacts. If an electroporator works only as a pulsed voltage source, the 

current flowing between the contacts of the electrode is inversely proportional to the impedance of the 

sample, but is not limited (figure 4(b), yellow). We incorporated current limiting circuitry to 

NeuroPorator to protect the uterus and embryos from excessive current (figure 4 (b), green).   

 

Figure 4. Reasoning for optimal parameters for safe and effective IUE: (a) Drawing of an embryo’s head and 

electric current streamlines. Arrowheads are oriented in the direction of expected DNA movement. Current is 

induced by the electrode attached to the uterine wall. (b) Function principle of the current limiting feature of our 

electroporator in a current–voltage characteristic. Green and yellow curves are functions of one parameter—the 

impedance between contacts of the electrode (load). With a constant voltage (30–45 V)-delivering electroporator, 

voltage–current combinations can be found as points in a certain area, here depicted as a dashed line-rounded 

rectangle, depending on the load impedance. The yellow line represents a function of decreasing impedance for 

45 V. With lower impedance, the current can easily reach harmful values. The Current limiter module of 

NeuroPorator does not let the curve continue straight and dynamically limits the voltage on the electrode to ensure 

that the maximum allowed current is not exceeded (green curve). 

To assess the performance and safety of NeuroPorator, we have recorded the voltage and current 

delivered to mock samples of known resistance. We used resistors with values in range we observed 

during IUE. NeuroPorator was set to limit the current at 40 mA. Figure 5(a) shows the voltage and 

current recordings of pulses applied to 600 Ohm, 900 Ohm, and 1200 Ohm, respectively. Duration of 

pulses was set to 50 ms and the precise onset and offset edges of the pulses can be seen from the two 

zoomed pulses for different impedances (figure 5(a), inset). We measured and plotted the output voltage 

and current in figure 5(b) for resistors of 11 different values. For samples of high impedance (1200 Ohm 

and higher), the behavior of NeuroPorator is approximately Ohmic as the preset current limit cannot be 

reached and maximum voltage of the source is delivered. For lower impedances, e.g., 900 Ohm, 600 

Ohm, NeuroPorator adjusts the output voltage to limit the current to the preset value.  
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Figure 5. Performance of NeuroPorator: (a) Voltage and current pulses recorded at the testing load; the load 

consisted of 600 Ohm, 900 Ohm and 1200 Ohm resistors, respectively. The current limit was set to 40 mA. One 

pulse for a 600 Ohm load and one pulse for a 1200 Ohm load are zoomed in the inset. With low load impedance, 

the electrode voltage is being limited; with high impedance, the output voltage reaches the maximum voltage 

NeuroPorator can deliver. (b) Current limiting performance of NeuroPorator shown as the maximum recorded 

current and voltage pulses for various load values. The current limiter action can be seen from resistor samples of 

1000 Ohm and below.  

3.1. Comparison to existing electroporators 

The parameters and features of NeuroPorator compared to commercially available electroporators and 

previously published custom-made electroporators are listed in Table 1. 

Table 1. Comparison of the parameters between NeuroPorator, the commercially available electroporators, 

and the previously published custom-made electroporators. Abbreviations: HV, high-voltage; LV, low-

voltage. 

  

 

NeuroPorator delivers rectangular unipolar pulses. This is also the case for most of the compared 

devices; the only one with variable bipolar pulses is NEPA21 (Nepagene). The pulse timing of 

Machine, 

reference 

Pulse design Pulse time 

precision 

Voltage 

settings 

Current 

limiter 

Readout/ 

recording 

Approximate 

price 

BTX ECM830 Rectangular pulses, 

unipolar, pulse trains 

10 μs to 999 ms 

(1μs resolution) 

5–500 V in 1 V 

steps 

NO, short 

circuit safety 

protection 

NO $13,700 

NEPAGENE 

NEPA21 

Two types of pulses 

separately designable – 

HV poring pulse, LV 

transfer pulses, bipolar, 

pulse trains 

0.05–99.9 ms 

(0.01 ms 

resolution) 

0.1–300 V HV 

mode, 0.1–99.9 

V LV mode 

(0.1 V 

resolution) 

NO, short 

circuit safety 

protection 

Display 

values 

$24,000 

Portoporator© 

(Schmitt et al., 

2019)  

Rectangular pulses, 

unipolar, Arduino- 

based; highly variable 

pulse trains 

1 ms to 1000 ms, 

1 ms step, <1 ms 

precision 

400–600 V, 

(Cells in cuvette 

– oriented) 

NO NO <$140 

In utero 

electroporator 

(Bullmann et 

al., 2015) 

Rectangular pulses, 

unipolar, single pulse 

20 to 200 ms, 

precision ~10 % 

Battery pack, 

0–45V, 9 V 

step, or external 

source 

YES, 125 mA 

safety and IUE 

protection 

NO <$50 

NeuroPorator Rectangular pulses, 

unipolar, Arduino- 

based; highly variable 

pulse trains 

1 ms to 1000 ms, 

1 ms step, <1 ms 

precision, inter-

pulse short 

circuiting 

Battery pack, 

18–45 V, 9 V 

step 

YES, easily 

adjustable, 1 

mA–500 mA, 

<1 mA 

precision 

Built-in 

USB 

module, 

displaying/ 

recording 

~$550 
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NeuroPorator is highly variable with comparable time precision to those declared by other 

electroporators. Some electroporators can deliver voltages for both in utero and in vitro electroporation 

(ECM830 by BTX), others are focused only on in vitro application (Portoporator©), and finally, there 

are electroporators with voltages primarily complying with the ranges for IUE, including NeuroPorator. 

The prominent advantages of NeuroPorator, which are absent in the compared devices, are the fully 

adjustable current limitation and the real-time displaying and recording of the voltage and current 

curves.  Furthermore, it is possible to assemble the device in only two days and all necessary parts cost 

approximately $550. 

3.2. Proof of NeuroPorator efficacy 

NeuroPorator has been thoroughly tested in our laboratory for IUE of a plasmid-containing mutated 

mechanistic target of rapamycin (mTOR) gene to induce FCD—a very common cortical malformation 

(Crino, 2015). A specific point mutation (7280T>C) leads to a constitutively active protein and alters 

neuronal migration, growth, and proliferation [1]. Normally developed neocortex has a stereotypical 

cytoarchitecture, layered structure, and clear margins between the gray matter, consisting of cell bodies, 

and the white matter, made up of myelinated axons (figure 6(a)). If a plasmid (figure 6(a), top) is injected 

into a brain lateral ventricle in mouse embryos and electroporated at day E14.5, the plasmid primarily 

enters radial glia and newly formed neurons that should migrate into the upper layers of the cortex (layer 

2/3 in mice). Plasmid containing only a control fluorescent protein EGFP (figure 6(a), left) leads to 

fluorescence-labeled layer 2/3 of the cortex (figure 6(b)).  However, disrupting the mTOR signaling 

pathway using electroporation of mutated mTOR gene at day E14.5 leads to a dysplastic cortex with 

disrupted laminar structure, absence of clear borders between gray and white matter, ectopic neurons 

(figure 6(a), right, figure 6(c)), and abnormal neuronal phenotypes. These neurons (figure 6(d)) are 

characterized by enlarged somata, atypical dendritic branching, and abnormal connectivity. The FCD 

displays high endogenous epileptogenicity characterized by repeated spontaneous epileptic seizures 

(figure 6(e)).  

 

Figure 6. Performance of NeuroPorator in real mouse cortex: (a) Plasmids that were electroporated at day 

E14.5 included either a gene for constitutively active mTOR and a gene for enhanced green fluorescent protein or 

the fluorescent protein gene solely. Illustration of normal cortex with its stereotypical cytoarchitecture and layered 

structure (a, bottom left) and dysplastic cortex with smeared lamination and ectopic dysmorphic neurons (a, bottom 

right). (b) The cytoarchitecture of the cortex with almost all fluorescently labeled neurons migrated into layer2/3 

after IUE with a control plasmid. (c) Dysplastic cortex with fluorescently labeled neurons throughout the gray and 

even the white matter after IUE with a plasmid carrying the mutated mTOR gene variant. (d) Dysmorphic neurons 

125



with atypical dendritic branching and highly enlarged somata. E) Local field potential recording from the 

dysplastic cortex during an epileptic seizure. Legend: Scale bars correspond to 500 µm in (b), (c) and 50 µm in 

(d). WM = white matter. In (B), (C) white dashed lines depict the cortical surface and the gray matter / white matter 

border. Blue lines represent the approximate borders of layer 2/3 of the mouse somatosensory cortex.   

Images and traces shown in figure 6 are based on the groups of mice prepared by Experimenter C (figure 

7). The yield of the chosen FCD model of chronic epilepsy is relatively low. Out of 24 mice that were 

in utero electroporated with the mutated mTOR gene and that were later preselected based on their 

relatively large lesion, only 9 developed epileptic phenotype and spontaneous seizures captured at video-

EEG monitoring (37.5%). None of the mice electroporated with sole EGFP plasmid showed any signs 

of epileptic activity.  

We also evaluated NeuroPorator in terms of survival rate and success rate in the hands of three 

independent, experienced experimenters working on separate projects (figure 7). 

 

Figure 7. Evaluation of the survival rate and success rate of IUE using NeuroPorator by three different 

experimenters. In three separate projects, plasmids carrying a gene for two variants of mTOR, either wild-type 

(mTORwt) or mutated (mTORmut), were electroporated together with a plasmid carrying a gene for a fluorescent 

protein EGFP or iRFP. In one group, Experimenter C electroporated only plasmid with a gene for EGFP. The 

numbers below each graph denote the number of electroporated pregnant mice for the respective projects. For each 

group, mean fractions of successfully electroporated, viable pups, and electroporated embryos are shown. Error 

bars represent standard error of the mean (SEM).  

We evaluated mean numbers of embryos found in each pregnant mouse, mean electroporated embryos, 

number of pups found one day after birth, and number of pups with a clearly observable fluorescent 

spot. Experimenters A and B mostly skipped the two embryos closest to the cervix. This is usually 

recommended to prevent complete abortion that can occur if those two embryos are damaged. 

Experimenter C followed such recommendation only partially. Mothers after the electroporation died 

only rarely. Out of the 70 mice described in figure 7, only two (<3%) mice died before or after the 

delivery. Experimenters A and C worked with mice on C57Bl/6J background. Experimenter B worked 

with crosses that were also partially based on 129S4Sv background; embryos/pups had one fourth of 

129S4Sv background and mothers were either fully based on C57Bl/6j background (half of them) or 

were of mixed background C57BL/6 x 129S4Sv. Although many variables cannot be separated, our data 
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show that while using NeuroPorator, the mean success rate across various experimenters and different 

animal groups can be as high as ~40%.  

 

4. Discussion 

In this publication, we present a home-built electroporator, NeuroPorator, demonstrate its properties, 

and verify its functionality by inducing FCD through IUE. The main advantages of our proposed solution 

are safety, data recording, low price, adjustability, and an open design of the electroporator. In this 

section we discuss each of them in comparison to available products.  

4.1. Safety 

A successful electroporation of embryonal brain cells relies on creating the correct conditions for DNA 

to enter the cells. The strength of the pulsing field needs to be sufficient to create the pores in the 

membrane. However, the delivered energy must be minimized to prevent the tissue from heat and 

damage. The electrode is apposed directly to the uterine wall surrounding the head of the embryo (figure 

3(b)). In case of a loose arrangement of the electrodes, uterus, and embryo (see figure 4(a)), which often 

happens, the resistance of the sample between electrodes can drop dramatically. If the voltage is kept 

constant in this case, the applied electric current increases. According to our experience, this can damage 

the uterine wall and lead to the complete abortion of all embryos. We added easily adjustable current 

limitation to protect embryos.  

The commercially available electroporators are operated with chosen voltages, but the output current is 

not properly limited and is usually simply given by Ohm’s law. Balancing all parameters of the 

procedure is difficult, since one of the crucial parameters, along with the mechanical manipulation with 

the uterus, is the sample (wrapped embryo) impedance. To prevent the excessive currents flowing 

through the uterine wall (yellow arrow in figure 4(b)), we applied an analogue current limiter to the 

output circuit of NeuroPorator. This limiter bends the current-voltage (I-V) curve by dynamically 

adjusting the voltage and ensures that the maximum current does not exceed the chosen value (green 

arrow). Constraining both applied voltage and current protects the uterus and embryo from harmful 

insults. The result in individual embryos can be either optimal or suboptimal and ineffective transfection, 

but not a complete abortion of all embryos due to uterine damage.  

It is very difficult to exactly quantify the added safety and success rates in comparison with other groups. 

First, almost no groups publish such numbers. Second, a vast number of variables are involved. The 

success rate inter alia strongly depends on the experience level of the experimenter – whether the 

embryos are gripped enough, but not too much, whether the surgery is quick, whether the embryos are 

kept warm, whether the capillary is sharp and not broken, and other factors. Also, the mouse strain plays 

a big role. We mostly work with C57Bl/6J-based transgenic mouse strain and the presented 

electroporator was also evaluated in this strain. However, C57Bl/6J litter count is relatively small and 

C57Bl/6J females are known to not be very good mothers (Rennie et al., 2012). We showed that when 

using NeuroPorator, we achieved average success rate around 40%.  As we also involved the pups that 

were probably eaten by their mothers and pups found dead because the absence of their mothers’ 

lactation, the number would be probably substantially higher if we evaluated NeuroPorator in an 

outbred strain such as CD1 white mice.   

4.2. Data recording and visualization 

Direct visualization of the voltage and the current of the ongoing pulse trains is important for instant 

feedback and enables direct control of the procedure. It also facilitates learning of the procedure for lab 

workers starting with the method. Although commercially available electroporators display current and 
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voltage values in real time, NeuroPorator can record them throughout the whole operation. This feature 

allows the user to look back on each pulse train and relate them to IUE output. 

4.3. Price and open design 

Commercially available electroporators are debugged and reliable, however, they are also relatively 

expensive, most of them exceeding $10k in cost. In comparison, all material for assembling our device 

can be purchased for approximately $550. With the instructions attached in the Supplement, it can be 

assembled in two days with very basic equipment and soldering skills. 

Higher price is the model case for the philosophy of Open Labware (Baden et al., 2015), that aims at 

making advanced laboratory devices more affordable. Recently, there were published two well-

documented and designed custom-made open-source electroporators (Bullmann et al., 2015; Schmitt et 

al., 2019). However, the first of them, called Portoporator, is designed for electroporation of cells in 

cuvettes and thus operating at higher voltages. The second one (Bullmann et al., 2015) is designed 

directly for IUE and was shown to work properly. However, its versatility is somewhat limited, e.g., it 

does not enable pulse trains.  

Our design offers high pulse train adaptability achievable with only minor adjustments of parameters in 

the provided code sample. Versatility of the code brings sub-millisecond time resolution, variable 

number and duration of the pulses, and variable inter-pulse intervals. The presented design can be easily 

further modified. With specific positioning of the bipolar electrode, the DNA can be targeted to selected 

brain areas such as cortex, hippocampus, striatum, and others (Kolk et al., 2011; Wang et al., 2012). 

This spectrum of targetable structures has been substantially broadened by introduction of tripolar 

electroporation (dal Maschio et al., 2012). NeuroPorator can be used as a source for tripolar 

electroporation with a proper external wiring of the electrodes.  

In practice, we connect the Arduino board via a USB connector for both programming and power. 

However, it can be also powered from a sixth 9 V battery inside the NeuroPorator box, rendering the 

device independent of a power supply. Another modification can be done by altering the visualization 

module. If one does not need the real-time visualization and recording of the actually applied pulses, the 

data acquisition system can be disconnected and NeuroPorator can be fully independent and portable. 

The data acquisition system USB-6001 (National Instruments) is not too expensive, but if one wants to 

reduce the price of NeuroPorator even more, USB-6001 can be omitted. This would reduce the price 

down to ~$150. Alternatively, it is possible to design and add a visualization module to the device or an 

SD-card shield for data saving (e.g. Assembled Data Logging shield for Arduino for $15; Adafruit).  

5. Conclusion 

Here, we presented a fully documented open-design electroporator specially developed for in utero 

electroporation—NeuroPorator. Within the philosophy of Open Labware (Baden et al., 2015), the 

construction of NeuroPorator is easy and the material cost is low. We believe that by using very detailed 

documentation and assembly instructions, many laboratories will start using this device. NeuroPorator 

makes the technique of in utero electroporation more affordable and easier to implement. 
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11 Conclusion

Since their discovery, the role of HFOs in various pathophysiological processes in epilepsy has
been intensely studied. HFOs are now considered a marker of endogenous epileptogenicity,
and the HFO analysis was introduced into the presurgical workup to better delineate the re-
section area (Frauscher et al., 2017). The early HFO occurrence following the precipitating
injury was predictive of the future development of epilepsy (Jefferys et al., 2012). Therefore,
HFOs are candidate markers of epileptogenesis. The presence of HFO at the seizure onset or
changes in HFOs preceding the seizure initiation suggested that understanding the cellular and
network mechanisms of HFOs could advance our understanding of the mechanisms responsible
for seizure genesis (Jefferys et al., 2012; Jiruska et al., 2017). Although HFO research brought
new and interesting observations, it raised also a lot of new questions. Some of these questions
we aimed to address in our research. By conducting research into HFO, our results contributed
to an improved understanding of the multiple aspects of HFOs, epilepsy brain dynamics, mech-
anisms of the transition to seizure, and long-term seizure dynamics.

The present work’s first notable achievement was identifying HFOs in the highly realistic
model of neocortical epilepsy due to FCD. We have brought experimental evidence that the
epileptic neocortex can generate HFOs across a wide frequency range, including fast ripples. In
the model of FCD, a highly epileptogenic lesion, we experimentally verified that HFOs provide
localizing information about the location of the epileptogenic lesion and the seizure onset zone.
This is valuable information for presurgical diagnosis. We found that spike-related gamma-
ripples are a better marker of epileptogenic lesions than spikes alone. Spike-related fast ripples
share the localization properties as well, but we think gamma-ripples are more valuable than
fast ripples due to the simple fact that they can be recorded non-invasively from the scalp more
easily (Zijlmans et al., 2017; Worrell and Gotman, 2011). The results are in agreement with
findings from human studies on focal neocortical epilepsy (Park and Hong, 2019; Noorlag
et al., 2022). Cai et al. (2021) demonstrated in a cohort of 25 patients with drug-refractory focal
epilepsy who underwent a presurgical evaluation that "HFO-informed spikes" displayed lower
localization error compared to conventional spikes, while pathological HFOs were superior
to the HFO-informed spikes in predicting the resection-confirmed EZ (Cai et al., 2021). Our
results regarding fast ripples are also in accordance with other studies reporting a preference
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for fast ripples to appear before the peak of the spike signal, coinciding with the rising phase.
This pattern was reported in human and animal models (Van Klink et al., 2016; Guth et al.,
2021; Lévesque et al., 2011). This study supports past clinical and experimental observations
that HFOs are good biomarkers of tissue epileptogenicity and can be used in the diagnostic
workup of epilepsy surgery candidates to identify the most critical components of the epileptic
network. We demonstrated another HFO aspect that is highly relevant for HFO utilization in the
presurgical examination. We showed that the properties of physiological hippocampal HFOs are
not affected by the application of levetiracetam and lacosamide, both common ASM. This is a
feature that discriminates physiological HFOs from the pathological HFOs that are affected by
anti-seizure medication. This information is relevant for presurgical diagnosis and increases the
diagnostic yield of presurgical examination through the improved identification of pathological
HFOs.

Do epileptic seizures start suddenly or are they preceded by detectable changes in the dy-
namics of brain activity? This is one of the key questions and research objectives of epilepsy
research. From the patient’s perspective, seizures are unpredictable and seemingly random. Ob-
servations of the long-term profiles of seizure occurrences have, however, disputed the view of
seizures being poissonian, i.e. fully random (Baud et al., 2018; Kudlacek et al., 2021). The field
of complex systems dynamics allowed us to explain such observations by providing original in-
sights into the problem of seemingly random phenomena. Studies focusing on the dynamics of
brain activity have shown that a seizure can be preceded by detectable changes in brain activity
minutes to hours in advance (Litt et al., 2001; Mormann et al., 2003; Lehnertz et al., 2007;
Maturana et al., 2020). Unfortunately, these studies focused only on the physical description of
changes in electroencephalogram dynamics and did not provide information about the cellular
and network mechanisms underlying these changes. We have shown that seizures are preceded
by a change in the dynamics of individual neurons, whose activity extracellular recordings by an
increase in high-frequency activity. Pre-ictal changes in HFO properties were indicative that the
transition to seizure is not a random process but displays features of critical slowing that reflect
a progressive loss of resilience of the neural networks to internal or external perturbation and
slow recovery from them (Chang et al., 2018). These phenomena are also accompanied by fluc-
tuations in extracellular potassium concentration and corresponding changes in direct current.
We also demonstrated that the network’s resilience demonstrates the response of the epileptic
brain to perturbation. In a high resilience state, perturbations display a stabilizing effect, while
perturbations occurring during a low resilience state have a destabilizing effect. This explains
why interictal epileptiform can have a dichotomic effect on seizure genesis, i.e., anti-ictal and
pro-ictal. Obtained observations are important not only for understanding the ictogenesis but
also for the optimization of brain stimulation, which should take into account the current state
of neural network resilience. Therefore, diagnostic tools that are able to determine the brain’s
dynamical state are of high importance for future disease-modifying stimulation therapies.
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Although we have brought new discoveries about the role of HFOs and underlying mech-
anisms in epilepsy, there are still crucial aspects behind HFOs that should be addressed in
future HFO research. The origins of epilepsy are diverse, with various pathways leading
to its onset. Nonetheless, its defining characteristic—the presence of spontaneous epileptic
seizures—remains consistent. Despite the vast differences in the proposed mechanisms driving
HFOs, it’s entirely within the realm of possibility that all theories of the cellular and network
mechanisms of HFOs are valid, all manifesting by the same electrographic hallmark. From
the therapeutic perspective, it is questionable whether targeting the HFO mechanisms will be
beneficial. Efforts to control brain excitability in a precisely targeted, biocompatible manner ei-
ther by focusing on the neurons themselves (Magloire et al., 2019; Snowball et al., 2019) or by
improving the robustness of the extracellular space to support physiological conditions might
prove more beneficial for the patients in the long term.
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12 Future prospects

Despite increasing knowledge about HFOs, we still lack evidence about the exact cellular and
network mechanisms of HFOs. To elucidate these mechanisms, we believe that more multi-
modal and detailed research is needed. At the time of writing, experiments focused on elucidat-
ing the cellular mechanisms of HFO emergence are underway. These experiments rely mainly
on patch-clamp and the latest state-of-the-art optophysiological techniques of in vivo calcium
and voltage imaging. We believe that especially newly designed genetically-engineered voltage
indicators combined with high-speed intravital microscopy will further advance our understand-
ing of HFOs and provide seminal observations about HFO mechanisms.

High-frequency oscillations have sparked considerable interest in the epilepsy community.
However, there is an ongoing debate about the quantification of their utility (Roehri et al., 2018;
Frauscher et al., 2017). Although seizure-free patients show higher HFO-contained resection
ratios compared to non-seizure-free patients after epilepsy surgery, the effect size is rather small
(Frauscher et al., 2017). Large-scale prospective trials are currently ongoing (Jiruska, 2013).
Apart from the obvious problem of incomplete EEG coverage and EEG source localization un-
der particular geometric orientations, there are clear limitations in interpreting HFO recordings.
We still struggle to reliably differentiate physiological HFOs from pathological ones (Roehri
et al., 2018; Jacobs et al., 2018), while the physiological HFOs are not the only confounding
factor. The resemblance between HFOs and the intracranial projection of muscle activity poses
a unique challenge (Ren et al., 2019). Broadband characteristics and synchronicity between
HFOs in different channels can be used to partially address such challenges, but such efforts
are in no way standardized or common in clinical practice. Unstandardized recording in the
presence of various confounding factors and a lack of personalization in subsequent analysis
makes the utilization of HFOs particularly challenging (Worrell et al., 2012; Frauscher et al.,
2017; Remakanthakurup Sindhu et al., 2020; Zijlmans et al., 2017; Barkmeier et al., 2012).

A general approach with promising results is to focus on a continuum, rather than on dis-
crete HFO events (Mooij et al., 2020). This is valuable particularly if the data is scarce. Another
recent study also supports the notion that the interest in localized HFO events is understandable,
but suboptimal. High-frequency background activity (excluding HFOs) carries significant infor-
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mation about the location of the EZ, with comparable or superior performance to the HFO rate
(Stovall et al., 2021). Furthermore, the combination of HFO rate and signal features computed
from high-frequency background activity yielded the best predictive performance. Neverthe-
less, the use of a detector remains important, but primarily to clean the EEG from artifacts
rather than detecting HFOs (Ren et al., 2019). The current most valuable utility of HFOs lies
in pre-surgical evaluation, but it is limited by various confounding factors such as the unknown
geometric arrangement of the sources, physiological HFOs, and the laws of physics in general.
Perhaps next-level multimodal neuroimaging tools could at least increase the informative value
of HFOs in pre-surgical evaluation.

Pathological HFOs are inherent to the epileptic brain. They are considered markers of
epileptogenicity. Surprisingly, no experimental study has tested whether HFOs really reflect
epileptogenicity and what information HFOs provide about the underlying tissue excitability.
We should consider the following question. If we had a magical device capable of measuring
any epileptic brain variable, what is the single most important variable we should choose to
measure? The answer I got from a prominent epileptologist may sound simple, but it captures
the essence perfectly — cortical excitability (Baud, 2023). Therefore, future HFO research
should primarily address what information HFOs provide about tissue excitability and epilep-
togenicity.
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